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Additional Attribution Methods

This section lists additional attribution methods and variations of the Scrambler model that were included
in the supplementary benchmark comparisons for the PPI task (Extended Data Fig. 5).

Scrambler (Inclusion, Siamese, K Samples): By default, the Scrambler networks are trained by drawing
32 Gumbel samples from each scrambled PSSM in the training batch. In these versions, we instead draw K
samples for each pattern in the training batch.

Scrambler (Inclusion, Cont. Mean Bg): Optimizes the same objective as the Inclusion-Scrambler, but
uses a continuous interpolation perturbation with the mean training pattern B̃ instead of the temperature-

based perturbator: minMKL
[
P(X ×M(X) + B̃ × (1−M(X)))||P(X)

]
+ λ ·

(
tarea − 1/N ·

∑N
i=1M(X)i

)2
,

where M(X) is a real-valued, sigmoid masking model. Internally, network M is identical to the Scrambler.

Scrambler (Inclusion, Cont. No Bg): Optimizes the same objective as the Inclusion-Scrambler, but
uses a continuous interpolation perturbation with the all-zero pattern instead of the temperature-based

perturbator: minMKL
[
P(X ×M(X))||P(X)

]
+ λ ·

(
tarea − 1/N ·

∑N
i=1M(X)i

)2
, where M(X) is a real-

valued, sigmoid masking model.

Scrambler (Inclusion, Cont. Rand Bg): Optimizes the same objective as the Inclusion-Scrambler,
but uses a continuous interpolation perturbation with a random letter pattern R ∈ 0, 1N×M instead of the
temperature-based perturbator: minMKL

[
P(X ×M(X) + R × (1 −M(X)))||P(X)

]
+ λ ·

(
tarea − 1/N ·∑N

i=1M(X)i
)2

, where M(X) is a real-valued, sigmoid masking model.

Scrambler (Occlusion, Cont. Mean Bg): Optimizes the same objective as the Occlusion-Scrambler, but
uses a continuous interpolation perturbation with the mean training pattern B̃ instead of the temperature-

based perturbator: minM−KL
[
P(X× (1−M(X)) + B̃×M(X))||P(X)

]
+λ ·

(
tarea−1/N ·

∑N
i=1M(X)i

)2
,

where M(X) is a real-valued, sigmoid masking model.

Scrambler (Inclusion, Per Example): Optimizes the same objective as the Inclusion-Scrambler, but does
not train a network to predict importance scores. Instead, this method optimizes a set of importance scores

s for each pattern X that we wish to interpret individually: mins

(
1/K ·

∑K
k=1 KL

[
P(X

(k)
s )||P(X)

])
+ λ ·(

tbits−1/N ·KL
[
B̃1||X̂s

])2
, where X

(k)
s ∼ X̂s (letter-by-letter Gumbel-sampling) and X̂s = σ

(
log B̃+X×ṡ

)
.

ṡ ∈ RN×M is a channel-broadcasted copy of the importance scores s ∈ RN . We obtain s from a vector of
real-valued (trainable) numbers that we instance-normalize and apply the softplus activation on. We train
s until convergence using the Adam optimizer with learning rate = 0.01, β1 = 0.5 and β2 = 0.9.

Scrambler (Inclusion, Per Example, Cont. Mean Bg): Optimizes the same objective as the Per-
example Inclusion-Scrambler, but uses a continuous interpolation perturbation with the mean training pat-
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tern B̃ instead of the temperature-based perturbator: minm KL
[
P(X × ṁ + B̃ × (1 − ṁ))||P(X)

]
+ λ ·(

tarea − 1/N ·
∑N

i=1 mi

)2
, where m ∈ [0, 1]N is a continuous sigmoid-restricted mask pattern.

Scrambler (Inclusion, Per Example, Cont. No Bg): Optimizes the same objective as the Per-example
Inclusion-Scrambler, but uses a continuous interpolation perturbation with the all-zero pattern instead of

the temperature-based perturbator: minm KL
[
P(X × ṁ)||P(X)

]
+ λ ·

(
tarea − 1/N ·

∑N
i=1 mi

)2
, where

m ∈ [0, 1]N is a continuous sigmoid-restricted mask pattern.

Scrambler (Inclusion, Per Example, Cont. Rand Bg): Optimizes the same objective as the Per-
example Inclusion-Scrambler, but uses a continuous interpolation perturbation with a random letter pattern
R ∈ 0, 1N×M instead of the temperature-based perturbator: minm KL

[
P(X × ṁ + R× (1− ṁ))||P(X)

]
+

λ ·
(
tarea − 1/N ·

∑N
i=1 mi

)2
, where m ∈ [0, 1]N is a continuous sigmoid-restricted mask pattern.

Scrambler (Occlusion, Per Example, Cont. Mean Bg): Optimizes the same objective as the
Occlusion-Scrambler (for a single pattern), but uses a continuous interpolation perturbation with the mean
training pattern B̃ instead of the temperature-based perturbator: minm−KL

[
P(X × (1 − ṁ) + B̃ ×

ṁ)||P(X)
]

+ λ ·
(
tarea − 1/N ·

∑N
i=1 mi

)2
, where m ∈ [0, 1]N is a continuous sigmoid-restricted mask

pattern.

Zero (Occlusion, Joint): Given pairs of input patterns X1 and X2, we optimize minM−KL
[
P(X1 ×

(1−M(G)(X1, X2)1), X2 × (1−M(G)(X1, X2)2))||P(X1, X2)
]

+ λ ·
(
tarea − 1/N ·

∑N
i=1M(S)(X1, X2)1i

)2
+

λ ·
(
tarea − 1/N ·

∑N
i=1M(S)(X1, X2)2i

)2
, where M is a pair-wise binary 0/1 masking model. See ’Zero

Scrambler’ for more details.

Zero (Inclusion, Siamese): Given pairs of input patterns X1 and X2, we optimize minMKL
[
P(X1 ×

M(G)(X1), X2×M(G)(X2))||P(X1, X2)
]
+λ·

(
tarea−1/N ·

∑N
i=1M(S)(X1)i

)2
+λ·

(
tarea−1/N ·

∑N
i=1M(S)(X2)i

)2
,

where M is a binary 0/1 masking model. See ’Zero Scrambler’ for more details.

Zero (Occlusion, Siamese): Given pairs of input patterns X1 and X2, we optimize minM−KL
[
P(X1 ×

(1−M(G)(X1)), X2× (1−M(G)(X2)))||P(X1, X2)
]

+λ ·
(
tarea− 1/N ·

∑N
i=1M(S)(X1)i

)2
+λ ·

(
tarea− 1/N ·∑N

i=1M(S)(X2)i
)2

, where M is a binary 0/1 masking model. See ’Zero Scrambler’ for more details.

Rand (Inclusion): Optimizes the same high-level objective as the Scrambler, but this model uses a pertur-
bation operator where de-selected features are replaced with a random nucleotide (or residue). Specifically,
Rand (Inclusion) optimizes minMKL

[
P(X ×M(G)(X) + R × (1 −M(G)(X)))||P(X)

]
+ λ ·

(
tarea − 1/N ·∑N

i=1M(S)(X)i
)2

, where M is a binary 0/1 masking model and R is a random letter pattern. See ’Zero
Scrambler’ for more details.

Rand (Occlusion): Optimizes minM−KL
[
P(X × (1 −M(G)(X)) + R ×M(G)(X))||P(X)

]
+ λ ·

(
tarea −

1/N ·
∑N

i=1M(S)(X)i
)2

, where M is a binary 0/1 masking model and R is a random letter pattern. See
’Zero Scrambler’ for more details.

Rand (Occlusion, Joint): Given pairs of input patterns X1 and X2, we optimize minM−KL
[
P(X1× (1−

M(G)(X1, X2)1) + R1 ×M(G)(X1, X2)1, X2 × (1−M(G)(X1, X2)2) + R2 ×M(G)(X1, X2)2)||P(X1, X2)
]

+

λ ·
(
tarea− 1/N ·

∑N
i=1M(S)(X1, X2)1i

)2
+ λ ·

(
tarea− 1/N ·

∑N
i=1M(S)(X1, X2)2i

)2
, whereM is a pair-wise

binary 0/1 masking model and R1,R2 are random letter patterns. See ’Zero Scrambler’ for more details.

Rand (Inclusion, Siamese): Given pairs of input patterns X1 and X2, we optimize minMKL
[
P(X1 ×

M(G)(X1) +R1 × (1−M(G)(X1)), X2 ×M(G)(X2) +R2 × (1−M(G)(X2)))||P(X1, X2)
]

+ λ ·
(
tarea − 1/N ·∑N

i=1M(S)(X1)i
)2

+ λ ·
(
tarea − 1/N ·

∑N
i=1M(S)(X2)i

)2
, where M is a binary 0/1 masking model and

R1,R2 are random letter patterns. See ’Zero Scrambler’ for more details.

Rand (Occlusion, Siamese): Given pairs of input patterns X1 and X2, we optimize minM−KL
[
P(X1 ×

(1−M(G)(X1)) +R1 ×M(G)(X1), X2 × (1−M(G)(X2)) +R2 ×M(G)(X2))||P(X1, X2)
]

+ λ ·
(
tarea − 1/N ·∑N

i=1M(S)(X1)i
)2

+ λ ·
(
tarea − 1/N ·

∑N
i=1M(S)(X2)i

)2
, where M is a binary 0/1 masking model and

R1,R2 are random letter patterns. See ’Zero Scrambler’ for more details.
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Supplementary Tables

Supplementary Table 1: An overview of interpretation methods based on masking. The columns describe
(in order): Optimization Algorithm – Whether the method uses a parametric model to infer masks, or
whether the masks are optimized individually; Mask – Whether masked features are faded, blurred, zeroed,
or replaced with sampled values from either marginal distributions or a generator (”Counterfactual”); Task
– What task(s) the method was demonstrated on (C = Computer Vision, N = NLP, B = Biology); Predictor
– Whether the method interprets an existing predictor model or if a new predictor is trained as part of the
interpretation algorithm.

Optimization Algorithm Mask Task Predictor
Scrambler Network (this paper) Parametric Model Samples C, B Existing

Fong et al. (2017) (1) Per-example SGD Fade, Blur C Existing
Dabkowski et al. (2017) (2) Parametric Model Fade, Blur C Existing

Yoon et al. (2018) (INVASE) (3) Parametric Model Zero C, N New
Chen et al. (2018) (L2X)(4) Parametric Model Zero C, N New

Carter et al. (2019) (SIS) (5) Per-example Recursion Mean, Samples C, N, B Existing
Zintgraf et al. (2017) (6) Per-example Sampling Samples C Existing

Chang et al. (2018) (FIDO-CA) (7) Per-example SGD Counterfactual C Existing
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