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Abstract

In this paper, we quantify the impact of using non-
convergent Markov chains to train Energy-Based
models (EBMs). In particular, we show analyti-
cally that EBMs trained with non-persistent short
runs to estimate the gradient can perfectly repro-
duce a set of empirical statistics of the data, not at
the level of the equilibrium measure, but through
a precise dynamical process. Our results provide a
first-principles explanation for the observations of
recent works proposing the strategy of using short
runs starting from random initial conditions as an
efficient way to generate high-quality samples in
EBMs, and lay the groundwork for using EBMs
as diffusion models. After explaining this effect in
generic EBMs, we analyze two solvable models in
which the effect of the non-convergent sampling
in the trained parameters can be described in de-
tail. Finally, we test these predictions numerically
on a ConvNet EBM and a Boltzmann machine.

1. Introduction

Encoding the statistics of a given dataset and generating data
points that match those statistics are crucial issues in ma-
chine learning. Many different strategies have been devised.
Among the most popular solutions are Variational Autoen-
coders (VAEs) (Kingma & Dhariwal, 2018), Generative
Adversarial Networks (GANSs) (Goodfellow et al., 2020),
Energy Based Models (EBMs) (Zhu et al., 1998; LeCun
et al., 2006; Lu et al., 2016; Xie et al., 2016) or their close
relatives, Diffusion Models (Sohl-Dickstein et al., 2015; Ho
et al., 2020). The latter are becoming increasingly popular
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nowadays due to their amazing ability to generate photore-
alistic images (Dhariwal & Nichol, 2021).

EBMs offer several fundamental advantages over their com-
petitors due to their simplicity: A single neural network is
involved in training, which means that fewer parameters
need to be learned and training is less costly. They are also
particularly appealing for interpretive applications: Once
trained, the energy function can be analyzed with statistical
mechanics tools (Decelle & Furtlehner, 2021b), or shallow
EBMs can serve as an effective model to “learn” something
from the data. EBMs have been exploited for instance to
infer the three dimensional structure (Morcos et al., 2011)
or building blocks (Tubiana et al., 2019) of proteins, to gen-
erate artificial pieces of genome (Yelmen et al., 2021), for
neuroimaging (Hjelm et al., 2014), simulation of complex
wavefunctions in quantum many-body physics (Carleo &
Troyer, 2017; Melko et al., 2019), or to impute missing
input (Fissore et al., 2019). Furthermore, EBMs naturally
implement compositionability, i.e. the possibility of combin-
ing information from different trained models to generate
new composite data (Hinton, 1999; Du et al., 2020).

EBMs have been around for a very long time, starting with
the well-known single-layer (Ackley et al., 1985), Restricted
(Smolensky, 1987) or the Deep (Salakhutdinov & Hinton,
2009) Boltzmann machines, to modern applications where
EBMs are encoded in Deep Convolutional Neural Networks
(ConvNets) (Nijkamp et al., 2019; 2020; Du & Mordatch,
2019; Du et al., 2020), which show very similar performance
in image generation as state-of-the-art GAN methods (Du &
Mordatch, 2019). Despite their many advantages, the direct
training of EBMs is hard and unstable in practice, a problem
directly related to the approximations made to estimate the
negative term of the gradient (Decelle et al., 2021). As it is
intractable, it must be approximated by sampling methods,
typically Markov Chain Monte Carlo (MCMC) or Langevin
dynamics, and such sampling is required each time param-
eters are updated. However, practical applications use a
number of iterations far shorter than the mixing time of
the algorithm, required to ensure an ergodic exploration
of the model phase space and a reliable estimation of the
log-likelihood gradient. To circumvent this “equilibration”
problem, several strategies have been proposed, mainly re-
lying either on good initializations of the MCMC chains to
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reduce the equilibration time, such as the (persistent) con-
trastive divergence method (Hinton, 2002; Tieleman, 2008)
and its refinements (Du & Mordatch, 2019), or on pertur-
bative methods to approximate the gradient (Gabrié et al.,
2015; Kim & Bengio, 2016; Kumar et al., 2019).

A very successful alternative to avoid altogether worrying
about thermalization of the sampling processes during train-
ing has been to give up encoding the empirical data statistics
in the Boltzmann weight of a given energy model, as it is the
normal EBMs’ modus operandi. The idea is instead to ad-
just the parameters of that model to reproduce a dynamical
path able to generate new data points (Sohl-Dickstein et al.,
2015), using an idea inherited from out-of-equilibrium ther-
modynamics. That is, sacrificing the usual equilibrium-like
interpretability of the EBMs for the sake of a fast and high
quality generation performance. This idea is at the core of
the so-called diffusion models (Ho et al., 2020).

Furthermore, recent experimental studies in several EBM
families have shown that such a dynamic path is also printed
in EBMs when non-convergent samplings are used to train
the models, and that this can be easily exploited to generate
high-quality samples in short times both in sampling and
training (Nijkamp et al., 2019; 2020; Decelle et al., 2021;
Muntoni et al., 2021; Liao et al., 2022; Xie et al., 2022). It
was shown that this optimal regime for sample generation of
EBMs is achieved by forcing out-of-equilibrium sampling
of the model during training, specifically by always initializ-
ing the Markov chains with random conditions and iterating
the MCMC process for only a few steps k. The key observa-
tion was that particularly high-quality samples are generated
when sampling the trained model for exactly the same time
and initial distribution that was used to train the model (Ni-
jkamp et al., 2019; Decelle et al., 2021). Nicely, these obser-
vations can be rationalized by moment-matching arguments
at the fixed point of the training dynamics, as described in
Ref. (Nijkamp et al., 2019). Furthermore, the apparition of
this strong non-monotonic performance in the sample gen-
eration can be directly related to the MCMC mixing time,
which typically increases with learning progress (Decelle
et al., 2021). In fact, the same work showed that most of the
instabilities and difficulties typically encountered in training
RBMs are directly related to this out-of-equilibrium regime,
since all these effects disappear when the number of Gibbs
steps used to compute the gradient exceeds the thermaliza-
tion time, e.g. when an incredibly long number of steps per
iteration is considered (Decelle et al., 2021).

In this paper, we provide a first-principle analytical explana-
tion of these previous experimental observations. In our the-
oretical framework, we show that the Gibbs-Boltzmann dis-
tribution of models trained in the out-of-equilibrium regime
poorly reproduce the target statistics of the dataset. We also
show that non-convergent samples can be used to accurately
reproduce certain statistics of the dataset, but only through a

very specific dynamic path fixed by the training choice. We
first prove these results for generic EBMs. Then, we analyze
two simple EBMs, the Gaussian model and the Bernoulli
Boltzmann machine in the early stages of training, where
the effects introduced into the model by the non-convergent
samplings can be analytically described along the entire
training dynamics. Finally, we illustrate this phenomenon
by performing real learnings in a ConvNet EBM and the
Boltzmann machine.

2. Preliminaries: Maximum-likelihood
training of Energy-Based Models

Suppose x is the value taken by a data point. We consider

an arbitrary energy-based model (EBM) in order to model

its probability in terms of a Gibbs-Boltzmann distribution:
e—Fo(x)

Z(0)

pe(x) = with  Z(0) = /dw e Fel®@ (1)
where Fg(x) is a dimensionless energy function that de-
pends on a set of parameters @ = {6;}. We let Fg(x) be
an arbitrarily complex function (e.g. parameterized by a
ConvNet or a single-layer Boltzmann machine), the only
requirement being that pg () must exist together with its
moments as functions of their conjugate variables 6.

Suppose now that we want to find a good set of parameters
6 that minimizes the distance between pg () and the empir-
ical distribution pp () of a given set of training examples.
This is usually done by maximizing the log-likelihood:

L£(0) = (logpe()),,, = — (Ee(®)),,, —log Z(8),

where (-) p denotes the average over a given distribution
p(x). This function is intractable in general because so
is Z(0): as a consequence, £(6) is typically maximized
through a (possibly stochastic) gradient ascent process. Its
derivative with respect to parameter 6; is

oL(0
aéi) = (fio(@)),, — (fie(®)),,, . )
with the local ‘forces’ in the phase space of parameters
_ aEg(.’E)
fiol®) = =55 = 3)

Note that (f;,¢(x, 8)),, are referred as the generalized ‘mo-
ments’ of the distribution p(z). Similarly, the Hessian ma-
trix is given by the components

Hyy(0) = G = (M) (%)
—(fio(®)fi0(2)),,+(fio(2)),, (fj0(2)),,

This means that in models where all f; g(x) are a function
only of & and not of the 0 (e.g. Fg is a linear function of the
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parameters), the optimization problem is always convex (i.e.
the Hessian is negative semi-definite). This occurs because
the covariance matrix is positive semi-definite. We will later
analyze various models that satisfy this condition.

In practice the gradient (2) is approximated by a stochastic
sampling process (MCMC or Langevin dynamics). Thus,
it is correctly estimated as long as this stochastic process
converges to equilibrium. However, such a sampling pro-
cess must be repeated each time a gradient ascent step is
performed. As a consequence, ensuring convergence at each
training step is not only tedious, but also infeasible in terms
of the time required to train an adequate EBM. A shortcut
was proposed by Hinton: a few Gibbs sampling steps are
sufficient if the sampling process is initialized wisely. This
is the idea underlying the recipe of contrastive divergence
(CD), where the chains are always initialized at the training
samples in the minibatch, or of its refinement, persistent CD
(PCD), where the configurations reached after a sampling
process are kept as initial configurations for the subsequent
sampling process after an update of the parameters.

The effects introduced into EBMs by the lack of conver-
gence of these Markov chains at each update of the training,
have gone largely unnoticed for decades, and only recently
has it become clear that they introduce memory effects on
the training process into models. Even more interesting is
the observation that this issue can be exploited to our advan-
tage: non-persistent short MCMC runs are the most efficient
strategy to train good generative EBMs, admittedly at the
cost of forgetting the link between the equilibrium properties
of the family of models parametrized by 8 = {6, }, and the
statistics of the dataset encoded in pp. In the next section,
we provide an analytical explanation of these results.

3. Finite-time sampling: The master equation

The implications of using short, nonconvergent MCMC runs
to estimate the gradient of Eq. (2) in the EBM training can be
formalized and proved generically as follows. For simplicity,
we assume here that the number of possible states of our
model is finite and that time is continuous. The description
for discrete time can be found in the Appendix A, and the
generalization to continuous variables in the Appendix B.
The latter case will also be considered later in an example.

We consider a MCMC sampling for a given model Eg, and
denote p, (k) as the probability of being at the a-th possible
configuration at time k. From now on, we denote the sam-
pling time by k to distinguish it from ¢, the training time.
Firstly, the master equation describes the time evolution of
the probability of the system to occupy each of the states a

dp.(k
pd]i ) - > wsaps(k) = Y wasepa(k), (@)
b(+a) b(+a)

where w,_, 1S the transition probability of going from state
a to b for that model. These transition probabilities are
independent of k as the process is by definition Marko-
vian. We introduce the vector notation p(k), whose a-th
component is p, (k). The evolution of the probabilities
can then be described by a stochastic evolution matrix U
Ugp = wp—yq fora #£ band Uy, = — Zb(;ﬁa) Wy—sp), AS

p(k) =Up(k) = p(k)=e"po, (5)

where p represents the initial distribution (i.e. p(0)).

Secondly, if the Markov chain is reversible, or equivalently
satisfies detailed balance (which is the typical situation in
EBMs), then the matrix U is guaranteed to have a spec-
tral decomposition. Therefore, p(k) can be explicitly ob-
tained from (5) through a spectral expansion. Let { A, } be
the eigenvalues of U, and u,, the associated eigenvectors.
Rewriting the initial distribution pg in this basis, we have

Do = Z Callq = P(k) = Za Caek&yuaa (6)

with the coefficient {c, } encoding the memory of the initial
condition of the sampling run. The probability p(k) must
be normalized at all k& (i.e. >, p.(k) = 1), hence at least
one eigenvalue must be 0, and the rest must be necessarily
negative for the long-time probabilities to remain bounded.

Thirdly, when U is also irreducible (i.e. any configuration
can be reached from any other in a finite number of steps),
it follows from the Perron-Frobenius theorem that the 0
eigenvalue must be unique (namely, \y) (Keizer, 1972).
We emphasize here that the theorem holds whether or not
MCMC chains mix in a given simulation. It is a property
that arises solely from the structure of the stochastic matrix.
Furthermore, one can always choose ¢y = 1, which imposes
from the long-time normalization that o U0, = 1, and
consequently for the initial normalization that all the eigen-
vectors with negative eigenvalues must fulfill 3, %q,q = 0
with @ # 0. Under these constraints, we have then

p(k) =uo+ ) cae Melu,. (7)
a>0

An analogous expression is obtained for discrete sampling
steps in Appendix A and for continuous variables for the
states in Appendix B. By construction, it is guaranteed that
the stochastic dynamics converges to the distribution ug
after a long time. Moreover, the mixing time is kpix =
1/|A1], with A; the second smallest absolute eigenvalue. Up
to this point, the discussion was completely generic.

Fourthly, we can now explicitly focus on EBMs by
forcing the long-time distribution g to coincide with
the Gibbs distribution (1), ie. wup, = po(xl®) =
exp [—Eg(x')] /Z(6), where () are the variables in
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configuration a. To be consistent, uy must be the solution
of the steady-state condition U (0) pg = 0 (cf. (5)). It is
in particular directly satisfied if we impose the detailed
balance condition w,_,; e~ Fo(x) Wh—sa e~ Fo(x™) o
hold, which has previously been imposed for the spectral
expansion to exist. Standard choices for the update rules,
such as the Metropolis-Hastings or the Heat Bath dynamics
satisfy detail balance.

Finally, under this choice of transition probabilities, and
the absence of some pathological cycles in the dynamics,
we have the guarantee that the sampled distribution will
converge to the equilibrium one with increasing & as

p(k)

where Ag is the term ) | in Eq. (7), a decay function of
k/Kmix at long times. One cannot compute this function Ag
in general, but we know it depends only on the initial condi-
tions pg <> {¢a }, the run duration k, and the evolution ma-
trix U (0). Then, the expected value for fo(x) = V Eg(x)
in the log-likelihood gradient (cf. Egs. (2)-(3)), estimated
after a sampling time k, is given by

:p9+A9 (kapo)a (8)

(Fodpy = Zalo" palk) ©)
= (o) T 20 Fo" Mo (K. p0) -
with ffﬁ = fi.0(z®). In other words, by approximating

the gradient with a non-convergent MCMC sampling, one
computes the real model average plus a correction depend-
ing on k, pg, and the model parameters 8. Thus, at each
training update, the update rule of Eq. (2) is replaced by

fl IJD+Z

Moreover, this implies that the fixed point 8 = 6* of this
dynamics (i.e. VL = 0), if it can be reached, satisfies

aL(0)
96;

=(fi,0)p,— Ae a(k, Do) -

k,po

(for)pp = {(For)py. T30 Fo Nowalk,po) . (10)

Theorem 3.1. We consider a training of an EBM that fol-
lows the gradient in Eq. (2) estimated with nonconvergent,
irreducible, and reversible Markov chains. If it reaches
a dynamic fixed point where VL = 0, then, the trained
model generates samples consistent with the statistics of
the training set, i.e. same generalized moments — given by
(VEo-)y, p, = (VEe~),, — but only if the samples are
drawn via the same identical stochastic process used for the
training: i.e., the same update rules, the same initialization,
and the same Markov chain length.

The proof results from combining the Egs. (9)-(10) using
a model with parameters 8* trained with a given sampling
dynamics and (po, k). Now, the samples generated with this

model, with T/(6*), an arbitrary initial distribution g and
after a time &, must satisfy the following statistics:

<f9* >k’,q0 = <.f9* >pD
with the mismatch given by Eq. (7):

Do-(K', g0, k, p0) =3, Fo2 [Mo-.a(K', q0)— Ag-a (K, Po)]
=3 a8 (cal@o)e™ N —ca(po)e™ ) o o

and the model-dependent {\, (0*), u,(0*)}. This means
that if we choose the same sampling time &’ = k, the same
initialization probabilities gy = py, and the same dynamic
rules as used in learning, then we will match perfectly the
empirical statistics. This statement holds for all derivatives
of the energy function Fjy« with respect to the model pa-
rameters. Also, a long sampling (k' — oo) can deviate
strongly from the empirical expectation if the training & is
much shorter than the mixing time kn,ix. This discrepancy
results from the remaining factors { —c(po) exp **=l} in
Eq. (11), which would vanish in the opposite limit & >> K m;x.

+D9*(k/aq07kap0)a (11)

The results of Theorem 3.1 also hold before reaching the
fixed point [i.e. for trained nonconvex EBMs or unfinished
trainings of convex EBMs] but with several limitations.

Theorem 3.2. We consider a non-convergent EBM trained
to a point where VL(0') = € # 0. Then, the samples
generated by the model @7 (with the same stochastic process
used for training —the same k, the same initialization py and
update rules) reproduce the statistics of (V Eg+) o Of the
training set with an error €. Thus, the error committed after
time k decreases (in average) as the training approaches
its fixed point. Moreover, for a conveniently small € (which
depends on py, k and fgt), it is possible to find a sampling
time k'(g;) # 0 at which the error for <f7;79¢ >PD is zero.
This k' moves toward the length k of the Markov chains
used for training as the training approaches its fixed point.

This second theorem is straightforward from the definition
of the gradient and Eq. (11). Then, upon sampling model 8%
with the same stochastic matrix ¢(01), the absolute error
of fo+ averaged on samples generated at a time &’ from the
initial distribution qq is:

(For (@)1 p, = (for (@), | = l€ + Dot (K, qo, k, po)|,
and Dg: (k', qo, k,po) vanishes for k¥’ = k and gy = po.
The second statement stands from the fact that Dyg; is a
smooth function of k' that (for k short compared to Kyix)
changes sign around k&’ = k. This means that the error of
(fi.0),, will be strictly zero at kt(e;) # k for g; sufficiently
small, with €; being the discrepancy between the statistics
of the data set and the model associated to the ¢-th moment
statistics). This means that kT moves progressively toward
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k as e; — 0. In a typical MCMC scheme, time is always an
integer variable, so this optimum might not be easy to access.
However, in Langevin dynamics this is possible, as we show
in a later example. This also means that as learning pro-
gresses (¢ — 0), the best sampling time k' progressively
converges to k for all ‘moments’ simultaneously.

We assess sample quality based on the agreement of the
energy moments, (f; ), between the training and the gen-
erated sets. The key question here is whether the samples
resulting from convergent MCMC training are more rep-
resentative of the distribution of the dataset than those ob-
tained using a non-persistent, non-convergent strategy. The
answer is not straightforward. An immediate conclusion
from previous results is that convergent MCMC training
does not improve the agreement of moments because pg
reproduces the same statistics than p(k, pg) in the noncon-
vergent protocol. The same is true for all observables that
can always be expressed as functions of the distribution’s
‘moments’ (3). However, no further generalizations can
be made for the rest of observables because the expected
committed error is not only related with the non-convergent
sampling, but also with the limitations of the model chosen
(which may not be powerful enough to capture all features of
the dataset), and both contributions can have any sign. Con-
sequently, these changes may either cancel or accumulate,
depending on the observable or EBM under consideration.

4. Solvable models

In the next sections we will examine two simple classes of
EBMs for which: (i) the correction Ag(k,po) introduced
by the non-convergent Markov chains can be explicitly com-
puted, and (7i) its effect on the inferred model parameters
can be explicitly quantified along the entire learning process.
Specifically, we focus on the inverse problem for families
of exponentials with quadratic arguments: Given a dataset
drawn from an empirical distribution pp (), we wish to in-
fer the best parameters @ = {J, h} of the target distribution
with an energy function of the type

1
EQ(CIJ) = 5 Zij xiJijxj + Zl hL.TLL

For simplicity we consider h; = 0 in the following, but a
generalization with external fields/biases is straightforward.
As in the general case in Sec. 2, we estimate the parameters
by maximizing the log-likelihood of the model evaluated on
the dataset, which reads

[,(0) = _%Zij J” <.%‘i$j>pD —10gZ<6). (12)
Again, the classical approach to maximizing log-likelihood
is based on calculating its gradient

0L(0)
ajij

B

The average over pg is usually calculated using the heat-bath
MCMC algorithm. In the next subsections, we analytically
investigate the effect of replacing the equilibrium averages
with estimates obtained by a non-convergent MCMC pro-
cess. We first consider the Gaussian model and then the
high-temperature regime of the inverse Ising problem.

4.1. Exact results for the Gaussian model

In the Gaussian case, we consider data points € RP. To
be well-defined, the coupling matrix J must be positively
definite, namely all its eigenvalues must be strictly positive.
Under this condition, and given the convexity of this like-
lihood function, we can explicitly compute the correlation
function, and the stationary solution of Eq. (13) reads:

[Vgo] J* = <mxT>71

<me>Pe = J_l pD

k—o0
Despite the maximum likelihood point can be found analyti-
cally, we now compute it through a gradient ascent method,
with a suitable learning rate. Moreover, the gradient can be
projected on the eigenbasis of J. Denoting {1} the eigen-
vectors, we have that J;; = Za ug Jau?. Following (De-
celle et al., 2017; 2018; Decelle & Furtlehner, 2021b), we
can write a set of evolution equations for the eigenvalues
{Jo} and for the rotation Q2 of the eigenvectors

dJ,

= _Aaa 1 ) 14
" Caa +1/J, (14)
duﬁ <JJ I’5> —¢ B
Qup=ud—— = & 2/Pe 9P 1
T Jo—Js5 (13

where we defined ¢,5 = Zi,j u?uﬁ <$Z‘$j>pD and z, =

>, wiug, the projection on the eigenjmodes of J of the cor-
relation matrix and «, respectively. In this formulation, we
see that the eigenvectors have to diagonalize the correlation
matrix to cancel the rotation, i.e. each vector u® will align
itself with the principal directions of the dataset, and the

eigenvalues will eventually adjust to J, = 1/é,0 = J.

However, we are interested here in the case where non-
convergent MCMC chains are used to approximate the corre-
lation function <wa>pe, and what it changes for Eqs. (13)-
(14)-(15). We assume for simplicity that the dataset is cen-
tered with zero mean, (z;), = 0. The evolution of the
chain is described by the following Langevin equation

dz; (k
md]i ):_Zj Jijxi(k)+ni(k), (16)

with 77 a Gaussian white noise of zero mean and variance
n:(k)n; (k') = 26,;0(k — k'), where (-) denotes the average
with respect to different independent trajectories. These
equations can be decoupled by projecting them on the eigen-

modes of J, leading upon sampling to

k -
(k) = xa(O)e_J“k +/ dk e‘]a(k_k)na(k:).
0
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Figure 1. Left: Evolution of J((xk)

(t) for different values of k (different colors) and initial conditions for J&’(0). Right: Convergence for

a large training time ¢, where the higher k, the faster the convergence; dash-dotted lines are the numerical integration of Eq. (18), full

lines show the exponential fit J¢ (t) — JEFee

~ A exp(—t/7) with 7 given by Eq. (20). Inset: the asymptotic values J& (t—o0)asa

function of k. The gray shaded region corresponds to the non-physical solutions and the vertical line to the limit k¥ = (éaa — <m§> 0) /2.

We see that the convergence properties are dominated by
the eigenvalues J,. Hence, for k < J 1 the MCMC chain
will be far away from its equilibrium value. We can obtain
a similar result for the correlation function; let us directly
look at the average over realizations at time k

da
<xam,3>k7p0 = <{L‘a$ﬁ>o e_(JaJrJﬂ)k‘f'TB (1—6_2J“k) s

i (17)
where (-), is the average over the initialization distribution.
Thus, the asymptotic value is given by (z47) ., = dap/Ja-
We now analyze how the learning dynamics are affected
when the model average (x,x ﬂ>pe is replaced in the gradi-
ent by (z,2p),, i.e. the averages computed at fixed time
k when the chains are initialized at a fixed random initial
distribution po (). We first consider only the evolution of
the eigenmodes given by Eq. (14), and keep the eigenvectors
u® fixed. Under these conditions, the gradient calculated
with non-convergent chains is quite different to the real one

oL

(57)..

(57).,* (trawso -

Note that the gradient now depends on both the sampling
time k£ and the initialization py of the chains. Then the
evolution for the eigenvalues of J in Eq. (14) in the finite &
case transforms into

= — {(xaxfg)pp - <xax5>k,po]

dap o~ (ot dp)k
Jo '

s 1 2 1 —2J Mk
T :—caa+w+(<xa>o—w)e o« F(18)

whose stationary solution at ¢ — oo, J((xk)’oo, satisfies

(1—6—2Jik)’°°’f) . (19)

A 2 VORI
Caa <$oz>0€ - J(k)’oo
a

Theorem 4.1. If k > (Coo — <xi>0)/2 holds, then Eq. (19)

admits a strictly positive solution. Otherwise, J(g )2 s neg-
ative and the non-convergent learning procedure diverges.

This theorem is proved by analyzing the function g(J) =
Jeaa —1+e 2F1 —J <x§>0), see the appendix C for
more details. Therefore, we can define a lower bound for
the sampling time k below which the learning dynamics
leads to an unphysical solution (unbounded Gaussian in-
tegrals). From Eq. (19) we recover straightforwardly the

correct solution J* = 1/¢,,, in the limit k — oco.

Equation (18) can be integrated numerically, and the results
for various k and initial conditions are shown in Fig. 1 (left).
The smaller k, the slower the convergence to the fixed point
Jék)’oo. Indeed, one can show that the typical training time
T required to reach the stationary point decreases with k as

k| (a2), -

T

k),o0
efszé )

(178721”&’“)"”
] (20)

GO 2 =)
by simply assuming an exponential relaxation for a large
training time ¢, i.e., Jék)(t) O Aexp(—t/T) in
Eq. (18). Therefore, from a computational point of view,
a smaller value of k means by definition faster sampling,
but the time required for the learning process to converge
increases as k decreases. Thus, the optimal value of k results
from a trade-off between these two contributions.

One can also study the effect of the non-convergent chains
on the alignment of the eigenvectors of J, which we kept
fixed until now. For this, we rely on the simplified situation
proposed in (Decelle & Furtlehner, 2021b), where a reduced
2D subspace is considered in which the 2 first eigenvectors
of J form an angle ¢ with the 2 principal directions of
the dataset. In this case, one obtains a set of 3 dynamical
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t

Figure 2. Left: Numerical resolution of the learning dynamics in presence of two modes. The dash-lines represent the resolution using a

convergent dynamics k — oo, while the plain ones correspond to k=1. Right: (inset) evolution of J&P () for k=1 at various stages of

the learning. (Main) The error on the correlation function, £ (G (<:L'

i> K po fé(m)Q, of the machine at different stages of the learning.

We can clearly see the peak of best performance (of several orders of magnitude) at a k' that moves to k as the learning converges. The
color lines match the circles on the inset. The horizontal dashed-line represent the &’ — oo asymptotic value of the error.

equations for ¢(t), and the 2 eigenvalues J; (t) and Jo(t)
99 _ [5in(29) (61— &) /2+ (w1 72) e~ THDE] [ Jy— 1),

= J; ' —é1cosH(¢) —éasin(¢) — (J; ' — (1)) 271,

92 = J; ' —é1sin(¢) — pcos¥ (@) — (Jy ' = (23),,) 272K

(see Appendix D for details) whose numerical solution is
given in Fig. 2-left. In the limiting case k — oo, we see
as expected the eigenvectors align (or anti-align) with the
eigenvectors of the covariance matrix of the dataset and ¢ —
0 or 7. Yet, for finite & this is not true, and an asymptotic
finite ¢ is reached which embodies the sampling mismatch.

In Sec. 3, we showed that generic EBMs trained with non-
convergent MCMC samplings can be used to generate sam-
ples that perfectly match the statistics of the dataset even
before the learning has converged. For that purpose, we only
need to mimic the same dynamic process used for training
in the generation phase. We can then quantify this predic-
tion in this solvable case, given the parameters of the model
Jék)(t) after a learning time ¢, by computing the average
correlations through Eq. (17).

Theorem 4.2. We consider a Gaussian model trained with
non-convergent Markov chains of length k along the modes
« (i.e. keeping fixed the eigenvectors {u“}), and parame-

terized by {Jék)’oo}. It exactly reproduces the correlations
of the dataset when sampled with the same dynamic process
used in the training: same transition rules, initialization
distribution, and chain length.

The proof is straightforward by inserting the fixed point
equation (19) in (17). In particular, let us generate new
data y with the trained model. When k' = k, the averaged
correlation along each mode «

<y(2x>/g}p0 = Caa + (<y(21>0 _ <x(21>0) 672‘7&“’&’@7

match those of the dataset but only if the chains are initial-
ized from the same distribution used during the training, i.e,
same <:z:(21> o- In Fig. 2-right, we show the mean squared
error £(2) in the correlations committed at different stages
of learning, i.e., using the numerically integrated Jék)(t).
As anticipated in Sect. 3, one can also reproduce the statis-
tics of the dataset before convergence, but at an effective
sampling time k' that moves to k as learning progresses.

As a final remark, from Eq. (17) we see that the cross-
correlation terms (x,x3), for a # 3 are zero only when
the initial conditions are de-correlated along both modes,
and thus the eigenvectors u® easily align with the principal
directions of the dataset. In purely random initializations
and to some extent in the PCD recipe, the cross terms are
zero, but in the CD scheme this is not the case in the ini-
tial stages of learning, which should affect the rotational
dynamics of the eigenvectors of the coupling matrix.

4.2. Exact results on the Boltzmann machine

The previous results can be extended to the case of bi-
nary variables, such as the classical Ising inverse prob-
lem (Nguyen et al., 2017), or the Boltzmann machine (BM).
In this context, we have & = {£1}¥, for which the distribu-
tion is defined for all J. In general, the learning of the BM
cannot be solved exactly, since there is no general closed-
form expression for the correlation function. However, we
can deal with the so-called mean-field case (MF), where the
coupling matrix scales with 1/N. In this regime, BM can be
solved analytically using MF theory (Kappen & Rodriguez,
1998; Nguyen & Berg, 2012; Ricci-Tersenghi, 2012). It is
then possible to derive the evolution of the magnetization
and the correlation function for a given MCMC dynamics.
Following (Suzuki & Kubo, 1968), we first define the heat-
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Figure 3. Generation results obtained with a ConvNet EBM trained on CIFAR-10 using £ = 150 Langevin MCMC sampling steps from
random initial conditions. Left: We use the Frechet Inception Distance Score (FID) to evaluate the generation quality as a function of the
sampling time k’. The different colors correspond to different training epochs. We see again that the best score is achieved at k' = k
(corresponding to the gray line). Right: Example of 5 generated images as a function of &’ for the most trained machine.

bath dynamics transition matrix as the probability of a given
spin s; when all others are fixed: Wj(s§+1 |{st}iz;). Then,
using the master equation as Eq. (4), it is possible to write
the evolution equation of the moments of the spins, which
in the case of the correlations gives

d<5i5j>k

T —2(s48), +(sitanh(J s);), +

(sjtanh (Js);),
The above equation is exact for any coupling matrix J, but
cannot be solved in general. In the MF regime, we can
expand the tanh at first order and solve the set of linear
differential equations. Since it is very similar to the Gaus-
sian case, we only provide the results. At leading order, the
evolution upon sampling of the two-body correlations, in
the eigenbasis of the couplings J, can be written

d(zaxs)), _
dk

whose solution is

—<xax5>k (2 —Jo — Jﬁ) + 2(5a5,

Oap | (2 tais)k
1—J. '

<xaxﬁ>k: + <xaxﬁ>o_

1—Ja
This analytical description is valid only in the high-
temperature regime, where max{.J, } < 1. Nevertheless, in
this regime we can reproduce the same analysis of the Gaus-
sian model and reach the same conclusion: BMs trained
with non-convergent MCMC to compute the gradient fit
models that reproduce the training set statistics, but only
when sampled following the dynamics of the training: same
initial conditions, transition rules, and number of steps k.

5. Numerical experiments

This nonmonotonic effect in the quality of the generated
samples and its relation to the mixing times of the algo-
rithm was intensively studied numerically in the case of
RBMs (Decelle et al., 2021) and yielded a picture fully

compatible with the results obtained here. For example, the
evolution of their “quality estimators” with sampling time
is qualitatively very similar to those shown in Fig. 2 for dis-
crete sampling times. In Fig. 3, we reproduce essentially the
same results using the ConvNet from Ref. (Nijkamp et al.,
2020) (same architecture and hyperparameters) trained on
the CIFAR-10 (Krizhevsky et al., 2009). Here, we use the
Frechet Inception Distance Score (Heusel et al., 2017) to
evaluate the generation quality at different training times
and as a function of sampling time.

Now we test our analytic predictions on the BM for the
inverse Ising problem, where & € {—1,1}", and the energy
function is again quadratic in the variables x: Fg(x) =
—D i j Jijwix; — Y, hix;. In the following experiment,
the dataset is made of configurations drawn from a 2D fer-
romagnetic Ising model, with N = 72 spins, h; = 0, and
Jij = B when (4, j) are nearest neighbors on the 2D lattice,
zero otherwise. We consider 5 = 0.44, i.e a temperature
slightly above the critical point. Learning is done with k-
steps of nonconvergent heat-bath Markov chains initialized
with random conditions. For ¥ = 5 and for machines ob-
tained at different stages of the learning process, we show
in Fig. 4-left the evolution of the error in the 2-point corre-
lations for generated samples as a function of the number of
MCMC steps used to synthesize them. We clearly observe
the same behavior as in the Gaussian case, with a peak of
best quality developing at &' = k. We can also observe that
the quality of the best generated samples does not depend
on k, as shown in the inset of Fig. 4, where the error of £ @)
at k' =k (at the end of the training) is plotted as a function
of the k used for training. Remarkably, we obtain the same
result for two other observables that are not directly related
to the generalized moments in the gradient, for example, the
4-th order correlations between spins or the relative entropy
(computed with gzip (Baronchelli et al., 2005)). Surpris-
ingly, trainings using k& = 1 generate samples as good as
those with £=50. Concerning the behavior during training,
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Figure 4. Left: Error over the covariance matrices £ =3, < (@ims) o — (@iT5) 2/ (g’ ) between the training set and the data

generated at different learning ages vs the generation time k', for a BM trained with data sampled from a 2D ferromagnetic Ising model
with N =72 at k=>5. Similarly to Fig. 2 (right), the error shows a minimum at k¥’ = k. Inset: Comparison of generated data’s quality vs.
the k used for the learning. We show the error over covariance matrix, £(?, the error over the 4—th moments on 2—sided plaquettes in
the 2D lattice, €™, and the relative entropy AS computed using gzip. Each of them is computed using samples generated in k' =k steps
by machines trained for t = 10° updates using different k. Cross-marks refer to the same result obtained by using persistent chains (PCD)
with k= 50. Right: Error over the learned couplings w.r.t. the true ones as a function of the training time ¢ for different values of k. A
comparison with a BM trained using persistent chains (PCD) is also shown. The learning rate is set to v = 10~ 2.

we show in Fig. 5 in the supplementary material the error
in the first ten eigenvalues of the covariance matrix com-
puted either with the real or the synthetic samples, just as
shown for the Gaussian model in Fig. 2—-right. Also in this
case, the evolution of the error in the different eigenvalues
in the early stages of learning has a minimum at k&’ #k, as
predicted, but the location of this peak does not necessar-
ily coincide for the different eigenvalues. The early peaks
are not as pronounced as in the Gaussian case because we
do not have access to the best possible sampling time with
discrete times, and the number of chains is relatively small.
As training progresses, these best quality peaks gradually
collapse towards k' =k for all eigenvalues.

Finally, in Fig. 4-right, we show the error in the inferred
couplings J for different values of k as a function of training
time. These curves illustrate how very short times k (e.g.
k=1) can lead to very poor inferred models, while models
learned with short (kK > 2) nonconvergent chains can still
catch important information about the data that is useful for
interpretive applications.

6. Conclusions

Our results show that EBMs trained with non-persistent
and non-convergent MCMC:s to estimate the log-likelihood
gradient are models with memory of their training scheme.
We also show analytically how to exploit such memory ef-
fects to generate high-quality samples in a very short time,
through a very precise sampling process that must perfectly
match that of the training: i.e., same update rules, initializa-
tions and sampling time. EBMs trained with the contrastive

divergence recipe fall into this category. However, they have
the disadvantage that they cannot be used to generate new
data because they provide minimal variation in the sample
used for initialization. In this sense, we show that EBMs
trained with short randomly initialized MCMC runs can be
effectively used as diffusion models for sample generation.
On the other hand, we also prove that the equilibrium mea-
sure of an EBM trained in this way cannot correctly describe
the statistics of the data and should be used with caution
for interpretive applications. The lack of convergence of
MCMC runs is particularly critical for datasets with an
effectively low dimension, i.e., datasets that follow multi-
modal distributions, as mixing times become excessively
long (Béreux et al., 2022; Decelle & Furtlehner, 2021a;
Nijkamp et al., 2022) to be thermalized by brute force.
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A. Finite and discrete time sampling

In Sec. 3 we discussed the non-convergent sampling of generic EBMs assuming time to be continuous. Here, for complete-
ness, we provide the analogous derivation for discrete time k, i.e., number of Gibbs steps during sampling.

For simplicity, we assume that the number of possible states of our model is finite, and that they are indexed by a. For finite
and discrete time, the master equation states that the probability of being at a at a time k£ + 1 is as follows

P =p 4+ 3wy g = 3 wans ) 1)
b(#a) (#a)

where w,_,; is the transition probability of going from state a to b, and is model-dependent. These transition probabilities

are independent of % because the process is Markovian. We introduce the vector notation p(*), whose a-th component is

pgk). The evolution of the probabilities can be described by a stochastic evolution matrix U (6) with the following elements

Uah = Wh—sq (CL 7é b)7 Upe =1 — Zb;ﬁa Wa—sb, (22)
as
pFth) =y p). (23)
The probability distribution of a MCMC process after k£ sampling steps can then be easily described in terms of the initial
distribution p(©) = p, as

p(k) = uk Po = an)\gua; =ug + Z ca)\f,;ua 24
« a>0

where {\,} and {u,} are the eigenvalues and eigenvectors of the U matrix, and c,, is the a-th component of p(®) in the

same basis. Since the probability p*) must be normalized at all & (i.e. Yo p((lk) = 1), it is straightforward to check that the
largest eigenvalue (namely, \g) must be 1, Za up,q = 1 and ¢y = 1, and that the rest must be |\, | < 1 for a # 0 as long as
U is irreducible (i.e. any configuration can be reached from any other in a finite number of steps)'. Then

p*) = ug + Z signAq Ca e kllog Aaly, (25)
a>0

which means that it is guaranteed that the stochastic dynamics converge to the distribution u after a long time. Also,
Kmix = 1/|log A1| is now the mixing time, with |\;| being the second largest eigenvalue. For the standard choice for the
Gibbs sampling, the Heat Bath update, all eigenvalues are nonnegative (Dyer et al., 2014; Guo et al., 2018). As in the
continuous case, we can impose ug to be the model Gibbs distribution pg by imposing detailed balance. This means that we
can again write the time dependence of the probability in the form

p™ = po + AP (po), (26)

where Ag is now the term ) | ., in Eq. (25). From there, we can come back to Eq. (8) in the main text.

B. Extension to continuous variables

It is possible to extend the previous results to the case of continuous variables, in particular to analyze the evolution of the
distribution of MCMC chains. For simplicity, we will consider the discrete time case.

We consider continuous variables x instead of the discrete set of variables denoted a in the previous section. Since the state
space is continuous, the previous state probabilities {p(*) (a)} = p¥) are replaced by the probability density p(¥)(x) at
time k. The master equation can now be written as follows

) () = / dz'w(z|z)p® ()

where w(x|x') is the kernel matrix for the transition from state 2’ to state . We now assume that the dynamics is irreducible
and that the transition kernel satisfies the detailed balance conditions

pcq(.’B/)w(.’I}|.’B/) = pcq(a:)w(a:’|w),

' All elements of the 2/ matrix are positive semi-definite, then, the Perron-Frobenius theorem guarantees that Ao = 1 is non degenerate
if U is irreducible.
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where peq () will be the Boltzmann distribution of the model, i.e, what we call pg(x) in the main-text. In such a case, and
this is where the subtleties of working with continuous versus discrete variables matters, we can show that the operator w is
bounded and self-adjoint with respect to the inner product defined by the equilibrium distribution. These properties imply
that the operator can be diagonalized and that the spectrum is real and bounded in [—1, 1], and the highest eigenvalue is
Amax = 1. We can show that the equilibrium distribution is the eigenvector associated to the highest eigenvalue Ay = 1
(as for the case of discrete states in the previous section):

/ da'w (x| )pe (@) = / da'w(a'|@)pe () = po(x).

Now, following the same line as in the article, we can decompose any initial probability distribution in the complete basis of
continuous eigenfunctions {@ ()} as

pO(m) = Z Ca¢a(x) = pg(w) + Z Ca¢a(x)'
a=0 a=1

From this point, by using the repeated application of the master equation to relate the distribution at time £ to the initial
distribution, we obtain as in the previous section at Eq. (24):

P (@) =po(@) + > cadlda(m).
a=1

From this point on, the same derivations apply as in the main text, but as in Eq. (26) the definition of Ag is now

oo

A (@ipo) = D callpa(). 27)

a=1

C. Proof of theorem 4.1
We want to analyze the solution of Eq. (19). In order to do that, we define the following function
9(J) = Jeaa — 1+ e 2F(1 =T (22),). (28)
We can compute the first and second order derivative
9'(J) = Caa + e 27 (2Jk (22), — 2k — (22),) , (29)
g"(J) = e 2" (4k (a2 + 4k* — 4Tk (22),)) - (30)
The second order derivative cancels at
Jo = M (31)
k(x3)q

Therefore for large negative value of .J, ¢”’ is positive and decreasing. It becomes negative for J > Jy and then converge
towards zero, remaining negative. Thus, ¢’ is an increasing function up to Jy, and then it decreases towards ¢,.. We are
interested in knowing where the first order derivative crosses J = 0. It can be for negative values of J, in that case the
dynamics converges to a negative value J*, or for positive values of J, in that case the dynamics converges to a positive
value J*. Given the variation of the function, it is enough to look at the sign of the first derivative at J = 0.

éaa - <.’L’i>0

d(0)=0k*= 5

(32)

D. Dynamical equations with rotations

We consider a simplified case in two dimensions. We consider the eigenspace of the covariance matrix given by two
orthogonal vectors i; 2, and the ones of the weight matrix u, 2, and we denote by ¢(t), the angle between the vectors 1,
uy (g, us.respectively)
uy = U cos(@) + o sin(¢) (33)
Uy = —Uq sin(P) + g cos(d) (34)
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When the vectors are not aligned, and using the eigendecomposition of the covariance matrix: (a:ixj>pD
have that

Cap = Zuf‘uf (vizj),, = Z u?ufﬁ;’évﬂj (35)
.3

Therefore we have

¢é11 = ¢ cos(¢)? + ¢ sin(ep)? (36)
Goo = €1 8in(¢)? 4 & cos(p)? (37)
C1a = —C1 cos(¢) sin(@) + &2 cos(¢) sin(¢) = cos(¢) sin(¢)(é2 — ¢1) (38)
Now, given the parametrization of u 2, we can see that
duy do
u - _ 7 39
ar dt (39)
Using Eq. (14),(15),(17), we obtain the dynamical equations of this simplified system.
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Figure 5. Error over the eigenvalues of the covariance matrix generated after k" steps of MCMC vs the dataset covariance matrix. The
b -
setting is the same of Figure 4 in the main text. Each panel shows the element-wise error between the eigenvalues of C' ) and C (at

different stages of the learning ¢ shown at the top of each panel), computed for the first 10 largest (in absolute value) eigenvalues. Some
eigenvalues are degenerated and superposed.
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