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A b s t r a c t .  In this paper we present a method for extending the ca- 
pabilities of a reactive agent using learning. The method relies on the 
emergence of more global behavior from the interaction of smaller be- 
havioral units. To coordinate behaviors we use a dynamic self-organizing 
feature map and reinforcement learning. The dynamic self-organizing 
map is used to partition the space of sequences of situations into dif- 
ferent regions. Reinforcement learning refines the content of the regions 
based on the experience of the agent. We show the effectiveness of the 
method and evaluate it through several simulation studies. 

1 I n t r o d u c t i o n  

The approach we propose for designing autonomous agents ,  consists of s tar t ing 
with a simple initial control s tructure and then extending it using learning and 
adaptabi l i ty  (see figure 1). The extension process consists of three main  parts: 
first, improving the robustness of the system, second, improving the performance 
of the agent with regard to the individual goals separately, and third, coordi- 
nat ing the individual goals to solve more general and complex tasks. In previous 
work [1-3] we described methods to achieve the first and second part .  This pa- 
per deals with the third part .  Sections 2 describes the details of the coordination 
method.  Section 3 presents several experiments tha t  evaluate the system. Section 
4 draws some conclusions. 

Fig. 1. Organization of  the behav- 
iors (goals) in different complexity 
levels: the lowest level consists of  a 
set of  basic-behaviors which define 
the basic abilities of  the agent. The 
next higher level consists os a set 
of intermediate-behaviors or goals 
that can be specified by switch- 
ing basic-behaviors on and off us- 
ing priorities. All subsequent levels 
consist of  more and more complex 
goals. 
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2 S y n t h e s i z i n g  m o r e  g lobal  behav ior  

2.1 The Target Problem 

The target problem consists of extending the capabilities of an agent by combin- 
ing behaviors it is already able to cope with to produce more complex emergent 
ones. Consider an agent with a set of basic-behaviors {B1, B2, . . . ,  Bin}. Sup- 
pose that  the agent has to deal with the complex task G by coordinating the 
less complex goals G1, G2 , . . . ,  Gn �9 Suppose also that  the agent is already able 
to solve each individual less complex goal Gi, i = 1 , . . . ,  n, i.e., at each time-step 
t the agent is able to compute PG~ (Bj, t), j = 1 , . . . ,  m : the priority of each 
basic-behavior Bj with regard to the goal Gi. 

To fulfill the task G, the agent has to compute at each time-step the priorities 
of the basic-behaviors with regard to G. However, since the agent is able to solve 
each individual goal Gi, this can be achieved by combining the priorities of the 
basic-behaviors with regard to the less complex goals: 

Pa(Bj,t)  = [21(t)Pa~(Bj,t) + . . . +  ~,~(t)Pa,(Bj,t) for j = 1 , . . . , m  (1) 

In equation 1, S2(t) = (~21(t),..., ~n(t)) T with ~21(t) + . . .  + f2,~(t) = 1, is a 
vector of coordination parameters varying over time. It describes how, at each 
time-step, the individual goals G~ contribute to the solution of the task G. The 
operation ,,.T,, denotes vector transposition. 

To deal with the task G, it is necessary to determine for each situation, i.e., 
a constellation of the priorities PG, (Bj, t), the appropriate vector S2(t). This can 
be achieved automatically using the learning techniques described below. 

2.2 Map-building 

By map-building we mean something more like taking notes of particular experi- 
ences, rather than constructing a geographical map. The aim of map-building is 
to carry out feature discovery or clustering, i.e., to build a mapping from inputs 
to statistically salient features of the input population that  permit establishing 
clusters of input patterns with similar features. For this a self-organizing network 
is used (see [4]). We next briefly review the details of this kind of network and 
describe the necessary changes we made in order to deal with the coordination 
task we are trying to solve. 
Se l f -organiz ing  ne tworks .  Consider the one-dimensional self-organizing net- 
work given in figure 2(A). Each cell i of the self-organizing network has an 
individual weight vector Wi. Each input vector, I ,  is fed to all cells. The best 
matching cell or center of excitation (the cell most close (its weight vector has the 
smallest distance) to the input vector), i.e., the cell k satisfying the condition: 

dk = III - Wkll < di =IlI  - Will for all ceils i (2) 

is selected. This cell as well as all neighboring cells within a defined neighborhood 
region are then modified according to the following equation: 

= td + - ( 3 )  


