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Abstract. A commonly encountered problem in MLP (multi-layer per-
ceptron) classification problems is related to the prior probabilities of
the individual classes – if the number of training examples that corre-
spond to each class varies significantly between the classes, then it may
be harder for the network to learn the rarer classes in some cases. Such
practical experience does not match theoretical results which show that
MLPs approximate Bayesian a posteriori probabilities (independent of
the prior class probabilities). Our investigation of the problem shows
that the difference between the theoretical and practical results lies with
the assumptions made in the theory (accurate estimation of Bayesian a
posteriori probabilities requires the network to be large enough, training
to converge to a global minimum, infinite training data, and the a priori
class probabilities of the test set to be correctly represented in the trai-
ning set). Specifically, the problem can often be traced to the fact that
efficient MLP training mechanisms lead to sub-optimal solutions for most
practical problems. In this chapter, we demonstrate the problem, discuss
possible methods for alleviating it, and introduce new heuristics which
are shown to perform well on a sample ECG classification problem. The
heuristics may also be used as a simple means of adjusting for unequal
misclassification costs.

14.1 Introduction

It has been shown theoretically that MLPs approximate Bayesian a posteriori
probabilities when the desired network outputs are 1 of M and squared-error
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or cross-entropy cost functions are used [6, 11, 12, 15, 23, 25, 26, 28, 29, 32]. This
result relies on a number of assumptions for accurate estimation: the network
must be large enough and training must find a global minimum, infinite training
data is required, and the a priori class probabilities of the test set must be
correctly represented in the training set.

In practice, MLPs have also been shown to accurately estimate Bayesian a
posteriori probabilities for certain experiments [10]. However, a commonly en-
countered problem in MLP classification is related to the case when the frequency
of the classes in the training set varies significantly1. If the number of training
examples for each class varies significantly between classes then there may be a
bias towards predicting the more common classes [3, 4], leading to worse clas-
sification performance for the rarer classes. In [5] it was observed that classes
with low a priori probability in a speech application were “ignored” (no samples
were classified as these classes after training). Such problems indicate that either
the estimation of Bayesian a posteriori probabilities is inaccurate, or that such
estimation may not be desired (e.g. due to varying misclassification costs (this is
explained further in section 14.4)). Bourlard and Morgan [7] have demonstrated
inaccurate estimation of Bayesian a posteriori probabilities in speech recogni-
tion. This chapter discusses how the problem may occur along with methods of
dealing with the problem.

14.2 The Trick

This section describes the tricks for alleviating the aforementioned problem.
Motivation for their use and experimental results are provided in the following
sections. The methods all consider some kind of scaling which is performed on
a class by class basis2.

14.2.1 Prior Scaling

A method of scaling weight updates on a class by class basis according to
the prior class probabilities is proposed in this section. Consider gradient de-
scent weight updates for each pattern: wl

ki(new) = wl
ki(old) + ∆wl

ki(p) where
∆wl

ki(p) = −η ∂E(p)
∂wl

ki

, p is the pattern index, and wki is the weight between neu-
ron k in layer l and neuron i in layer l−1. Scaling the weight updates on a pattern
by pattern basis is considered such that the total expected update for patterns
belonging to each class is equal (i.e. independent of the number of patterns in

1 For the data in general. Others have considered the case of different class probabilities
between the training and test sets, e.g. [23].

2 Anand et al. [2] have also presented an algorithm related to unequal prior class
probabilities. However, their algorithm aims only to improve convergence speed.
Additionally, their algorithm is only for two class problems and batch update.
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