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Abstract. High-performance computing architectures face nontrivial data pro-
cessing challenges, as computational and I/O components further diverge in per-
formance trajectories. For scientific data analysis in particular, methods based
on generating heavyweight access acceleration structures, e.g. indexes, are be-
coming less feasible for ever-increasing dataset sizes. We present ALACRITY,
demonstrating the effectiveness of a fused data and index encoding of scientific,
floating-point data in generating lightweight data structures amenable to common
types of queries used in scientific data analysis. We exploit the representation of
floating-point values by extracting significant bytes, using the resulting unique
values to bin the remaining data along fixed-precision boundaries. To optimize
query processing, we use an inverted index, mapping each generated bin to a list
of records contained within, allowing us to optimize query processing with at-
tribute range constraints. Overall, the storage footprint for both index and data is
shown to be below numerous configurations of bitmap indexing, while matching
or outperforming query performance.

1 Introduction

Increasingly complex simulation models, capable of using high-end computing archi-
tectures, are being used to simulate dynamics of various scientific processes with a high
degree of precision. However, coupled with this opportunity to augment knowledge and
understanding of the highly complex processes being studied are the challenges of con-
ducting exploratory data analysis and knowledge discovery. Specifically, data size on
the tera- and peta-scale is becoming a limiting factor in understanding the phenomena
latent in these datasets, especially in a post-processing context.

Due to massive dataset sizes, full context analysis is a crucial bottleneck in the
knowledge discovery pipeline, being restrained by the limits of computer memory and
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I/0 bandwidth. Most commonly, applications of which such data exploration processes
are characteristic are interactive and require near-real-time I/O rates for full data explo-
ration. However, I/O access rates are too slow to support efficient random disk access
in real-time for large-scale data sets, necessitating new approaches to reduce the I/O
pressure of extreme-scale data analytics.

A knowledge priors approach to data analytics is promising in restricting data to
smaller and more practical sizes. Often times, scientists have some prior knowledge
about the regions of interest in their data. For example, fusion scientists aiming to un-
derstand plasma turbulence might formulate analysis questions involving correlations
of turbulence intensities in different radial zones (0.1 < y < 0.15;0.3 < v < 0.35;0.5 <
v < 0.55;0.7 < ¢ < 0.75;0.9 < y < 0.95). Likewise, climate scientists aiming to un-
derstand factors contributing to natural disasters might limit their search to particular
regions or perhaps only a single region.

Thus, formulating queries on scientific simulation data constrained on variables of
interest is an important way to select interesting or anomalous features from large-
scale scientific datasets. Traditional database query semantics are an effective means to
express such queries. This allows us to leverage a great deal of work from the database
community on query processing. The indexing techniques used in traditional database
systems, such as B—trees [9] and bitmap indexes [23]], have been used extensively in the
literature. However, while indexing is a blessing for fast and efficient query processing,
it is arguably a curse in terms of storage; index sizes are often 100-300% of the original
column size for high-cardinality data (such as double-precision data) [26], which is a
huge bottleneck for storage- and I/O-bound extreme-scale applications.

A number of bitmap index compression techniques have been introduced to reduce
the size of the bitmap index while maintaining fast query retrieval. In particular, Word
Aligned Hybrid (WAH) [24]] bitmap compression is used in FASTBIT [23]], a state-of-
the-art scientific indexing technology with fast query processing capabilities. Notably,
however, the total storage footprint for a high-cardinality data column along with an
associated FASTBIT index is around 200% of the original size [25]], which is still pro-
hibitive in many extreme-scale contexts. Furthermore, while this indexing scheme is
optimized for region-retrieval queries over spatio-temporal data sets (i.e., returning the
record IDs/regions that match a query constraint), returning the actual values of the
variables associated with these regions (i.e. value retrieval query) is equally important
in data analytics, necessitating an expanded approach.

Therefore, we present ALACRITY, an Analytics-driven Lossless Compression
methodology, for Rapid in-situ Indexing, sToring, and querYing. ALACRITY inte-
grates data reduction and indexing methodology for floating-point datasets, optimized
for query-driven data analytics over scientific data. We believe that a tight cohesion
between the data and index allows us to optimize storage requirements while at the
same time facilitating both fast indexing at simulation-time and range query processing
with value retrieval during analysis. In particular, our focus is on write-once, read-many
(WORM) datasets utilizing double-precision floating-point variables, as are commonly
produced by large-scale, high-fidelity simulation runs and subsequently analyzed by
numerous application scientists in multiple (often global) contexts. A few examples
of such data are the particle-based fusion simulation GTS [20] and the direct numeri-



