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In the social web, people use social systems farirsfp content and opinions, for communicating viitends, for tagging, etc. People
usually have different accounts and different pesfion all of these systems. Several tools for data aggregation and people search
have been developed and protocols and standardsafarportability have been defined. This papesegmts an approach and an
algorithm, named Cross-System User Data DiscoveryDB), to retrieve and aggregate user data digiidbon social websites. It
is designed to crawl websites, retrieve profilest tinay belong to the searched user, correlate taggregate the discovered data and
return them to the searcher which may, for exanmysean adaptive system. The user attributes rettigvamely attribute-value pairs,
are associated with a certainty factor that expietise confidence that they are true for the sedraker. To test the algorithm, we ran
it on two popular social networks, MySpace and KelicThe evaluation has demonstrated the abilityhef CS-UDD algorithm to
discover unknown user attributes and has reveatgdprecision of the discovered attributes.
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1. INTRODUCTION

In the last decade, the issue of user data shaiuijange and discovery has grown in importancis foo users and for
systems of the social web.

Users are interested in managing the large amduiied data scattered over different repositonashe web: they
would like to easily share their data over diffdrembsites, to avoid having to enter the same lgrofata several times
and they would also like to monitor and control $hared data. In addition, users are often intiedea the data of other
users: friends, friends of friends and people piiting in a community or involved in a transaoti®ystems and
applications are also interested in users’ datayTdollect and manage user data for different mesisfior marketing
microformats, for advertising, for customer supgord for personalization of services to the usersstraints, needs and
preferences. Thus, the retrieval and exchange ef data is a critical activity. Research and indusbmmunities
responded to these needs by developing standardiafa representation and interoperability, pro®dor user data
portability and tools for user data retrieval aggdrgation.

In this paper we present an approach and an diggrihamed Cross-System User Data Discovery (CS-UBD)
retrieve and aggregate data about users by exmditieir public data available on the web. Unlikesinof the current
people search engines, CS-UDD is targeted to sgsterd works as a crawler that browses social wesidentifies
users on such websites (by exploiting heuristibneqes to identify and correlate their profileaygregates the user
attributes discovered on different sources andigesvthem in answer to the searcher. For eaclevetti profile and for
each specific user attribute derived from the ag@fien, it computes a certainty factor of idengfion.

When websites use standards for data represengattnas Friend of a Friend (FOAF), Microformatd &esource
Description Framework in Attributes (RDFa) to regeet the user ddtaor when they expose APIs for user data access
and portability, CS-UDD uses these to retrieveuber profile data. However, CS-UDD can operate wittss that do not
use APIs or data representation standards ane# dot require user authentication, since it isgthesl to work by using
public data on social systems. When APIs are nailahle, CS-UDD parses user profile pages on tloeakaebsite to
collect user data.

The algorithm has been designed to be implementéda main solutions: as a web service queriedfdplieations,
or as a specific module of a system aimed at eimgcprofiling of its users (for example a moduleawf adaptive system
used supporting user modeling). Besides these dlaians, a third possibility is to implement thigarithm as a search
engine which can be queried by people to moniteir tiata scattered on the web or to find out aliideinds and other
people.

CS-UDD differs from retrieval and aggregator todsch as people search engines, since most of tygically
return all the profiles they find and do not coatel them. They often organize the retrieved prefidecording to user-
oriented criteria, such as the type of social systa contrast, CS-UDD identifies users on différeebsites, links them
and automatically estimates a certainty factorefaeh profile and for the user attributes discovered

Compared to similar works in the literature thattechaand link profiles on different social systemasgf, 30, 32, 45,
47, 55], the main features that distinguish ourrapph are the following: i) in addition to linkinofiles and providing a
certainty factor of identification, CS-UDD retrievehe attributes of the linked profiles and intéggathem using
heuristics, if necessary; ii) in our approach, mstused for assessing the likelihood that two psefiles belong to the
same person are built by using context informationcerning the crawled social system. This makesthtrics usable

! We provide a description of standards for dataesgntation and portability in Sec. 7. It inclutSAF, Microformats, RDFa and the other standards
that will be mentioned in the paper.



on social systems with different features (e.gfedént policies for nickname composition, diffetemultures and name
patterns, etc.). Specifically, we consider the eghbf the social systems being crawled to complwefrequency of
attributes’ values, their frequency of variatiomdhe frequency of nickname types.

The algorithm presented in this paper is the regtiltesearch which lasted two years. Several teate been
performed to tune and refine the algorithm. Comgbatiee previous versions, reported in [10, 12], thgoathm for
matching the input profile to retrieved profilesshiaeen greatly revised and improved. Furthermde atgorithm has
been extended with two new processes: a processusiering the user profiles retrieved on différeacial systems,
based on the cross-linking of their attributes, angrocess for discovering and inferring new usattsibutes, by
applying a set of rules.

For the final evaluation, we used a real-world setaf user profiles obtained by parsing ProfitZctan identity
aggregator used by people to manage their proffilesd single control panel. We tested the abilitytled CS-UDD
algorithm to discover new data of a searched wpeen a set of known user data (both input and dutpta in the form
of <attribute-value> pairs). To compute precisiom aecall of the discovered user attributes we ermground truth
composed of triplets of profiles on MySpéc€lickr* and Profilactic owned by the same person. For @dfilactic
profile in the dataset, CS-UDD was ran on MySpace Blickr, trying to retrieve the other two pro§lef the same
person and subsequently retrieve the set of unkneattribute-value> pairs. The results reported lis tpaper
demonstrate very good performance of the algoritbimowing an average precision of 99.5% for an ayeracall of
53.2% for the retrieval of three unknown attribut€kis means almost no false positives in discavatéributes, which
is our first objective. A contribution of the pagerto show that, by adopting specific heuristiosthe inference of user
attributes, it is possible to gain values of precisand recall higher than those for the identtfaa of user profiles. In
fact, considering profiles, we can obtain the s#wel of precision only by a recall level lower tha0%.

As a last remark, notice that, even though the ©®algorithm originates from the idea of exploititige large
amount of public data available on social systetins, approach is quite flexible, since it can belgasplemented
within a specific framework of co-operating systeinstitutions and organizations. In this case,disributed profiles
that can be crawled can include not only publi@dhut also all data the service that implementdJO® is authorized
to access.

The paper is organized as follows. Section 2 pwsitihe approach with regard to other similar warkd describes
objective and use cases; Section 3 presents aniewenf the CS-UDD algorithm, while Section 4 psaly details every
phase. Section 5 presents a prototype we develapetiow how the algorithm works and Section 6 comcdhe
experimental evaluation of the algorithm. Sectionli§cusses related approaches and finally Secticon8ludes the
paper.

2. MOTIVATION AND BACKGROUND

User profiles are closely related to user identithis has been explored in a variety of fields,hsas philosophy,
psychology, sociology, computer science, securitg ariminology [21, 32]. A user profile may includgersonal
information (e.g., name, date and place of bintlkerests), personal identifiers (e.g., social sgcumumber, passport
number), physical descriptions (e.g., height, wgigind biometric information (e.g., fingerprint, BIN CS-UDD deals
with user profiles containing personal informatiorsocial systems.

The goal of the project was to help systems toilerttieir users and in particular to help them ngentlhe collection
and update of user data. These are relevant preblemser modeling and adaptive systems [1, 27%,2system could
solve these problems in several ways: by askingsusieectly, by requiring users’ data from othestsyns and services,
by tracking users’ actions and using reasoningrieckes to infer user data. The CS-UDD algorithmlslegth the
second approach mentioned above. Thus it manage®tlection of user data from other services.

CS-UDD was designed to help systems to:

» overcome the cold-start problem by acquiring da@uanew users;

» discover user data that they could not otherwigeainp

» collect data from users with whom they have a difooous relationship;
e ensure that their user data is valid and up to; deue

e identify their users on other systems.

In user modeling, the advantage of this approacthésopportunity to collect data about users frdm various
systems they interact with, benefiting from thogstems’ user profiling. This increases the coveraigihe user profile,
since more aspects of user’s identity can be cavere aggregating different user profiles [4]. Moren the large
amount of data in the social web (e.g., Del.icit).Bickr, YouTubé, etc.) and mobile applications (e.g., iPhone &utli
family) opens wide possibilities for user data exafpe and cross-system user profiling [1].

As well as such advantages, automatically searcthixtg about user profiles across systems shows sbatienges
such as the management of attribute matching apdssible conflicts between values [2, 27], usegsitrol of personal

2 http://www.profilactic.com/
% http://www.myspace.com/
4 http:/iwww.flickr.com/

® https://delicious.com/

® http://www.youtube.com/



data exchanged across systems [33] and, most iamipthe unique identification of users whose dataexchanged
among systems.

Techniques for identifying users are closely asged with those developed for record linkage ortemesolution
because understanding if two identities belonghto game user in different social systems is eqemtab identifying
whether two strings or record refer to the saméweald entity [19, 20]. Variants of the approacte &nown as entity
matching, tuple matching, deduplication and mentr@iching, among others [52].

This issue has been regarded as very relevantffieretit fields, such as information integrationtural language
processing, information processing on the World-&Wueb, on the Semantic Web and in the Al, datalzga, mining,
and web communities [52].

In the computer science literature, different apptes have been proposed and adopted over the tgepesform
entity matching. Examples are rule-based methodsupervised learning methods, supervised learniathods and
string-matching methodsDespite this great variety of methods, it hasnbeéemonstrated that, especially for structured
data, there is no single “best” matching algorithirhis is true especially because of the large taiié possible data
sources. In fact, different matching approaches aameve different results in different domains dod different
purposes.

It is worth noting that many works have focusedeaploiting syntactic similarities (e.g., those beém two names or
two addresses) to match mentions. However, wheprtliges to be matched are user profiles and niyt single strings,
these approaches seem to be not sufficient. Indémacke and Rahm [35] envision the necessity of lmomg several
methods to improve matching quality, e.g., by cdesng the similarity of a number of attributeskyr considering the
relationships between entities. Following this aggtion, we compare user profiles by calculatingnailarity measure
that takes into account a set of user attributesancross-link profiles by considering their commadtributes.

The approach of combining the information from eliéint sources to assess the matching betweeresridis been
pursued in projects having different goals, or iheaWith different context or exploiting differenser data. Wang et al.
[58] use a record comparison algorithm for detectieceptive identities by comparing four persoeatdres (name, date
of birth, social security number, and address) emibine them into an overall similarity score. Broand Hagen [7]
propose a data association method for linking erithrecords that possibly refer to the same susgdis method
compares two records and calculates a total siityilaneasure as a weighted sum of the similarity sness of all
corresponding feature values. Shen et al. [52]rassthat each individual to be identified is assedawith a set of
attributes. They match individuals by using theueal of their attributes. The authors propose aghitistic approach to
entity matching that exploits some domain constsaiim the form of heuristic rules, which can bénei learned from the
data or specified by a domain expert or user. Sémamodeling techniques can also be used for emtiatching,
exploiting similarity measures based on ontologied lexical databases, such as WordNet, as ir?f]3,

The majority of the studies on entity matching relyly on personal identity features to make maigtdecisions.
More recent approaches take into considerationr ddinels of features to match profiles. For exampdégiu et al. [30]
suggest identifying users across online taggintesys by combining explicit profile information (weame) and implicit
feedback (the set of tag assignments performetidyser). These measures are then combined theowgighted sum.
Vosecky et al. [55] calculate the similarity betwgwofiles by computing a similarity score betwesth corresponding
attribute and then combining such scores usingighted sum, with weights optimized on a trainingadat. Motoyama
and Varghese [45] parse profiles on FaceBaoid Myspace and extract a set of basic attribtesy train a classifier
using “boosting methods” to identify profiles thaay belong to the same user. Perito et al. [47]justeusernames to
link profiles. To demonstrate that usernames argugnenough to identify profiles across networkgyttrain a machine
learning classifier using Markov Chains and TF*IFet al. [32] consider an identity matching tehue that considers
both personal identity features and social ideriégtures that represent the social behavior ofafget individual.

All these works are similar to our approach as mégahe basic principle of comparing sets of peoélktributes.
Specific differences with our approach will be dlethin the description of the algorithm, below.

3. OVERVIEW OF THE CS-UDD ALGORITHM

CS-UDD is an algorithm for retrieving user datadxploiting the great amount of information that rgsenake available
in social systemsAt a high level of description, CS-UDIi2ceives as input a variable sefrgfut attributes(such as age,
gender, city, etc.) concerning the user who is d¢psiwarched for and returns as output further usglwes collected by
crawling a variable set of social systems and cambithe data found in them.
Notice that above and in the following, we usettdren “attribute” to refer teattribute-value>pairs. Thus,
“input attributes” means the set of <attribute-value> pairs thatsaesn or a user provide to CS-UDD to initialize the
search,
“discovered attributes means the set of <attribute-value> pairs thatWIH returns as a result of its search and
that do not belong to the input attributes. Theyalso called “new discovered attributes” or “netrilautes”.
Finally, notice that we use the acronym OSN (Onfieeial Network) to refer in general to social syss which manage
user profiles.

 For surveys the interested reader can refer thqp,
8 http://mww.facebook.com.



Scenario.To describe the phases of the CS-UDD algorithm vlleuse the example of a personalized system (arge-
commerce website, a music recommender, or an edadatoring system) which queries a people seaeshice based
on the CS-UDD algorithm. We refer to this system‘the Searcher”. Imagine that its users can lodpynusing the
account on another system (e.g., Facebook, MySpaes|D, etc.) or by creating a new account on the sys8ippose
that, in this second case, users are asked tofgpecickname and a password, plus a set of othier, dome of which are
mandatory and others optional. A consequence efioff these registration methods is that the usstttbutes known
by the Searcher are not uniform. For example, Hier user with nicknamearlonwayansthe Searcher may know the
gender, the age, the country and the professioite didr the user with nicknameonica_whitethe Searcher may know
just the age and country. Collecting further atttés aboumonica_whitewould allow the Searcher to fill in her profile,
offering a more personalized service and avoidieglioring activity of filling in data she probaldyready provided to
plenty of other websites.

Assume that, in this scenario, the Searcher querisearch engine that implements the CS-UDD algurifor,
alternatively, the Searcher itself implements ti& DD algorithm) to collect further attributes abowonica_whiteThe
Searcher performs the query by entering: the nitieraonica_whiteher age, 32, and country, GB.

The CS-UDD algorithm exploits these data to crawkea of OSNSs, retrieves profiles that match theutrgmta and
applies heuristics to check if the searched ussrahprofile on these OSNs. If one or more profies retrieved with a
sufficient confidence, their attributes are aggtedand returned to the Searcher. In this exaragle, result of the query,
CS-UDD returns the attributes below, with an assed certainty factor (CF), which expresses thdidence of the
identification:

Gender female (CF=1)City: Cardiff (CF=1),Professionlawyer (CF=1)Hometown Bristol (CF=0.92),
Website www.bwhite.com (CF=0.92)
The Searcher can now use these data for persaiatizasks.

Steps of the algorithm The algorithm is composed of four main procesgésch are run in sequence. They are shown
in Figure 1, wherex is the user to be searched gmdfile Pi is the input profile, namely the set of input dtfries used
by the Searcher to perform the query.

The Searcher will at least know the nickname uses o log on. In addition, it might know other nicknas ofx
(e.g., Twittef’ nickname) and even user’s full name or part ofdr reasons that we explain later, we use the term
nicknameto refer to both usernames and full or partial eash the user. Therefore, more than one nicknamebea
known by the Searcher.

Besides the nickname(s), the Searcher could knber atata about, which we calluser attributesThus, theinput
profile Pi is composed of the nickname(s) and other optiatiebutes oix.

Profiles on OSN; | | Profiles on OSN; | | Profiles on OSN, |
Input: — Retrieved profiles Pr : :
profile Pi > [ Profile crawling } . [ Matching of profile }
of user x attributes
l Match score
of each Pr;
Output: Match score
discovered User attribute revision Cross-linking of
attributes discovery ~— profiles
of user x

Figure 1. Processes of the CS-UDD algorithm (x is the tsdére searchegbrofile Pi  is the input
Profile for the queryPi is composed of input nickname(s) and other optigmait attributes).

Below we describe the main processes of the algorghown in the figure.

1. Profile crawling The search process starts by providing the dhguarithe input profile Pi . Given the
name/nickname(s) and the attributes of the inpafilprPi , a set of parsersare used to support the search for
similar user profiles. The result is a set of gesfj namedetrieved profilesPr (Sec. 4.1)

2. The setPr is passed to the proced#atching of profile attributeswhich computes, for eacRrjePr, a
MatchScore expressing the degree to wiichis similar toPi (Sec. 4.2).

° See Sec. 7.
10 http://www.twitter.com
™ The set of parsers depends on the specific ingaitation of the algorithm.



3. Thecross-linking proceskoks for attribute values shared by tetrieved profilesPr and uses a heuristic to revise
their MatchScores when the profiles are estimasdihied (Sec. 4.3).

4. The setPr, with revised MatchScores, is passed tolilser Attribute Discovery Processhis process clusters the
profiles that are over a threshold into groupsarfipatible profiles and then applies a set of rtdesfer <attribute-
value> pairs of the searched user. The discovetabues, if any, and the associated profiles farally returned
with a confidence score (certainty factor CF). Efere, even without a unique identification of #earched user,
the algorithm can make some inferences about eathiibutes and is able to return their valueptaliwith a CF
(Sec. 4.4).

More formally the CS-UDD algorithm pseudocode s thllowing.

Pseudocode 1 — The CS-UDD Algorithm

function CS-UDD (INPUT: one or more nicknames and a set of inptriitattes) returns (ATT: a set of attributes
associated with a value and a CF)

PROF= a set of crawled user profiles, initially etyyp

CLUS= a set of clusters, initially empty;

PROF=crawl(INPUT); //Described in Sec 4.1
foreach Pr; in PROF {
Pr;[MatchScore]=compute_MatchScore(PNPUT); //Described in Sec 4.2

}
PROF =cross-linking(PROF); // Described in Sec. 4.3
CLUS = cluster_profiles(PROF); //Described in Se4.4 and 4.4.2
return extract_attributes(CLUS); //Described in Sec 4.4.3

Notice that in this paper, we use P to denote Ierafid not Probability. Therefore, we W&e for input profileandPr for
retrieved Profile

4. USER IDENTIFICATION AND ATTRIBUTE DISCOVERY

In this section we present our approach perforneintity matching (i.e., user profile matching) bysdebing in detail
each step of the algorithm sketched in the prevémasion.

4.1 Profile crawling

The initial step is the process that crawls a §@3Ns and returns a first set of candidate usafilps Pr . Considering
OSNs with millions of user profiles, it is reasolalo apply some sort of filtering make the seacomputationally
feasible. For this reason, the first step of tigoadhm retrieves a selection of profiles to whfohmula (1), described in
the next section, can be applied. This first sedads based on hames/nicknames included in th&t ipfile Pi or a set
of its variations that is computed dynamically. Sldothe algorithm be used to identify users on nalomains, this
step could be skipped or it could use a differamigination of user data. In our approach, we usknaime and its
variations. Recall that we use the taritknameto refer to usernames, as well as users’ full@amtial names.

We consider nickname variations since people terttk conservative in choosing nicknames, thus very likely
that they use a similar nickname on different systéWe will discuss this point further in Sec. 4.2.

Variations are produced by manipulating the initidtkname with heuristics and possibly dividing iitto
subsections. For example if the nickname is conmgpadedifferent parts like “bill_smith”, variationmight include
“billsmith”, “bill.smith”, “bill-smith”, “bill” or “smith”. If the nickname terminates with a numelicgeries like
“lauragreen2010” it may generate a variation withibusuch as “lauragreen”. A practical way to sfiie nicknames that
mention both name and surname is using Google Issaiggestion. Thus for example, from the nicknabiismith” it
is possible to produce variations as “bill smittiill.smith” and so on.

The choice of which OSNs are crawled depends orspieeific implementation of the algorithm. For exde) a
system in the education field could implement tf&-WDD algorithm limiting the search to the set bé tOSNs most
used in education (e.g., diig.com, linkedin.cong,)etf this would not be sufficient to give a highance of finding the
searched user, the set of OSNs could be enlarged.

An OSN can be crawled by exploiting the APIs andrsle tools it provides, if any, or by building arper that
analyses the OSN'’s user profile pages and retlmengrofiles that match the nickname(s) of the destaiser. This last
solution has the problem that changes in the HTlddlecof the OSN’s pages require changes in the pdrseoften it is
the only solution available, as discussed in otakted works (e.g., [5, 39]).

It is worth underscoring that, when the web pagpldying the profile is annotated by using a spestandard, such
as Microformats and RDFa, the parsers use this xtoa@ the user attributes, similar to other prige¢e.g.,
DataPortability, described in Sec. 7). This redubesproblem of HTML changes in web pages. Notimeyever, that the
standards mentioned above are still not widespiieadexample, new MySpace profile pages use Micro&ts, but old
profile pages do not. Our algorithm is designedrawl websites, whether they support such standardst.



To speed up the querying process or, alternativelincrease the chance that all the user’s pséle retrieved, we
developed an adjustable deepness mechanism faettreh process. Higher deepness gives greatel becahcreases
the running time of the query.

The deepness of the search process is controlleddny factors that can be tuned and optimized daugrto the
specific implementation. The most important are:

- the maximum number of variations generated byatgerithm for each input nickname

- the maximum number of profiles to be retrievedaorOSN for each nickname variation

- the MatchScore threshold (step 2) over whichalgorithm can jump to the last step of the algonitfor attribute
discovery §mart-stoptechnique).

The higher these values, the more accurate, buies]awvill be the crawling. To simplify deepnessdéegetting, we
defined 5 deepness levels. Level 1 gives very fastsuperficial crawling, level of 5 results in cplete but slow
crawling. The default deepness level is the inteliate level of 3. To developers implementing thépof the algorithm,
we defined specifications to creqiarsersfor crawling different OSNs.

A more sophisticated technique to manage deepnesisl\lwe to define heuristics that generate namiatians, based
on their likelihood/importance, and order them adot to the deepness level chosen for the sedtwh challenge is to
design heuristics that are effective but also cdatmnally lightweightat low deepness levels.

Example from the scenario
The scenario described in Sec. 3 concerns a systengearcher, that needs to identify a uaad to obtain more data
about her. The Searcher queries CS-UDD, providimgnaut profilePi composed ofnickname: monica_white age:
32; country: GB. For the sake of simplicity, we assume that tlgg@hm is run on two social systems only, OSN.d an
OSN.2.

The result of the crawling process is the followsw®j of profiles Br) retrieved on OSN.1 and OSN.2. Notice that
all the results in this example are variationsrabtica” OR “white” (boolean or).

Profiles Pr | Nickname(s) within User attributes within the profile
the profile

1 Monica_white genderfemale; age:32; city: Cardiff ; country:GB; professionlawyer
OSN.1 | 2 Moniwhite genderfemalg; city: Liverpool; country:GB; professionjournalist

3 [...] [...]

1 monicawhite02 country:GB; professionjournalist

2 monicawhite99 country:GB
OSN.2 | 3 moni.white07 city: Cardiff ; country:GB; hometownBristol; websitewww.bwhite.conm

4 monicaW country:GB

5 [...] [...]

Table 1 - Example of a set of retrieved profiles. Square brackets [...] suggest that in a realistic situation we would have to process a much
higher number of profiles than those in this simplified scenario. This notation will be implicit in the next tables.

4.2 Matching Profile Attributes: Computation of the MatchScore

The second step of the algorithm is matching eattieved profilePr; against the input profil®i to evaluate if they
belong to the same user. This gives a Matchscoeadth pair Bi , Pr;>, representing the likelihood th& andPr
belong to the same user.

As illustrated in Sec. 2, the issue of identifyimgers by matching their attribute-value pairs carsden as a specific
type of entity resolution, or record linkage prableOur approach compares the profiles by matchitigei nicknames in
the profiles and ii) the set of other attributeheTscores computed by matching nicknames and wasgbare then
combined into a global score. Similarly, lofciuadt [30], combine the scores obtained by computiveg similarity of
usernames with the score obtained by matchingaiipioased user profiles.

For eaclPr, the MatchScore is computed according to the folhmwformula:
MatchScorgPi,Pr) = Ng + A + N A, (1)

where,
N, = Nickname scorgs the score of the match between the nicknanie@) and the nickname(s) in eakh;;

A, = Attribute score is the score of the match between the other atgbutes inPi and the corresponding users
attributes inPr ;



This formula also scores profiles that have almasattribute in common but share a complex andmaename like
“Pool_Antraxys1985”. In such a case, the MatchSasoeild be based only on the Nickname score, sityilar the
approach of Perito et al. [47]. To define formula we evaluated some alternatives, moving fromutien of the scores
and testing some variants, suitable to a rangerviftin 0-1. Adding NA, to N, and A, best fits our needs since it
rewards the profiles with high scores on bitlandA, .

Normalization is not applied at this stage siNc@andA, have no predefined upper bound. The alternativeldvioave
been to estimate an upper bound (as for examgl&Qil); however we would have to estimate the ugpmend of both
measures. This would have introduced an errorhiigker than estimating this value once, at theartie process. The
MatchScore will be normalized between zero andinrsgep 4 (Sec. 4.4.1), while in step 3 we useMhbéchScore in its
original form.

In the following we describe the algorithms foradhting the Nickname scoid and the Attribute scord, used in
formula (1).

4.2.1 Computation of the Nickname score

Nicknames have been used in several studies. Sbthese have demonstrated that nicknames are isuffito identify
users in online communities [e.g., 47, 61]; otlege used them in combination with other param¢8€s55]. Indeed,
nicknames are at the same time relevant and diffattributes to be managed in user identificatibhey are generated
by the user and are closely related to him/herclwviniakes them useful for identification. Howevlere are many cases
where the same nickname does not necessarily geartite same identity. For example, while a speaitkname such
asMonica_1980_Whitanight represent the same identity, more commohknaimes such adonicaWhitecan be used by
several users in various communities and do nassily represent the same person.

A practical reason for using nicknames in our apphois that the Searcher usually has this infolonaéind many
times this is the only information it knows (by &mng a random sample of 5000 profiles collectemhf Skype and
Delicious, respectively 29.16% and 82.3% profilestain only the user’s nickname [10]). A deepersogathat makes
them relevant in profile matching is that peopledt¢o beconservativan choosing nicknames and thus it is very likely
that they use the same nickname on different systdimis hypothesis has been confirmed in seveudlies. Zafarani
and Liu [61] show that nearly 60% of users in tisgimple use the same username in at least tweeardimmunities and
if they create new usernames they tend to use btieeio usernames in different communities. The saesult has been
found by Perito et al. [47] who show that usergitemchoose a small number of related usernamesigsthem across
many services.

However, even though people tend to be conseryatmey often introduce variations to nicknames, #risl makes
nickname matching hard. Variations are often a equsnce of constraints imposed by the system, sschhe
impossibility of choosing an already existing niakme, or the requirement of using a minimum numtbeharacters or a
combination of numbers and letters, and so on. Pi@snof variations are the addition of suffixes pyefixes to
usernames discussed above [61].

Another feature that makes nicknames interestitgbates to be matched for user identification hattthey are
characterized by different levels of rarity and @bemity. We name this propertyickname specificityThe idea of
considering the nickname specificity in the aldurit for profile matching is that, given two profilegth the same
nickname, the chance of belonging to the same igseruch higher if the shared nickname is rare aowpex. We
started to investigate this issue in 2009 [10] ansimilar idea has been formulated by Perito e{4al], who call it
uniguenessThe basic principle is that usernames with lowamrare more common, while usernames with highopgtr
have less chance to be chosen by multiple userseded in the vast majority of the cases, to ugigsers (they compute
it by using language models and Markov Chain teples, see Sec. 2).

Based on the observations above, we defined a meebs(Nickname score) to compute the score of the nia¢tiveen
the nicknames in the input profi® (Pi[N]) and in the retrieved profiler ; (P§[N]),

N, (Pi,Pr) = Similarity(Pi{N],Pr[N]) (Specificiy (P{N],Pr[N]), @)
where,

Similarity measures the degree of match between the nickn&ifldsand PiN].

Specificitymeasures the degree to which the longest commairsupof the nicknames Pi[N] and;[j is complex
and rare within the OSNs considered.

Before explaining these measures, in formula (2a)pvovide a more specific definition of;,Nvhich includes cases
where Pi and/orPr, contain more than one nickname. To manage thesescave compute thesNor each pair of
nicknames irPi  andPr, and combine them as follows:

>

N, (Pi,Pr) = =]

Similarity(Pilk],Pr[]) CSpecifityPilk],Pr[1])

M=

(2a)

1l
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where Pi [K] is the k-th nickname oPi, Pr [l] is the I-th nickname ofr,, n andm are respectively the number of
nicknames ofPi andPr . Dividing by the square root af-mreduces the effect of the summation, in case dfipteu
nickname¥.

Similarity is the extent to which two nicknames match, @ gickname included in another or nicknames ttiédrdn some
character. For example, the nicknabilegreenin OSN, may correspond tbill_greenin OSN or BillGreenin OSN; and
SO0 on.

To account for all these cases, we computé&timdarity between two nicknames as:

L(PI[N],Pr.[N])
max(enght(Pi[N1), lengh(Pr.[N]))

Similarity(Pi[N],Pr,[N]) =1~ 3)

where L is the Levenshtein distance, a metric feasaring the amount of difference between twogsdrlsy considering the
minimum number of edits needed to transform oneginto the other [40]. If two nicknames are ideaf, L is 0. The
Similarity has value 1 when L is 0 and has value 0 whentbenicknames have no character in common.

Notice thaticknameincludes both usernames and full or partial nafmtb@user. Managing all these data as nicknames
reflects the nature of data in OSN profiles (fudinmes are often filled in as usernames and viceayetisus it increases
the chance of finding a match between names andarses of the same user. This approach is usedpl¥osecky et

al. [55], who manage usernames and full names legeind use a set of string matching functions alcutate a
similarity score between corresponding attributéseir matching algorithm is designed for full angrtal matches of
names consisting of one or more words.

By taking into account partial matches, and noy @xiact matches, it is possible to detect alswéhnations a nickname
may have. Gae-won You et al. [22] report that dalgoonly those accounts where the user’s full naxectly matches
the query name finds only a limited fraction (16)586 real matches. Considering also partial matdheseases the
matching result to 97.26% in their sample.

As a final point, notice that, when nicknames tonbetched are composed of more than one word, wg oat simple
preprocessing of nicknames. Guessing that sucbkaarne might be a full name, we invert the ordethef words in the
nickname and compute the metric with different comations of words, selecting that one with highienilsrity score.
Other techniques could be integrated in our apprepecifically to manage full name matching, foample the approach
used in [55].

Specificitymeasures the degree to which the longest commatrgwhof nickname iPi  andPr; is complex and rare
within thecontext of use

Considering the context of use distinguishes oypr@gch from the previous approaches to measuriagsitmilarity
between nicknames. Nicknamspecificityis defined as a function of thielative lengthof the nickname (long nicknames
are considered more specific than shorter onespétiterarity of the nickname in the specific context of the C&hhe
retrieved profilePr ;.

The relative lengthis the ratio between the length of the nickname the average length of the nicknames in the OSN
considered. With time, the length of nicknames $etal increase since OSNs usually do not accepadgjrexisting
nicknames. Using the relative length instead ofpgjnthe length may penalize old short nicknamesrbduces the risk

of false positives for recent long nicknames.

Rarity is managed in a similar way. We believe that e measure on local contexts gives more precisees
since the rarity score can be biased by the canttrand composition style of the nickname in ddfé OSNs and even
by the layout of the registration form.

For instance, we observed that in Twitter most méckes (including full name and nickname) are onedwairings
composed mostly of lowercase letters, while on My@pit is more common to have double-word mixedcas
nicknames. This could depend on the layout of dwgstration form: both systems require the full eatout MySpace
uses two fields while Twitter uses only one, legdine user to type a nickname or a partial one-vmanabe instead of a
full name. As another example, consider that in esarantexts nicknames with a numerical sequence leaynore
common. This could be due to the suggestions peavialy the OSNs (Twitter, for example, proposesiekname a
string composed of the full name typed by the pdes some numbers, if the fullname string alreadsts).

Knowing this information can help to assess thayaf a nickname more accurately: nicknames inegahmight be
less rare in a particular context.

To validate our hypothesis that the OSN contexXtierfces the composition of nicknames dependincherctiteria
above, we defined a set of categories of nicknamessidering all the combinations of letterd, (numbers (n) and

12 Notice that other and further formulas could baaegved to manage the match of multiple nicknarfles.example, we could define formulas that
emphasize the match between exact nicknames cowie define a priority among nickname kinds (e.fulbname exact match may yield a higher weight
than an exact match of nicknames).



special characters (s); n, s,an, as, ns, K, ona, ase, etc. and also the combinations with uppercasdamercase letters.
Then we calculated their frequency on a set of O8INa sample of 300,000 nicknames on each of tisemme of the
nickname types, e.guna, had very few occurrences, others are dominamisi@ering for example the MySpace sample,
19% belong to the type-min (nickname composed only of lower-case lettsugh as “bill”), while only 0.04% of them
belong to the categoryurmin (a numeric series followed by lower-case fsttsuch as “33john”). To compute rarity, we
took into account only the categories with sigmrifit differences across OSNs.

The rarity is then computed as follows:
Rarity=m(@-,/f) withm>1, (4)

wheref is the frequency of thaickname typen a certain context anoch is a weight determined by the length of the
numerical sequence (n). If the nickname stringdmimon includes a numerical sequence shorter thae ttigits, then
m=1; otherwise, it is a value proportional to thenter of digits.

In this way, given a nickname suchMenicaWhite1980the measure is able to:
1) provide toMonicaWhite198( rarity score higher thadonicaWhite due to its alphanumeric composition, which is
less frequent than a pure letter-based composition;
2) weight the rarity score in the context of thedfic OSN, avoiding biases due to its nickname osition policies.

Notice that the average length of nicknames andrémgency of nickname types are not required tadraputed on-
the-fly for each query and on each whole OSN. Ddpgnon the size of the OSN and on the rate of gbhaof its
profiles, this data can be periodically processédiree and representative samples can be usede Thtervals have to be
set by estimating the time required before sigaificchanges occur in average values.

A final observation concerns the analysis of Pegital. [47] about the uniqueness of nicknamesyTwenpared the
distribution ofinformation surprisal(related to nickname entropy) across different aosystems and found similar
curves. However they suggested differences in atdoconeation interface as a probable cause: “Goofjkrs a feature
that suggests usernames to new users derived fismahd last names. Probably this is the reasoy ®bogle
usernames have a higher Information Surprisalutralso be noted that both services (Google arg)dave hundreds
of millions of reported users. This raises the @oyrof both distributions” [47]. Their study progs new evidence that
there exist differences in nickname compositionMeen OSNs, which may bias the rarity of nicknaniesvould be
interesting to investigate if the rarity and ralatlength we compute could mitigate these diffeesnc

Evaluation. We evaluated our method to compute the nicknatoeesand in particular the contribution of thetyarby
comparing it with a set of well-known string sinnitg metrics.

In particular we considered:

the full Nickname Scores described here and used in CS-UDD,

Similarity, as described here,

longest common substring (LCS),

the percentage of characters in common (Simildj,tex

non-normalized Levenshtein distance (NNL),

Jaro-Winkler distance

oukrwpnE

For the comparison we used the Mean Reciprocal RARK). This is a statistical measure that indisaewhich rank
the correct profile occurs on average, weightedhgymetric value. In this way, when the value & thetric is high,
errors are emphasized. This is consistent withotijective of this evaluation: when the Nicknamerscg high, it can
strongly influence CS-UDD identification procedsettefore an error should be considered more severe.

We built a sample of 9582 pairs of nicknames owbgdthe same person, from MySpace, Flickr, Twittad a
Profilactic. The nicknames were crawled on Profitacan identity aggregator that allows users tbeco the content
from their profiles on several social networks irdashboard. On this aggregator, each user hasféa&io profile
associated with her profiles on other OSNs. Wewdad nicknames that were the same on both OSN= #Hiey were
not very useful in discriminating the performanée¢he different metrics.

Figure 2 shows thatNickname ScorandSimilarity seem to perform better than the other metricpalicular, there are
statistically significant differences betwe8imilarity and LCS (paired two-tailed t-test p=7*)0 Similarity and Similar
Text (p=10°), Similarity and NNL (p=1.8*10), Similarity and Jaro-Winkler distance (p=6*30 Most important, there are
also statistically significant differences alsovitn the fullNickname scorewhich combinesimilarity with nickname
specificity and the approach without nicknasecificity(p = 0.01). It thus appears that knowledge oldbal context of a
nickname can significantly improve the identificatiof an online user.
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Figure 2 —Comparison of the performance (MRR) of sirigure 3 - Increment of identification when the Nickna

different metrics for identifying a user by nicknaron a score uses the nickname specificigsed on the lota

sample of 9582 pairs of nicknames. context of a nickname pair. P=Profilactic, M=MySg
F=Flickr, T=Twitter. Letter order in a pair is nalevant.

Figure 3 shows the contribution of knowledge of local comiay highlighting the percentage increase in panfance of
the Nickname score metric when it usgskname specificitylt appears that Flickr and Twitter are the meastsitive to
this technique; indeed when taking into considerapairs made by a nickname of Flickr and a niclaaiTwitter, we
were able to get a 13.9% increase. Also pairs rbgdewitter/MySpace and Flickr/MySpace performedsaaaably well,
yielding an identification increase of 9.7% and%,2espectively.

In the future, we plan to develop our approachtbgying other patterns that can identify other naie types. For the
moment we note that knowledge of the local distidyuof a nickname type, as defined above, can nakaluable
contribution to user identification techniques.

4.2.2 Computation of the Attribute score

Nickname matching is a useful measure of identiataming. However, when nickname specificity is land there are
considerable variations between nicknames, thendigle score can be low, even for nicknames thahgelo the same
user. To compensate for this; @he second parameter of equation 1) is the domnme matching the attributes in the input
profile Pi and the corresponding attributes in the retriguedile Pr ;.

As described in Sec. 2, the approach of matchimgrakattributes of profile pairs is also used liyeo authors (e.g.,
[32, 45, 55]). The underlying idea is that moreikimattributes are more likely to belong to thensauser. Irani et al. [31]
show also that the likelihood of user identificatimcreases as the number of profiles owned byea arsd revealing the
same attributes grows.

In our approach, we take into account positive hiatgbetween attribute valuesfn andPr, (which increases the
likelihood that the searched user with proffie corresponds to the user with profite ) and also the number and the
kind of non-matching attributes (which lowers ifjhe kind of attribute is considered since attributgth different
characteristics should contribute differently temslentification. For example, age is more disarant than gender in case
of a positive match and it should get a greateghteiFrom this principle, we derive the equation4g It is computed as a
difference between weights assigned to matchimigpatits and to non-matching attributes:

A= ZWp(I) ZWn( i), (5)

j=1

where,

i andj represent thenatched <attribute-value> pairskin andPr;, whose values respectively match or do not match:
- positive match (p) ifPi (i(value))=Pr  (i(value)),
- non-match (n) iPi (j(value))}:Pr; (j(value)).

2 Wp(i) = sum of thaNeightsW assigned to each attribute if the matchasitive (Wp)

2Wn(j) = sum of theNeightsw assigned to each attribute if valuesmd match(Wn)

Profiles with negative Aare discarded.

The rest of this section describes the method lendietrics used to compute attribute weights.
Computation of the weights W assigned to attributes

Several factors have been considered to compuse theights. We express these factors in two pasamet) the
frequency of variation of the attribute and 2) tfegjuency of each value of the attribute in theegipopulation.



1) Frequency of variation of the attribufe)

It is common for the value of an attribute to diffeetween profiles that belong to the same user.ekample a user
might declare different values for the attributéydn different OSNs. Reasons can be that she marethat she
sometimes enters the small town where she livessantetimes the big city nearby. It is not so uncamno find also
“ronic” values like city: “In the sky”. Converselyan attribute like gender or ddds usually the same in different
profiles.

Clearly, the higher the variability of the attributhe lower its reliability and, consequently, tbeer theweightthat
should be assigned for positive matches and formatthes.

Variability depends first of all on thgersistencyof the attribute, i.e., whether the value of ttteilaute can or cannot vary
through time for a given user. Examples of persisédtributes are full name, birth date and gendsile examples of
non-persistent attributes are city, interests, \&thile persistent attributes may differ only duethie errors or false data,
and thus have a low variability, non-persistenitaites have a much higher likelihood of variation.

When disambiguating between individuals, persistétntbutes are very relevant [59], especially wites values do not
match. If the value of a persistent attributePin is different from its value ifPr ;, this is a strong indicator that the
searched user is not the owner of the prdfile For example, if two profiles have different gendais information is
almost a trigger to exclude a match between suofilgs. Conversely non-persistent attributes (saslftity) are never
strong indicators in case of non-match, since wfie values may simply reflect an out-of-date peoffalse data and
errors are a second factor influencing the vaviigholf the attribute.

A way to express the variability of an attributedahus its reliability, is to compute experimehytals frequency of
variation € in a given population. This combines all the padssfactors of variability.

In Sec. 6.2 we analyse the variability of useritaftes, considering the profiles owned by the sa@eson on two
different OSNs (MySpace and Flickifable 10 column 3 shows the frequency of variation foriveeg set of attributes
available on the profiles of both the OSNs. Fomepke, the value of country does not match in ti&@®of profiles and
city in 33% of profiles, while the value of gendkres not match in just 2.3% of profiles (confirmihgt it is a persistent
attribute).

These data can be obtained by means of identityeggtprs, which are services that aggregate psofifehe same
user, thus allowing the variation frequency of diterent attributes to be computed. For this tagkused Profilactic
(see Sec. 6.2). Other aggregators used to compar@rofiles of a same person are Claiff|CFindMeOr®, and
MyOpenlID'® [31] and also Google profil&s[1, 47]. The frequencies of variation showed iis {paper were obtained by
examining data about MySpace and Flickr on PrdftadVhere it is not possible to compute the exXesfjuencies of
variationg for a specific population, they can be estimatedi&ing the data obtained from similar OSNs.

The frequencies of variation estimated for eactibatte contribute to the weights W assigned talaites (formulas
(6) and (7) below).

2) Frequency of each value of an attribute in theeg population(¢)

Let us consider two profiles taken from two popul8Ns, e.g., from Netld§ and from Facebodk both with the

attribute age = 89, and two other profiles with ag25. We intuitively see that the former pair obfdes have a higher
chance of belonging to the same person than ttex,latnce, on the mentioned OSNSs, there are newple 25 years old
than 89 years old. Assigning a weight to a matcligg attribute, without considering the specifitugaof the attribute,
would not allow this difference to be taken intoca@ent. In our previous work [10, 12] we simply cinlesed the

persistency of an attribute to compute the weightshis version of the algorithm we calculate frequencyg of each

value of each attribute in the OSNs consideTedhle 2 andTable 3 show the use of these frequencies.

-2 Finally, £ and gare used to compute the weights W for each valeadi attribute in case of positive match (Wp) and
of non-match (Wn).

In the following, we describe hotvand@are used to define matrices of Wp and Wn, suchasetdisplayed ifables
2-4, which are used to calculate th#ribute scoreAg in formula (5). Since their value is dynamic thegve to be
recomputed periodically.

Given

€ = frequency of variation of an attribute
¢ = frequency of an attribute’s value

we calculate theveightfor positive match (Wp) for each value of each attepobmbiningg ande:

13
14
5
16
7
8
9

Notice that age is a “computed attribute”, basedhe birth date and current date.
http://claimid.com/

http://lwww.findmeon.com/

http://www.myopenid.com/

http://profiles.google.com/me

http://www.netlog.com

http://www.facebook.com
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Wp=f(a,e) f(a,¢), (6)
where,

f(c,x)=In(1+ %)— In (1+ c)

gives an inverse relation betwegn(in this casee or @) and the weight associated to such attribute. flinetions
asymptotically approach «+as ¢ ore tend to 0, and approach 0 @sor e tend to +1 (when all users in a context share
the same value for an attribute, its discriminateower is 0). The value of the constanti@d determines the convexity
of the resulting curves. Setting this value modifiee behavior of the functions, making the weigbte or less sensitive
to the variation of the frequency.

Theweightfor non-match (Wn) for each attribuie computed by using only the variability of thé&riaute:
Wn=f(f,). )

In this case we cannot estimate how informativédhaesd match is, as values do not match. Since anatch is an
indicator more important than a positive matclis ittasonable to haye> a.
In this way, if the value of the attribute Fi does not correspond to the valueFin;, and if the variability of the
attribute is very low, theveightfor a non-matciWn will be high. For example, if the value of theribitite birthdate/age
in Pi does not correspond to the valuePiny giventhat the variability of this attribute is low, thesightfor non-match
Wn will be high. As a consequence, the attribute es@qrwill be drastically reduced (see formula 5), loingrthe
MatchScore and thus indicating that the owner ofiferPi is not the owner ofPr ;. Conversely, a weight associated to
a non-match of an attribute with a high variabjlisuch a city or profession, will be lower. In tliscond case the
MatchScore will be not reduced by much.

The behavior of the logarithmic functions is shawirigure 4.
In the following, we show an example of weight casgtion for positive matches and for non-matchesvéen
attributes’ values.
Table 2 shows the weights assigned to the values of thébatie “age” for a positive match on the popularNDS
MySpace: these weights are used to compute equ@jomhen the age value of the input proffie corresponds to that
one of a profilePr ; retrieved on MySpace.
Table 3 shows the weights assigned to the values of thibwae “country” for a positive match on MySpace.
Table 4 shows the weight for non-match between the atiefon MySpace: these weights are used to computgien
(7) when an attribute of the input profi® does not match the corresponding attribute ofddilprPr retrieved on
MySpace.
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Figure 4 — The logarithmic functions f (c, x), where xeisr @, used for the computation of the weidfits

20 We seta=0.04 andB=0.2 as in our prototype (Sec. 5), since theseegatliow the weights to be very sensitive to vaniet on the x-axis and thus to
discriminate better in the range of frequency obtraf the input attributes and of the attributesealwe considered.



Attribute: Percentage frequency of variations for agegj | Weights of the attribute age for positive match
AGE 46 between Pi and Py
’ Wp(age) =f(a, @) Of(a, €)
Age values Percentage frequency of age values on M@p) (with 0=0.04)
20 4.3¢ 0.35:
23 4.8¢ 0.328
26 4.82 0.331
29 4.4 0.35:¢
32 3.2C 0.45:
35 2.61 0.52¢
38 2.0C 0.621
41 1.3¢ 0.772
44 0.71 1.08%
47 0.37 1.42¢
5C 0.24 1.661
53 0.17 1.85¢
56 0.11 2.10(C
59 0.0¢ 2.21¢
Table 2 — Wp computation of the age attribute®* for positive match between Pi and Pr; on MySpace (MS).
: . Percentage frequency of variations for| Weights of the attribute country for positive
Attribute: hb pi and P
COUNTRY | country (&) match between Pi and Pr

81

Country values

Percentage frequency of country values on

Wp(country) =f(a, @) O f(a, €)
(with 0=0.04)

MS (@)

us 70.56 0.00¢

GB 4.4¢ 0.217

IT 3.2¢ 0.27¢

BR 2.2 0.351

AU 1.82 0.40&

DE 1.7¢ 0.41¢

CA 1.5¢€ 0.44¢

FR 1.4% 0.46¢

ES 1.2t 0.51C

MX 1.0¢ 0.544

Table 3 —Wp computation of the country attribute for positive match between Pi and Pr; on MySpace (MS).

Attribute Percentage frequency of Variationsd) WEightS of the attributes for non-match
between Pi and Py
Wn = (g, €)
(with =0.2)

Gendet 2.2 2.27:

Aqe 4.€ 1.675

City 33.8 0.47(

Province 17.¢ 0.75(

Country 8.1 1.24¢

Table 4 — Wn computation of a set of attributes for non-match between Pi and Pr; on MySpace (MS).

Example from the scenario

To show the result of the process, let us conttheeexample described in Sec. 4.1. We recall thafriput profilePi
was composed ofiickname: monica_whiteage: 32; country: GB. Profile crawling (the first step of the procesdureed
the set of profile®r displayed inTable L Now, running the algorithm for the MatchScoreca#dtion on this set, we
obtain the results summarizedTiable 5.

OSN _Pr profiles retrieved | Ns(Nickname Score) As (Attribute Score) MatchScore of Prj
in step 1 (N+AS+ NFA Q)
1 - Monica_white 0.64 0.649 1.71
OSN.1 2 —moniwhite 0.39 0.19 0.65
1 —monicawhite02 0.44 0.254 0.81
2 —monicawhite99 0.44 0.254 0.81
OSN.2 3 - moni.white07 0.39 0.254 0.74
4 —monicaW 0.27 0.254 0.59

Table 5— Example of profile retrieval and MatchScore calculation.

FromTable 1, used to buildTable 5, we see that the profilgonica_white(OSN1.1) has all the attributes matching the
input attribute and a very similar nickname (théyadtifference is the use of capital letters). ThHusth N, and A are very

2 Notice that tables 2 and 3 show, for illustragegposes, only a set of the attribute’s values.



high and this profile deserves the highest Match&cBrofiles likemonicawhite02monicawhite99moni.white07and
moniwhitehave an acceptables Hut a low A since only the country attribute is matching. BijnanonicaW having the
same A as the four previous profiles, but an inferigs &chieves an even lower MatchScore.

4.3 Cross-linking of the retrieved profiles

In OSNSs, the terrfink is typically used to mean the connection betwessar accounts (friends, followers, etc). The social
network is represented as a graph and each useurdcis a node linked to other nodes. There ardiefuthat try to
identify individuals in different OSNs by calculagj the overlap of their sub-graph structure [25, 481, other studies
combine the sub-graph structure with informationwttnodes [62].

In contrast, in record linkage terminology, linkihgo records means estimating the probability thay correspond
to the same entity. Perito et al. [47] use thisntéo link user accounts on the basis of their tm®e We use the term
link in a similar way, but considering more attribs. In the cross-linking step of the algorithm, eteck whether there
are links between ther profiles retrieved on different OSNs. The conceftross-linking is similar to that of entity-
linkage in [29].

The previous Section explained how the algorithmmestes the degree of matching between each pairafiies
(Pi, Pr;) by computing their MatchScore, as specified imfola (1). Up to now, we have taken into accoury dmary
relationships between the retrieved profiles arditiitial one. In this step, we consider also thlationships among the
retrieved profiles and their attributes. In patdeu it seems useful to analyze information frone thew attributes
included in the retrieved profiles. We refer to titem-input attributeof the retrieved profiles adiscovered attributes

For example, we could find that three profilesriesed from different OSNs, share the same valuafeet of input
attributes and the same value for a non-inputhaitei such asity: San Diegolntuitively, this can be used to infer some a
relationship between the profiles: we can say thay have a certain likelihood of being owned bg #ame user, i.e.,
that they are linked. If the MatchScore of the éidkprofiles is low, this relationship is not relavaince they could be
profiles of a user different other than the seadabiee. However, if one of the linked profiles hasigh MatchScore, and
thus more chance of belonging to the searched weerclaim that the other profiles of this group etee more
consideration than profiles that have the same Madore but are not related to a high-scoring poftlis important to
note that, for this to be true, the profiles mustér nocontradicting attributes. Contradicting attributes defined as in
[6]: they are attributes used to describe the sproperty having different non-null values (diffecess such as “f” vs
“female” are normalized in the parsing phase).

Let us assume that we have profile fullname: Bill Smith, age:23, gender: male, ci§an Diego}from OSN with
a MatchScore of 0.9 and the profiles ffullname: Bill Smith}and Ps {fullname: Bill Smith, city: San Diegdjom OSN,
with a Match Score 0.3. If we look only at the M#core we have no reason to preferd?iPg. But we observe that Pr
has a stronger relationship with, Binrough the non-input attributgty: San Diego Thus we can identify a link between
Pr; and Pr. If more non-input attributes were in the profjlese would repeat the same line of reasoning foheme to
identify the whole set of attributes with the savatue in the profiles. This would increase therggth of the link.

Given this link between Piand Pg, we can assign laonusto Pg since it is likely to be owned by the same persat
also has a high-scored profile. We say thaisthepuller of Pr; (below we provide a formal definition of thRe ,ui i er ).

The cross-linking process makes this kind of infege First, it identifies theP( ,,1er, Pr;) pairs. Then, it gives a
bonus to the lower-scored profile, rewarding itk lio the higher-scored puller. Of course, thissamill never be higher
than the difference between the MatchScore of W profiles. This heuristic allows us to exploitetinformation
coming from different networks and to correct there computed in the previous step.

We definePr py i o Of a profilePr; to bethe profile having:

— no contradicting <attribute-value> pairs with;
— alink with Pr, i.e. at least one non-input <attribute-value pacommon withPr |
— max(MatchScoreyeigh) among the other pairs of profiles that satisg/ plints above.

The MatchScore estimates the importance oPihg, .. in terms of identification; theveightdefines the strength of the
link betweerPr .1 er andPr ;. Theweightis the sum of th&Vp (weight for positive match) of all the matchingtxiaute-
value> pairs iPr py | er andPr .

TheBonusis computed as follows:

Bonug Pr,, Pr weight)= (Pr [ MatchScor]- Pr;[ MatchScor(]) 'min(1,weight) (8)

puller 1

where,
Pr oui 1 er [MatchScore} Pr j [MatchScore]is the difference between thatchScoreof the linked profiles.

Since the profiles have no contradicting attribugsdefinition,weightis also equal to the Attribute Score P pu i er
Pr;) as defined in Sec. 4.2.2, formula (5), and takimgantext both the OSNs. The underlying principlthat the higher
the frequency of the attributes and their values,vteaker the link and thus smaller the bonus.Attrébute Score fits this



principle since it is in inverse proportion to siobquencies. It is also possible to multiply it &yconstant to control the
magnitude of thdatchScoraeassessment.

Notice that the bonus cannot be negative. Whils fine to say that a profile that is linked to owi&h a higher
MatchScore should receive a bonus, we cannot “pliaisy profile for not being linked to any otheiofite.
The pseudocode of the cross-linking algorithm ésftilowing.

Pseudocode 2 — The cross-linking algorithm

function cross-linking(PROF: a set of retrieved profile®turns (PROF: a set of retrieved profiles with reassed
MatchScore)
Link= new Map();
for (i=0; i<= PROF.len; i++) {
for (j=i+1; j<= PROF.len; j++) {
if ((PROF[i][OSN] != PROF[j][OSN])
AND (PROF]Ji] and PROF[j] have no contradicting attutes and share the same value for at least one
non-input attribute) {
Link[PROF[i]][PROF[j]]= sum of the Wp for any mattng attribute/value pair ;
Link[PROF[j]][PROF [i]]= Link[PROF [i]][PROFTj]];
}
}
Prouie=the profile linked with PROF[i] with MAX (MatchSme* weight);
if (PROF[i][MatchScore] < Pgyer [MatchScore]) {
weight= Link[PROF [i]][PROF [j]];
PROF [i][MatchScore]= PROF [i][MatchScore] + BONUSRROF [i], Pryuier ;weight)
}
}
return PROF;

Example from the scenario

To make reading easier, rable 6 we have reported data fromable 1 andTable 5 of the previous section. Observe
that user profile 1 in OSN.1 and user profile 28N.2 share, together with all the correct valueth® input attributes,
the value of the discovered attribudigy (in Table 6). Moreover, user profile 2 in OSN.1 and user peofi in OSN.2
share the value of the discovered attriprtefession(underlined inTable 6).

OSN Profiles Pr MatchScore User attributes within the profiles

1 —Monica_white 1.71 gender: female - age: 3Zity: Cardiff - country: GB — profession: lawyer
OSN.1 2 —moniwhite 0.65 gender: female - city: Liverpool — country: GBrofession: journalist

1 —monicawhite02 0.81 Country: GB profession: journalist

2 —monicawhite99 0.81 Country: GB
OSN.2 3 —moniwhite07 0.74 city: Cardiff - country: GB - hometown: Bristol — websitge:

www.bwhite.com
4 —monicaW 0.59 country: GB

Table 6 — Example of cross-linking

According to the cross-linking process and bonumida, theMatchScoresn Table 6 can be reassessed asTable 7.
The calculations are made using¥0.4 for city: Cardiff and Wp=0.45 foProfession: journalist

OSN Profiles Pr MatchScore Link attribute Bonus Reassessed MatchScore
1 —Monica_white 1.71 city: Cardiff - 1.71
OSN-1 2 —moniwhite 0.65 Profession: journalist +0.07 0.72
1 —monicawhite02 0.81 Profession: journalist - 0.81
2 —monicawhite99 0.81 - - 0.81
OSN-2 3 oni white07 0.74 City: Cardiff 7039 113
4 —monicaW 0.59 - - 0.59

Table 7 — Example of reassessed MatchScore according to cross-linking process

Because of this techniquaoni.white07 becomes the profile with the highest MatchScor@8$N2.



4.4 User attribute discovery

The actions performed in this last step are thieviohg:

1. The MatchScore of eacRr; is transformed into a value that expresses, onlas@ale, theconfidencein the
association of the retrieved profile with the sbadt user. We call this value the Certainty Facfadentification
(4.4.12).

2. The profiles are aggregated into homogenous ckisfecompatible profiles (4.4.2).

3. Rules are applied to extract attributes from thstelrs(4.4.3).

The result is the aggregation and merging of usgbates into a more complete profile, returnedhi® Searcher.

4.4.1 Certainty Factor computation

The MatchScore does not provide any intuitive infation about the confidence of the identificatiéithough not
necessary for the algorithm to work, the conversibthe MatchScore into a more significant valubjoh represents the
confidence of identification on a 0-1 scale, carubeful since it allows the Searcher to defingdkcies for trusting the
data returned by the CS-UDD algorithm. We call thikie aertainty Factor(CF).
To convert the MatchScore into a 0-1 CF scale, wednto build a curve that associates each MatckSwih its
precision of identification. This can be done byfpeming an experimental evaluation that identifies the M&ore
value for which the precision [49] of the ident#ton is 1, with false positives near to zero. We tthis using our
prototype implementation of the CS-UDD algoritlfdescribed in the next section). We studied howptteeision of four
discovered attributes (profession, hometown, zodign and education) varies as a function of théchBcore value
(from 0.0 to 3.5). The dataset we used for the expmntal evaluation is the same used for the #@valuation (see details
in Sec. 6.1). We found that the MatchScore vali dppears to be a suitable reference over whictpteeision of
identification is close to 1. In a real applicatiscenario, with attributes and OSNs that may chaitge necessary to
train the algorithm periodically with different cdamations of input and output attributes and déf@grcombinations of
OSNs. However, as we will discuss in Sec. 6.1.8,ffecision is not strongly influenced by the Wioias of the set of
input attributes, which mainly impact on recall.ustithe threshold value should be relatively stable.

We thus compute the CF using the functiim(MatchScore/1.2, Mvhich returns 1 for all the MatchScores higher
than 1.2 and the ratio datchScoreover1.2 for the others

Example from the scenario

Table 8 shows the result of CF computation applied toddua of our scenario.

OSN Profiles Pr MatchScore | CF
1 —Monica_white 171 1
OSN.1 — —
2 —moniwhite 0.72 0.6
3 —moni.white07 1.13 0.94
1 —monicawhite02 0.81 0.67
OSN.2 - -
2 —monicawhite99 0.81 0.67
4 —monicaW 0.59 0.49

Table 8 — Certainty (CF) of identification for the Pr profiles retrieved in the example scenario.

442 Profile clustering

The profiles retrieved by CS-UDD can include al&give profiles of the same user as well as profifedifferent users.
There can also be profiles with contradicting htttés that can either be different profiles ofshene user (some of them
being out of date or containing errors) or profiéslifferent users with similar attributes.

Selecting the profiles with a CF near to 1 gives ltighest precision of identification, excludingfiles that do not
belong to the searched user. However this choigeaism exclude profiles of that user that haveveeloCF, which may
happen for several reasons: for example, if thenaime of the user is not very specific (decreaiegNickname score),
the profile is partially filled in (decreasing tidgtribute score), the values of the filled attribsitare very frequent and
thus not very significant (decreasing the Attribsitere), etc.

To overcome this problem, we shift our goal fronanmiguously identifying the user on the OSNs taak®ring
his/her attributes, without necessarily associatiimyher to a specific profile. This is a radichhoge compared to other
works in the literature (see Sec. 7 about relaterks).

To this end, the algorithm aggregates profiles icliasters of compatible profiles, including in aister all the
profiles having no contradicting attributes. Of csry profiles linked together during the crossiligkphase will be part
of the same cluster. Profiles that are compatilite wiore than one cluster are included into each @inthem (this is
known as non-exclusive clustering).

In order to reduce noise, we set an entry liehifor the admission of a candidate profile into tdus. This limit is
defined as a linear function based on the higb&samong thePr profiles A candidate profile can enter a cluster if:



CFcandidatez eL

where,

CFeandidatelS the CF of the candidate profile,

eL = k* CFna» With 0<k<1. A high value ofk favors precision over recall and vice versa ($%et). In the following
example and in the prototype used for the evalnake0.75

CFaxis the highest CF among the retrieved profiles.

The pseudocode of the clustering algorithm is shibledow. It includes also the computation of CFrioymalizing the
MatchScore as discussed in the previous section.

Pseudocode 3 — The cluster algorithm

function cluster_profiles (a set of retrieved profiles PR®&turns (a set of clusters CLUS)
CLUS = empty set of clusters;

el = the entry limit for admission to clusters;

/I certainty factor calculation as shown in Sed.4.
foreach Pr; in PROF { Pr[CF]= min (P; [MatchScore]/ normalization_factor , 1) }

/I inclusion into existing clusters or cluster ctiem, in case no one cluster fits the attributeues of Pr
foreach profile Pr, in PROF {
test=true;
if (Pr[CF] >eL) {
foreach cluster Gin CLUS {
if (Pr; has no contradicting attributes with all the pfe§ in G)
{INSERT(Py, G); test=falsg; }

if (test)
{ new_cluster = CREATE_CLUSTER(PINSERT(new_cluster, CLUS); }
}

}
return CLUS;

4.4.3 Rules for attribute discovery

The goal of this last phase is to return to ther@ea new discovered attributes of the searched Bs¢dhe start of this
step, profiles have a CF and are grouped in cleisTdre <attribute-value> pairs within each praifilberit the CF of the
profile they belong to. Therefore, several criticslues have to be tackled to return new discovatgithutes and their
CF. The main issues are: the inference of attriwutieen there are clusters whose attributes cowrtradd the uncertainty
in inference when combining different CF of anibtite. These are typical issues of information dosithat is the
integration of information from different sourcesl]. How should one manage a case where a cluatgidmetown
Dallas and another one hEl®metown San Antonio, or when they have different CF fosaane value? Several fusion
techniques have been proposed to deal with reagamider uncertainty and achieve reliable data mging. They can
be classified [38] into qualitative [42, 46], quitetive, the most used [16, 18, 26, 50, 60], anblrityapproaches [8, 28].
The basic problem for all the techniques is to ss$e what degree some uncertain events are beltevaccur, in order
to discover which are more likely to happ®eciding strategieshoose a preferred value among the existing values
while mediating strategiesan produce an entirely new value, derived froemdbmbination of the original values [6].
There are alsaonflict avoidancestrategies that apply decisions which avoid thedrte@ manage conflicts. When values
contradict, we use the following strategy, wheresgilmle. Just in some cases we apply a mediatirgegly. For
contradictory CF for attribute values, we use aristia approach inspired by the CF model [2], lpgdfically designed
to avoid false positives.

To return the discovered attributes and assoaatiesir value a CF we define three heuristic rules.

1% Rule

If all the profiles are in one cluster, we can assuhat they are compatible with the searched ®&ace we have no
contradicting clusters, we can extract each attgiswalue and return these values with a CF dapgrah the CF of the
profiles they belong to. Each attribute’s valueents the CF of the profile with the highest CF aimahose profiles that
contain the attribute. While in the CF model [263 wshould apply the equation CF = CF1 + CF2 x (IF1)Cwhich
returns a CF greater than CF1 and CF2, our apprieanbre prudent, given the requirement of avoidaige positives.

2" Rule
The second rule concerns the case of profiles irertttan one cluster. For example, we could haviister claiming
age:22and another claimingge:33 The CF suggests which result is more reliableyewer it is very risky to use it to



choose one cluster over the other. Thus, we redo@eany value returned by the algorithm must take account the

whole set of clusters, since the searched persgnb@i@ng to one cluster or another and we cannotvkwhich. The

possibility that the person does not belong to afnthe extracted profiles is embedded into theadety factors thus, if

there is more than one cluster:

2.a) the attributes with equal values in all the @ustcan still be inferred, as in the case abowenefcluster, applying
the mechanism of rule tb calculate the CF of the attribute’s value;

2.b) the attributes that present contradicting valumeray clusters cannot be returned, except as af liternatives.

3“ Rule

In case (2.b) above, when the attributes have aditting values, the algorithm tries to return east some basic
information about the searched user. Under somdittoms, it combines the attributes values eitio ranges of values
or by using ontological generalization. This tecjug makes the predicted value less specific, bawatds errors that
could occur when using other methods to mergetthibate values.

3.a) If the attribute is numerical, the algorithm retsira range of values instead of a specific valtre. fnges could be
static or dynamic. They are static if they are pfectd and dynamic if their boundaries are givenhgylowest and
highest values in the clusters (with constraintsuatthe maximum range extension). For instanceseithave two
clusters, one with age 23 and the other with aget#ralgorithm could return an age range 23-27 alkernative
could be deciding fixed age brackets and returtitegage bracket which includes the range, if amgviBing a
range is less informative than providing the logutigjunction of the two values in the example, thé value of
this option has to be considered in the perspecfiweformation fusion aimed at returning a unifiesker profile.

3.b) If the attribute and its values can be mappechtorgology or lexical database, basic reasoninghar@isms can be
run over the attribute values in the clusters.drtipular, the algorithm includes mechanisms td faut if the values
of the different clusters are synonyms or if theg layponyms of a unique hyperonym. In this case hyperonym
is returned as value of the attribute. For instacoasider two clusters, one with city “Dallas” aife other with
“San Antonio”: the inference process exploits aggaphical ontology, so that it can infer the valliexas” for the
attribute province and “USA” for the country, while cannot infer anything for the city attributexcept as
specified in rule (2.b).

In both cases, heuristics are used to establiseagonable width for brackets (3.a) and a reasonafmeunt of
generalization (3.b), according to the type ofilatiie. For some attributes it might be very haréhguossible to establish
a reasonable range or upperclass.
If (3.a) or (3.b) is satisfied, the returned gefirzeal value is assigned a CF depending on the Ciefrofiles it is
derived from. Given that each source value fitsnée generalized value, the CF of the generalizddevcan inherit the
highest CF among those profiles which contain tixtbate (case 3.a), or the attributes used toritife new one (case
3.b).

For example, given CF(San Antonio)=0.9, CF(Dall@s)s Texas inherits the CF of San Antonio and ofld3an
two different clusters. This case satisfies rule)(8herefore CF(Texas)=0.9.
Similarly, given CF(23)=0.9, CF(27)=0.7, a rangeichhincludes each value inherits the parent CH¢adhat this works
for the range and not for each specific value witthe range). This case satisfies rule (3a) as eabdherefore
CF(range)=0.9

If the user has no profile on the crawled OSNs pitevious steps of the algorithm should guarartiaethe returned
attributes have such a low CF that the Searchedismard them. The low CF is determined by thecsilatchScore
calculation process and by the limit for enterintpia cluster, which is designed to avoid falsdtp@s even at the risk
of losing true profiles.

Using these three rules, the algorithm can hangyes#tuation and collect the greatest amount afrimfation without

any “hazardous” assumption.
More formally, the algorithm to extract attributelwes from the cluster set is the following.

Pseudocode 4 — Attribute value extraction
function extract_attributes (CLUS a set of clusters ofiexted profiles) returns (ATT a set of attributes@sated with a
value and a CF)
ATT = empty list of attributes-value pairs;
foreach A.in CLUS{ // for each attribute we may be able to extract
V = empty list of value-CF pairs for each cluster C
foreach cluster Gin CLUS {
if (A value in the profiles of @s not null) {
V[Ci][value]=the A, value in the profiles of C
V[C][CF max]= the max CF of the profiles in;@hat contain the Aattribute;

}

if (all values in V are the same) { // first and sedaoule
ATT[A][value]= the common value of V;
ATT[AJ[CF]= max CF in V;



}
ese{ /I third rule

if (values in V satisfy the conditions for generalaa) {
ATT[AJ[value]= GENERALIZE_VALUE(V);
ATT[AJ[CF]= max CF in V; } /] the generalized value ingles all the values in V

}

}
return ATT;

Example from the scenario

In our scenario, by applying the clustering procgssbtain that:

- the profiles with a CF lower than the entry limit are discarded (in our examplke0,75, Chax=1, thuseL=0,75 given
thatel = k* CFuy),

- the two remaining profiledylonica_whitefrom OSN.1 with a CF of 1 anahoni.whiteO7from OSN.2 with a CF of
0.92, have attributes that do not contradict eabbrpthus, they are assigned to a single clustatdhing the condition
for the activation oRule 1.

Given this, Rule 1 can be fired to extract the radtnibutes. The result is shown Trable 9. The Input attributes used to
perform the search (a@2, countryGB and nicknamenonica_whitg are not included in the table since it reportf/on
the newly discovered attributes. As the table shdiws attributes derived fromlonica_whiteget CF=1, while the
attributes derived fromrmoni.white07get CF=0,92. City=Cardiff, derived from both theofiles, gets assigned the max
CF in the cluster, according to the first rule.

Attribute Inferred value CF Source Profile/s

Gender Female 1 Monica_white

City Cardiff 1 MonicaWhite- moni.white07
Profession Lawyer 1 MonicaWhite

Hometown | Bristol 0.92 | moni.white07

Website www.bwhite.com 0.92 | moni.white07

Table 9 — Example of Inferred Attributes and their corresponding CF.

5. PROTOTYPE IMPLEMENTATION OF THE ALGORITHM

For the experimental evaluation (described in 8&cwe developed a prototype that implements theJO® algorithm.
A production implementation would not require arusgerface, since the algorithm is designed taubed as a service
queried by applications (e.g., by means of RESTs}iRiowever, to show more clearly how it works, algo developed
a web-based user interface, displayeHigure 5.

Figure 5 shows the set of user attributes that can be gedvas input for the query: the nickname or thierfame of
the searched user and some demographic attritsutels,as city, province, country, gender and age.dtso possible to
select which OSN to crawl for user data (this demplementation includes parsers for Myspace, Flitlatlog, Skype
and Facebook). The depth of the search can alsetb&vhich controls search accuracy (see the eafitamin Sec. 4.1).
For the evaluation described in the following sattiwe set the medium (and default) level 3.

When the user presses "search”,ghacess described in the previous section stattthedend of the search, the engine
returns all the attributes discovered for the dsedcuser. As displayed on the left sideFigure 6, each discovered
attribute and its value is coupled with the comgdu@# and with the OSNs of the profiles they conaenfr The right side
of the figure provides the list of retrieved prefilwith their web address and the computed CF.bbie profiles are
those used to infer the attributes, while the attege the profiles with a CF lower than the enimyjtleL, depending on
the highest CF of the retrieved profiles. They @displayed but not used to draw inferences. Sineeutter profiles (and
consequently the inferred attributes) can change tine, the date and time of the search is pravidgether with the
results.

Finally notice that, as displayed Figure 5, it is possible to set a further parameter for gkarch: theecursive
searchtrust leve] that is a CF threshold over which the algoritharks a discovered attribute as trustworthy and iises
to start a new query. This mechanism is still i@ tourse of testing, but it promises to be very gruV since it allows
the algorithm to learn more and more about the fedlawing the cascade of queries originated by\e did not use this
technique in the experimental evaluation.
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6. EXPERIMENTAL EVALUATION

The CS-UDD algorithm evolved through a multiplegsteecursive definition-evaluation-tuning process.

The objective of this section is to report on thalf experimental evaluation we carried out to testability of the
CS-UDD algorithm to discover the attributes of arsbed user on the basis of known user data. Todim, we
developed the prototype described above and raalglogithm on a set of social networks.

After presenting the experimental test, we disdhssresults and illustrate the analysis we perforroe the user
attributes of the dataset. This analysis (repairieec. 6.2) is aimed at computing the maximum @&age of attributes
that can be recovered within our dataset and refbee useful for interpreting the evaluation résul

6.1 Experimental test

To prove the effectiveness of CS-UDD in retrievimgknown user attributes, we ran it on two OSNs: pB& and
Flickr. We simulated an application that queries @5-UDD algorithm and provides, as input dataliersearch, a set of
known data about its users. Afterwards, we comptitegrecision and recall of the discovered attabu

6.1.1 Dataset and settings

As input for the search, we provided attribute ealiextracted from a repository of real-world usesfifes. The
repository is Profilactic. As already mentionedsitan identity aggregator that allows users téecolin a dashboard the
content of their profiles on several social netvgorEach user has a Profilactic profile linked to/this social network
profiles.

Using this repository, we selected a homogeneotasedaof 600 Profilactic profiles linked to pro§len both Flickr
and Myspace and having a specific set of filleddnibutes. In this way, we could use a datas&260 matching profiles
composed of Profilactic-MySpace pairs and Profitaktickr pairs, for a total of 1800 profiles (cadering MySpace,
Flickr and Profilactic profiles).

For the first step of the algorithm, we built cravd to search MySpace and Flickr. As explainedeio. 8.1 we did
not search only for the exact input nickname/fdlhne, but we also applied simple rules to generagetaf typical
variations (considering frequent nickname types &mduent special characters). For example if tlekmame was
billgrey92 we also searched for variations likell“grey”, “bill.grey”, “bill_grey”, “bill-grey”, “g rey bill” and so on. We
were able to split the nicknames that mention matime and surname using Google search suggestibadir3t step of
the algorithm retrieved around 121,000 profiles.

We chosaleepness lev@, a middle level that balances the need to ealtrg initial set of retrieved profiléy with
speed of retrieval. Each level specifies the ttokishfor the maximum number of nickname variatiand the maximum



number of profiles that can be retrieved for eaahation of nickname. In particular, level 3 limits 15 nickname
variations and, for each variation, a maximum oD 2@trievable profiles for each OSN. On averagesitering
variations, we retrieved 203 different profiles &ach input Profilactic profile. This number is rhdower than the upper
bound given by thresholds above, for two reasopsoine input profiles had a very specific nicknafnemn which we
obtained very few results and 2) level 3 sets attie MatchScore threshold over which the algoritan jump to the
last step of the algorithm for attribute discovésynart-stoptechnique) to reduce the computation time, asadxedl in
Sec. 4.1.

For computing the frequencies of the nickname tygres of the attribute values, we extracted andyaedla sample
of 60,000 profiles on MySpace and Flickr. The freigeies of attribute variations were computed asrde=d in the next
section and used to populate the matrices for th&chscore calculation. Finally, using the approdebcribed in Sec.
4.4, the normalization factor was set to 1.2, dmal eéntry limiteL for the admission of candidate profiles was set at
elL=0.75* CFmax.

6.1.2 Methodology and description of the tests

CS-UDD performs its search and returns the dis@alettributes and their values, with an associ@edainty Factor
(CF). For each query, we compared the discovetedwaes with the true ones and we calculated tieeipion and recall
of the results [49].

Precision and recall are standard metrics in infdiom retrieval and are often used in entity matghand user
identification [1, 22, 29, 32, 35, 44, 47, 52]:
» Precision= (true discovered attributes or profiles)/(disa@ekattributes or profiles)
* Recall = (true discovered attributes or profiles)/(valet attributes or profiles)

Discovered attributesre the set of attributes returned by CS-UDD tate not included in the input profile submitted
as query parameters.

Relevant attributesre the set of attributes that should be retridweS-UDD in the experimental test. We know the
value of these attributes thanks to the identitgragator which links the Profilactic profiles, usasl input, to the
user profiles on MySpace and Flickr. Thus, relevatttibutes are composed of true discovered atggplus
attributes not retrieved by CS-UDD (false negafives

Both recall and precision are computed by mearkemicro-averaging method.

To test the accuracy of the algorithm in situatiovith various input user attributes, we ran a numtfetests with
different combinations of attributes provided asunprofile Pi . We performed three tests, the first concernirggigion
and recall of theetrieved profiles used to infer the user attributes, and the se@mtithird concerning specifically
precision and recall of thdiscovered attributedn detail:

(i) In the first test, we computed precision aadall of the profiles retrieved at the end of thiedt phase and used for the
attribute discovenphase (see Section 4.4). CS-UDD was provided thighbasic attributesin the Profilactic profiles
(nickname, gender, age and city).

(i) In the second test, we computed precision @awall of one of the three basic attributes, usiagnput attributes for
the query different combinations bhsic attributes The input was pairs of basic attributes (aget+a@tye+gender,
city+gender) together with nicknameo obtain the value of precision and recall for tthied.

(iii) In the third, we computed precision and reéadlthreenon-basic attributeghometown, zodiac sign and profession),
using, as input attributes for the query, three lmoations of the basic attributes (age+city, agetige, city+gender),
together with nickname.

Notice that, precision and recall will be plottesi fanctions of CF thresholds: attributes/profiles anly considered if
their CF is greater than the threshold. Computireggrecision and recall for incremental CF thredfidd useful since it
allows a Searcher to choose the most appropriateAGFautomatic application that has no other meansheck the
correctness of the results will have to choosega Hireshold value, which gives high precision lowt recall. A lower

CF threshold might be a more appropriate choicervthe Searcher is a person who has other meansr@tghing of

photos in the profiles) to control the correctnegsesults, so is ready to accept more false pestin exchange for
higher recall (this approach is followed by popyabple search engines on the web: see Sec.7).

6.1.3 Results

TeEST(i)

Figure 7 shows the precision and recaflthe profiles that are selected for the subseqatnbute discoveryphase. As
the left panel highlights, the CF is a good premtiébr precision, yielding a Pearson linear cottietacoefficient r = 0.99
with the bisector. The right panel shows recall pnecision as a function of increasi@g thresholds Specifically, the
horizontal axis represents CF thresholds of theodisred profiles so that, for example, for a 0.8 tGfeshold, the
vertical axis represents the recall and precisfaiszovered profiles with CF at least 0.8.



Different trade-offs are possible. With a CF thidiof 0.4, the precision of the profiles is 84%lahe recall 61.5%.
With a CF threshold of 0.7, the precision grow8®86 but recall decreases to 50%.
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Figure 7 —On the left: precision of the retrieved profilesaafinction of CF. On the right: recall and premisof the
retrieved profiles as a function of CF thresholds.

TEST(ii)

Figure 8 displays the precision and recall of dliecovered attributeas a function of increasing CF threshold$ias to
be noticed that, in this case, the precision i$ l@gen at lower levels of CF because tiser attribute discoverphase
adopts the strict heuristic rules discussed ini&e&.4.3. This is a relevant contribution of theppr, since it shows that,
by adopting specific heuristics for the inferenéauser attributes, it is possible to achieve valokprecision and recall
higher than those for the identification of usepfies. For aCF equal to 1, precision is at least 97% in all the
combinations of input attributes, while recall oae 70% for the discovery of the attribute ger{d¢rand between 40%
and 50% forcity (c) and age (a). The difference between the recajj+af andg+c is not statistically significant (chi-
square test p = 0.50), suggesting that using cige as input attribute has a similar effect goddhm performance. In
contrast, the differences betweerc and the curveg+c andg+a are statistically significantlypg10%): using both city
and age yields a good increment in recall. The medson for very high recall of gender is that #tisibute can be often
inferred without identifying a correct profile. fact the full name and the nickname of a profileenfcarry implicit
information about the gender of the searched pessdithe gender is the most filled-in attributee(d§ee analysis in Sec.
6.2). Therefore this attribute will be often shalgdall the retrieved profileBr , even if they do not belong to the same
person. Thus,by applying heuristic 2, we can infer the genddu@aven at CF levels that are too low to idendfy
individual profile.

It appears also that gender is less useful asput attribute than city or age. A first reasonhattthe gender is often
implicit in the nickname. Moreover it appears ttia differences between the precision curves ferthinee tests are not
statistically significantf§=0.99). Thus, it is not very effective in discrirating or identifying profiles. This fact is taken
into consideration by the formula for the weightb® given to an attribute in positive matches See. 4.2.2): a high
frequency of the value of an attribute in the pagiah yields a low weight.

It is important to point out that, for all combii@ts of input attributes, the precision of retrievaven if different at
low CF thresholds, tends to converge toward a common Veédie as the threshold approaches 1. Moreoveypieéars
that the differences between the precision cureethe three tests are not statistically signiftq@s0.99). This behavior
indicates that, especially at high CF, the precis®barely influenced by the variations of the gketnput attributes,
which mainly impact on recall. Indeed, even whem ithput attributes are not very discriminatory {s@as gender), the
CF formula and the strict rules for attribute egti@n allow very good precision. Recall is more sigve to the input
attributes chosen as query parameter. In fadigitombination of input attributes does not allowatribute to be found,
the true discovered attributes decrease and fagatives increase. This impacts recall much maaa firecision. This
impacts much more on recall than on precision. Meee, if the input attribute is not very discrimiagy, it yields a
lower weight in positive matches, reducing the Siface the profile clustering process excludes [@®fivith a CF below
a threshold, recall is reduced too.

Notice, finally, that a CF threshold around 0.8resents a good balance between high precisionandetall. This
could be a useful fact for a Searcher that hasibmse a CF threshold over which the attributegmetiiby CS-UDD can
be trusted. In fact 0.8 offers an average recab4fi%, against a limited risk of false positiveés4fo). However the
choice of the CF depends on the intended use afititevered attributes.
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Figure 8 —Recall and precision for all the valuesG¥ greater or equal to the CF threshold for threg sEbasic
attributes. The solid line refers to “gender (ghiput attributes: “age” and “city”); the dotted otwe“city” (c) (input
attributes: “gender” and “age”); the dashed ont@atg®e” (a) (input attributes: “gender” and “city”).

TEST (iii)

The results of the third test are even more engiugaFigure 9 shows precision and recall of hometown, profesaiuth
zodiac sign for the best combination of input htites (age+city+gender). For a precision level3%9recall is 65.2%
for hometown, 67.1% for zodiac sign and 63.9% foofession. If a slightly lower precision (about 9% deemed
sufficient, CS-UDD is able to recover almost 75%hef data.

The differences between the precision curves deérive the three tests are not statistically sigaific (0=0.99),
confirming that the precision of our technique eetly depends on the CF threshold and not so muacthe input
attributes. Also the recall values of the threecol®red attributes (hometown, zodiac sign and psif@) are not
statistically significantf=0.99), hinting that they are more affected bycheice of the input attributes (the same for the
three curves) than by the discovered attributéfitse
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Figure 9 - Recall and precision for all values@©F greater or equal to the CF threshold. Input atteb: “age”,

and “gender”. Discovered attributes: “hometown'pdiac sign”, “profession”.

city”

It is interesting to note that, as in test (ii)e ttecall and precision plotted as a function of @ethreshold do not
cross each other. In this case the recall is nbigdrer then 76% while the precision remains oveé%3%/en for a very
low CF threshold. The recall has a ceiling becatSeUDD crawls the social networks by using the narke/fullname
and some of its variations, and the nickname/falleaon diverse profiles may be completely differémr example, if
we seek the MySpace profile of a person with nick@&Bob25” on Profilactic and “B_Smith” on MySpadéjs last
profile will never be retrieved. In this case, itlBoation is impossible for any CF threshold. Thtie recall can never be
higher than the percentage of profiles with a @imilickname/full name to the one being searchedJarthe other hand,
the precision of the discovered attributes is Highall the CF thresholds thanks to the three Istigs for attribute
extraction and the Entry LiméL Profiles with low CF are less reliable and, innpaettings, this causes low levels of
precision, since they could include false positiidewever, our algorithm uses these profiles t@rrdttributes only
when they are not contradictory or, in the casea afhared attribute, when they agree unanimouslytaihoThese
conditions allow the extraction of some data ewemflow CF profiles but are strict enough to ensgwed accuracy.
When the profile with maximal CF has a low scohe, $et of candidate profiles will seldom be nottcadicting and, in
most cases, CS-UDD will not risk inferring an dittrie.
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Figure 10 - Recall and precision of the three attributeofession”, “hometown” and “zodiac sign” for two flifent CF
thresholds and different combinations of inputilatttes (city+gender, age+gender, age+gender+city)

This is also the reason why the curves shown arallysflat for CF less than around 0.3. In contrasbfiles which share

a high CF will usually contradict each other oremgabout a good set of attributes, and are offigereint identities of the

same person. The aim of this strategy is to redoeeisk of false positives as much as possiblenet the expense of
reducing recall.

Figure 10 provides more details for different combinatiofisnput attributes in Test (iii). It shows, in fopanels, the
precision and recall values for tv@@F thresholds: 0.8 and 1. It may be seen that chgasi@F threshold of 1 gives a
mean precision of 99.5% and recall of 53.2% for-hasic attributes. These results attest to theieffcy and reliability
of CS-UDD. Using a CE 0.8 brings a 7.2% average increase in recall whieprecision loses 1.3%. In the best case
(input attributes age+gender+city) we obtain evenezision of 99.7% and recall of 64.6%.

We can also observe that using city as input aiteilslightly reduces precision but increases reéallindicated by its
high frequency of variation (33% as Table 4 showsy is a non-persistent attribute, and thus itd&e to become
obsolete. Using a potentially obsolete attributéngsit introduces more noise, increasing the nunaberon-matching
attributes and thus reducing the CF, therefore mpldentification less accurate. However, CS-UDDnpates the
MatchScore giving less weight to attributes witbginent variation. Therefore, the impact of non-mmiaig obsolete data
on the precision for a certain CF threshold is v@njted. Indeed, our evaluation shows that, byluding city in the
input attributes (in addition to age and gendeijhw CF threshold = 0.8, we lose 0.8%, on averagegision of the
discovered attributes, while we increase recall By8%. For a CF threshold of 1, we lose a bare GrBptecision while
gaining 23.4% in recall.

6.1.4 Discussion

A first important observation is that the testsadie®d above aim to evaluate the ability of CS-UDecover data on a
given set of OSNs and its capability to avoid fgdesitives. For this reason, these tests were paei in a context in
which users are guaranteed to have a profile om ¢ratwvled OSNSs.

In a real context, only some of the searched us#érdhave profiles on both systems. This means,ttiate run the
algorithm on the OSNs used for the evaluation,dmarching for users who do not necessarily havacaount on the
crawled OSNSs, we are likely to obtain lower rechlibwever, false positives should not be increasethe fact that the
searched user might not have a profile on sombeottawled OSNs.

Another observation about the behavior of the atlgor is the influence of the number of crawled OShsits
performance. We observe that a large number oflech®@SNs could slightly reduce the precision of dtteibutes with
an associated low CF, since a greater number alasiprofilescan be available. However, while the CF of theiegtd
profile increases towards 1, the precision tendsctaverge to a maximum less than 1. This behavepedds on the
strictness of MatchScore calculation, which is #psdly designed to avoid false positives for hilgivels of CF, as may



be seen irFigure 8 andFigure 9. Clearly, the number of correct results also ddpeon the availability of the true
attributes among the crawled profiles. Broadenimg range of the crawled systems to include, fomgea, the most
popular social networks, increases the chanceathaist one of the crawled systems will have aowaat of the person
being searched for.

Changing some features of the crawled OSNs may affewt the performance of the algorithm. Consider,
example, how the attribute entry method (e.g.,Hest of options or free text) or the usage of thefifes (e.g., user data
sharing vs simple account) may affect the behasidhe user when they fill in their profile, conogérg their motivation
to provide true and precise data, and so on. Usiegics based on contextual frequencies aims taceethe variability
of performance due to differences like those mewtibabove.

Another important point to discuss concerns coimttady attributes between different profiles of imgte user.
Contradictory values can be seen as environmentataints that influence the performance of tlgo@thm and in
particular the recall values. To evaluate theiractpwe performed an analysis that will be descriipethe next section:
for each user in the Profilactic sample, we analyte attribute values within the profiles assaaatvith the user, we
then aggregated these data to calculate the ‘vability” of an attribute (based on the fact thatvalue is filled in and
consistent in the different user profiles). Thetfievability” represents an upper limit for the aflcvalue that we could
have obtained in the experimental evaluation ofalgerithm.

6.2 User attribute analysis

By analyzing the user attributes in the Profilacample, we discovered many contradictions betwhernvalues of
corresponding attributes in MySpace and Flickr itgsf There are three main causes of contradiataiges: accidental
errors, false or funny data (for examplty: “in the sky”) and obsolete data.

To estimate the percentage of attributes that niightecovered, given our dataset, we analyzedribfdgs: for each
user in the sample (identified by Profilactic plefj we searched for all null or contradictory iattites in the MySpace
and Flickr profile.

In Table 10 we report the results of the analysis: columnsislithe attributes considered, columrstbws the
percentage of attributes with values filled-in wittour sample of profiles, column shows the percentage of the
contradictory values for the same attribute on My&pand Flickr for a specific user (in Sec. 4.2 aalled these
variationseg). Finally, column 4 calculates the percentageiltefdrin attributes with no variations. This valugpresents
the percentagef retrievableattributes, namely those which may be retrievedhan best case. Thus, it expresses the
greatest possible recall in the experimental ev@naThis “retrievability” limit of each attributenay influence recall in
two ways: it may impact on the recall of the atitiitself but also on the recall of other attrédmutvhen this attribute is
used as input for the query.

The attribute with the highest percentage of vamiet is city (33.3%), since this attribute can d@nather frequently
and thus easily become obsolete, especially whers @se young. Besides city, attributes enterefdeasform text, such
as profession have a high chance to vary and thuesult in inconsistencies in different profil&en the full name,
which is presumably invariant, is affected by thisblem, since some users choose to use nicknanmawibtheir last
name.

Attribute Filled in (%) Variations (%)* (€) Retrievable (%)
Gender 99.3 2.3 97.0
Country 98.7 8.1 90.7
Age 95.0 4.6 90.7
City 94.0 33.3 62.7
Full name 85.3 141 73.3
Zodiac sign 80.0 N/A.** 80.0
Province 76.3 17.9 62.7
Hometown 71.3 15.4 60.3
Profession 69.3 255 51.7
Website 68.0 N/A** 68.0
Education 52.3 N/A** 52.3
Height 52.0 N/A.** 52.0
Religion 40.0 N/A.** 40.0

Table 10— Percentage of filled-in attributes in the sample profiles, of their variations € and of retrievable attributes.
(*)The percentage of variations is computed onstiraple of attributes whose value is filled in.
(**) N/A. Attribute present in only one of the OSNs

Finally, we remind the reader that, as explaine8en. 4.2.2, the frequency of variation of eachibatte €) is used to
assign the weight&/p andWn for positive matches and for non-matches betwéteibates according to formulas (6) and
(7) in Sec. 4.2.2.



7. RELATED WORKS

The CS-UDD algorithm is closely related to entitatohing, discussed in Sec. 2. However, other rebepics are
related to our project, such as data portabiliggrumodeling, user identity retrieval and user daggregation. They
define the context of application of the algorithm.

In recent decades, a dedicated data integratiomsind has worked on data portability and exchamsgaplifying the
access, search, movement and management of daiatobuted repositories. Standards such as ACBREssociation
for Cooperative Operations Research and Developmenx/FLP*® (Financial Information Exchange/ FIX Protocol
Limited), OFX** (Open Financial Exchange) and many others hava beed specifically to leverage data portability.
Since 2006, the rise of Web 2.0 and the Social Wab brought new types of Internet-based applicatitnown as
social applicationsThese applications enable people to maintainilpspfto interact with other users and to creat an
post content [46]. As in enterprise computing, @cstrequirement in Web 2.0 applications is to wallthe sharing,
synchronization, management and safe access tostiatad in scattered repositories. However, a wiffee from
enterprise environments is that the platform in \We® applications is the whole Internet. In thisnneontext, the
existing data portability solutions are not suffiti, since users need to access data easily. dherefew web data
portability solutions have been proposed. One efrttost relevant projects is Dataportabffitwhich originally aimed to
let users control their own data, shared in diffetaternet-based applications. More recently,dtganization has begun
to advocate open standard representation of datsak® web data portability more feasible. Thererammerous open
standards that work in this direction, such as dpe®Auth, microformats, FOAF, Activity Streams, RB, SIOC
(Semantically-Interlinked Online Communitie§KOS (Simple Knowledge Organization System)

OpenlID® is an identification protocol developed in therismif the Web 2.0, which provides authenticatioratiow
users to log on different services using the saigitatiidentity. It has been adopted by severaljaters, such as Yahoo,
AOL, Google, Microsoft, MySpace, Orange, and Frahiekcom.

OAuth’ is an open protocol that allows secure API autaion for data sharing across services. ThroughtiD a
user can authorize one service to access a limitbdet of user-related information maintained lotlagr service.

Microformat$® are a set of formats for representing data in XHTand embedding them directly within web pages.
These data can then be viewed by users in a huezatable form or used by Internet-based applicatwinish can
automatically recognize what type of informationhising provided, enabling efficient reuse of theéadd he latest
versions of browsers implement them and big pof&ls., Yahoo), search engines (e.g., Google) aboeitworks (e.g.,
MySpace) and blog communities (e.g., WordPressylaireg the same.

FOAF” is a machine-readable ontology describing pedbér activities (e.g., photos, calendars, webl@gs) their
relations to other people and objects. FOAF allslaring and using information about people andr theidivities to
transfer information between web sites, and alliwe be automatically extended, merged and re-osdide.

Activity Stream&’ is an open format for syndicating activities pemfed by users across social web applications
(e.g., updating their profile, adding photos, hugtevents, making new friends, etc.). It is adopgtgdmany social
systems such as MySpace, Windows Live, BBC, etc.

RDF&"! is a W3C recommendation for embedding RDF semmritito XHTML documents. It uses XHMTL
attributes to add semantic extensions and to spdwf URI reference to a data model. It allows hoivgible text and
links to become machine-readable, with the aimnafding data exchange between applications.

SIOC* is an ontology for expressing user-generated oonigth the aim of enabling the integration of owli
community information. It has been adopted by ssveommercial and open-source software applicatiand is often
used together with the FOAF ontology.

SKOS® is a data model for sharing and linking knowledgganization systems, such as thesauri and tax@sotii
provides a migration path for porting knowledgeasrigation systems to the Semantic Web. The ustanélards such as
SKOS can make it easier to share, exchange andratéedata coming from different systems, as in M@pho
framework [39]. In our approach, this could be us@f the phase of search and comparison betwesfilgs;, when the
crawled OSNs represent data using standards. It @lso be used in the last part of the procesenwiesults are
returned and used by different applications.

Other organizations promote standardization of rivee data. For example, OASfS(Organization for the
Advancement of Structured Information Standards) fw@moted many other standards, such as Contenadéanent
Interoperability Services (CMIS). CMIS is a startldnterface for accessing metadata and contenedstor both
enterprise- and Internet-based content managenystenss. In addition to the open standards discuabede, other
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initiatives and protocols, such as OpenSdti@pen Graptfand MySpacel® aim to allow portability of user profiles
across systems on the web.

With regard to standards and protocols for web gatdability, CS-UDD aims at working both when tbeawled
website supports such standards and when it ddeds@xplained in Sec. 4.1, when the web pagdaljism the profile
is annotated using a specific standard, the paesgisit the specifics of the standard to extrasriattributes.

Data portability and exchange is valuable in défgrareas and for different purposes. Specificallyyser modeling,
sharing user data is the basis of the so-calleds-system personalizatioAlready in 2001, Kobsa et al. [34] had
observed that adaptive systems could use crossmysersonalization to speed up the process of meeel creation.
This approach is also useful to users, as it méasavoid repeatinghe boring process of filling in similar forms for
different services [54]. Systems that exchange uia exchange can enrich their own profiles and earich
repositories of user profiles [27]. Berkovsky et[d] propose a framework to import and integraserudata from other
recommender systems. Even though there are senlesticles to user data integration, such as diffeepresentation
formats, different context of acquisition, privagsks, etc., user model mediation can be usefalfport personalization
services. A further problem for cross-system usedeling and cross-system personalization is usentification.
Sometimes, a specific solution has been proposeeabwith user identification; in other casesiifecation was not a
problem since the systems used a common identificaechanism. In [57], the issue of user iderdifizn is managed
by using OpenlD. In [43] user identification is arsd by making the user hold a passport with herdata, to be
provided to the personalization systems (s)heactsrwith. Other solutions, closer to our proposeich user features to
perform the identification, using interoperabilisyandards for describing the user [17], and ushegWeb Services
technology to obtain the user data [11].

All the solutions mentioned above require the syste join a framework or to support appropriatetpeols to allow
cross-system user identification. The approach mesent in this paper does not require the impleatiamt of specific
protocols or the provision of authentication d&@cause it can just use the public data availablthe web. From this
point of view, the work of Szomszor et al. [53]visry close to our project. They perform a cros&fohomy profiling
based on collecting all the tags used by a usetifferent social systems. For the automatic idé#tfon of users on
different systems, they used the Google Social BrAPI*® which includes a matching technique for crosdilimg
based on the user homepage. Our choice to used sseér attributes and not only the homepage hasaitm of also
identifying users who do not have a personal hogemes do not want to publicly display this informoat Moreover, in
our approach, user attributes are used not onlyder identification, but also for obtaining an aggated user profile.

An interesting project regarding the aggregatiomatia from social networks is SONAR [24], an APH fmthering
and sharing social network information. In partigult focuses on identifying and exploiting relaiships between
individuals, who may be linked in several ways, daample as co-authors of papers or file sharedsy blog comments,
etc. FindMeO#’ is another project where relationships betweensuaee found from different OSNs, based on user
activities on such systems. Started in 2006 andageg with time, FindMeOn is an advanced aggregatqrofiles
which allows users to manage and secure theiritienand exploits all these pieces of informatitrout user profiles to
find relationships between them.

On the web, several other user data aggregatas €alled identity aggregators) are available. Teey aggregate
user profile data and also streaming data, suchmessages, contacts, photos, etc., from OSNs timiost data
portability protocols. MeeVf, Vinehuli! and Flavors.mé&” are examples of services that aggregate updates deer
accounts and display them in a single web interfReefilactic is another user data aggregator otie we used for the
experimental evaluation. All of these services megjusers to create a new account on the aggregatbto authenticate
to the OSNs where they have an account, to allevaggregator to access them.

While aggregators and user data portability prawedow access to the public and private inforomaif a specific
user who has an account on the aggregator anchen ©SNs, people search engines on the web typicsdl public data
to find users and information about them. Examptdspeople search engines are yoN&mavink* Pipl®,
Snitch.Namé&, 123peopl¥ and Foloweff. They typically require as input the user name lastiname. Some of them,
as Wink and Pipl, also allow other data to be eutdor the query, such as the gender and couritnjlas to CS-UDD.
Most of the search engines currently availabled@signed to be used by persons, leaving them tgejtltk precision of
the retrieval. Conversely, the CS-UDD algorithnmdesigned to be implemented as a service to beeglibyi systems,
though this does not exclude the possibility of lengenting it as a service for users too. Typicalrsle engines do not
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compare the information on the profiles they re®ieThey do not try to discover the linked profitdsa user on different
OSNs or to aggregate the information retrieved fearoh OSNs. They leave this task to the user. Tihed, output is
quite different from that of CS-UDD. They typicaltgturn all the profiles they find, aggregatingrthey the kind of
OSN or ordering them according to the rank theyigehe retrieval process. In contrast, CS-UDD mesuattributes
retrieved by matching and aggregating profile datalifferent OSNs and estimating a Certainty Faftitoeach one.
These differences are highlighted Table 11, which compares the main people search enginesrenS-UDD

prototype. The features used to describe the &relsthe search coverage, namely the number of @8N ®ther social
systems crawled to retrieve information; the atitéls available as input for the search and theufesitof the returned
output. This last set of columns is the most raiéva show the differences. It is split in threatfges: the kind of

ranking, the grouping of profiles, if any, and tiggregation of user attributes (the labels of femtare explained below
the table).

EEERPI(EE Coverage Attributes used as input Output
ENGINE (sources)
Full . Ema . Age/ i Profile Automatic mergin
Name = Vickname | T Location Ge?\der Ranking" grouping” of attributesTce ’
yoName 28 Yes Yes Yes No No oL No No
Snitch.Name 39 Yes Yes No No No oL No No
Wink 9 Yes Yes No Yes Yes oL No No
123people 21 Yes No No Yes No OLC No No
Pipl 28 Yes Yes Yes Yes No oL PG No
Zabasearch Not specified Yes No No Yes No oL PG No
Peekyou Not specified Yes Yes No Yes No oL PG No
Peoplesmart Not specified Yes No No Yes No oL PG No
Reunion.com Not specified Yes No No Yes Yes oL No No
CS-UDD 5 Yes Yes No Yes Yes OL+Score PL Yes

) Table 11— Comparison of CS-UDD with popular people search engines.
' CS-UDD is not a running service. It is a prototypglementation of the algorithm, with just a basit of parsers.

I OL= ordered list, grouped for OSN, LC=ordered kigbuped for OSN and content, OL+Score=orderedtisuped for OSN plus a
_ranking score.

" PG= profile grouping (profiles are grouped byrsidaattributes; this allows users to refine thede) PL=profile linking (profiles
~ are linked by shared attributes; it is used bysiéwrch engine to automatically refine the search).
Vv Attribute merging: automatic aggregation of atttésifrom linked profiles.

There are several cases where the implementatiameofCS-UDD algorithm can be valuable. Let us adersithe
following examples.

(i) Applications that offer personalized serviceach as recommender systems, need user data tm@istotheir
task. Examples of recommender systems are e-coramsgstems (Amazd¥), navigation support systems (Peach [36],
iCITY [9]), interactive TV systems (TiV8, WinTV>%), movie systems (MovieLerf3, etc.

(i) Social bookmarking systems such as DelictduBigg™, etc. may benefit from CS-UDD since, knowing user
data of people who bookmarked a resource wouldykdran interesting opportunity: matching the daftéthe user who
searches with the data of users who bookmarkedébkatirce, to improve the rank of returned results

(iii) An advertising system typically inserts adgdonsidering the average target of the channegnam or web site,
or else it personalizes ads by considering theastihe user performed (e.g., page views, searphdids). However,
knowing more data about the recipient of the adsement would make advertising more effective amanany cases, a
useful service.

(iv) Systems, in specific domains, that supportdatrtability protocols may also implement CS-UDDacquire
data already entered by the user on specific seg&ems that do no implement such protocols.

(v) Our last example of possible exploitation af gigorithm concerns a service targeted to humarsubslowadays,
user data are shared across vast repositorieg iwah and it is quite hard for a user to managecantrol them. Often
people create public accounts on social systengsthem for some time and then forget them. CS-URD thus be

implemented as an identity search engine, or aneggtpr, that allows users to retrieve their putlita, to control and
eventually hide, update or delete them.

Related to the subject of the last paragraph, waataignore the problem of privacy. This issue idely debated in
the literature on data portability, since the udata exchanged between systems may be personailsar&l may want
their data to be protected from other systems. iBsudsed in the first part of this section, thedpattability project is
particularly sensitive to this issue. Several stadd have been deployed to this purpose (OAuthexample, is widely
adopted by social systems) and several projectsh sis FindMeOn, mentioned above, face the issugrafile
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syndication and authorization of data expositioore@over policies have been defined that ensuresttaditive data are
not shared with other applications [59].

A concern in entity matching is the possibility égploit these techniques for information leakagg, [82]. When
public user data are collected, the issue of pyivaeems less critical. However, the studies meaticebove and many
others show that privacy problems could be relatetie fact that aggregating scattered user da@uges a new profile
which is more complete than the starting ones,tarsdricher profile may allow the inference of neser data that was
not originally made public. These new data couldrelve used for illegal actions. A good practiceifigplementing CS-
UDD would be to let systems use the inferred datd,always allow users to view the inferred pedijland possibly
manage them, as in the philosophy of user modetauitity [33]. Notice moreover that, to comply tviprivacy policies,
CS-UDD should be implemented as a real-time sesechice that does not store any user data and atitosystems
using it should ask for their users’ consent.

8. CONCLUSION

In the social web, people use social systems feersé purposes: for sharing videos and photos, comcating with
friends, sharing opinions, for voting, tagging,.€dn these systems, people have different accamtglifferent profiles.
User data sharing, exchange and discovery has gnovimportance, and several tools for user dataexggion and
people search have been developed and protocolst@mdiards for data portability have been defined.

In this paper we presented an approach and anitaigofor retrieving and aggregating data about sisier addition
to, or as an integration of, data portability poatis.

The algorithm is designed to crawl OSNSs, identi§gns on these systems, correlate the retrievedgxoggregate
the retrieved data and deliver the user data ted¢hecher. To estimate the likelihood that two ifgsfbelong to the same
user, given a set of shared attributes, we defmedmber of measures and we use them in the dlgotd weight the
contribution of each shared or non-shared attribute

A contribution of CS-UDD to the field of entity n@hting and user identification is that metrics foking profiles are
built by using context information concerning thrawled social system. This makes the metrics usabkocial systems
with different features (e.g., different policiesr fnickname composition, different cultures and eagpatterns, etc.).
Another relevant feature that distinguishes CS-Uiidn competing approaches is that its main objecisvto discover
new user attributes. With the heuristic rules memd above, CS-UDD estimates the value of attrhafehe searched
user, even when the user is not identified withaiety.

The algorithm has been designed to be implememtes sSearch engine queried by systems, for exangaptiae
systems that require user data for profiling thusiers. The algorithm could also be implemented s&réce for human
users. In this case, the searcher would be a Useiisnooking for the profile of another user orondueries the engine to
monitor her or his data scattered on the web dligcover double identities on the web. In the paperassumed that the
searcher is a system, rather than a uBawacy is an important issue and we discussedttifie above. Here we just
remark that CS-UDD should be implemented as athea-search service that does not store any ugder 8gstems
using CS-UDD should ask for their users’ consent.

As future work, we plan to improve the search bieeding it to attributes with open fields and withages. These
require, respectively, text mining and pattern rhisig techniques to analyze and compare these néavwith the
attributes in other profiles. We also plan to inmpént CS-UDD as a web service that supports useelimggdfor adaptive
systems. First, we would like to experiment witloiit the adaptive systems we developed in the pash as UbiquiTO
[14], iCITY [9] and WantEat [15], with the goal speeding up user modeling and reducing the coltl gtablem that
affects personalization.
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