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Abstract—Clear evidence indicates the existence of compro- long-lived (e.g., transmitting at leash® packets, which would
mised routers in ISP and enterprise networks. Fault localization hinder agile load-balancing and traffic engineering) [127].
(FL) protocols enable a network to localize specific links of tpege fundamental limitations exist in traditional networ
compromised routers sabotaging network data delivery and are . . .
recognized as an essential means to enhancing network ava”ab”_lnfrastructure due to the lack aiy tryst relatlonshlpsamo.ng
ity in the face of targeted attacks. However, theoretically prova nhodes. Hence, a source node needirectly check or monitor
lower bounds have shown that secure FL protocols in theurrent  all intermediate routers (thus sharing secret keys and)sitat
network infrastructure inevitably incur prohibitive overhead. We  the routing path to ensure the routers behave correctly.

observe the current limits are due to alack of trust relationships Furthermore, in existing secure FL protocols, a node
among network nodes. We demonstrate that we can achieve much hich detect faulty linki | o f )
higher FL efficiency by leveraging trusted computing technology whic e_ €cts a Taulty link can only remov . rom n's )
to design atrusted network-layer architecture, TrueNet, with 10cal routing table but cannot share the detection result with

a small Trusted Computing Base (TCB). We intendTrueNet other nodes, otherwise a potentially maliciousmake false
to serve as a case study that demonstrates trusted computirsy’ accusation of other benign linkslander attacks). This re-
ability Ln yleldlnlgdtan_glble and measurable benefits for secure ;.45 thenetwork-widedetection/failure recovery process, and
network protocol designs. causes inconsistent routing tables at different nodedtyfau
I. INTRODUCTION links excluded.from the.routing tab_les of some bpt not all
] ) ~ nodes). Inconsistent routing tables violate the requirgmef
ISP and enterprise networks demand reliable data delivl¥tain routing protocols such as link-state routing. Thek!
to support performance-critical services, thus requirthg f tryst among network nodes also inhibits the global styarin
data plane to correctly forward packets along routing paths |ocal detection result.
However, real-world incidents [2], [4], [6], [23], [28], [42]  |n |ight of the secure FL limitations in current network
reveql the existence of cqmprom|sed routers.m ISP_and §Rfrastructures, we explore how trusted computing tecbml
terprise networks sabotaging network data delivery. AlS®& can enable a network architecture with intringiwst of
2010 worldwide security survey [1], 61% network operatorgyrrect data deliveryamong nodes with fundamentally better
ranked infrastructure outages due to misconfigured netwqskiformance than the proven boundaries [12] in a traditiona
equipment such as routers as the No. 2 security thF@allt network architecture. Our key insight is thegmote code
Iocal!zat|or_1(FL),wh|ch identifiesfaulty linksof compromised attestation provided by trusted computing enables a node
or misconfigured routers that suppress or forge packetsg@luriy verify if a remote communicating node runs a trusted
forwarding, is recognized as a key building block for achigv (o expected) version of software/protocol via authemida
reliable data delivery [7], [9], [10], [12], [24], [30], [34[35], “code measurementslsolation further ensures that critical
[47]: by removing the identified faulty links from the netior coge execution and data are isolated from all other code
end-to-end communication carries on via non-faulty paths. 3,4 devices on the local system. Jointly, these properties
Barak et al. recently proved the lower bound overhead gfoyide transitivity of verification , i.e.: if A verifies B's
secure FL protocols in theurrent network infrastructure [12], sode integrity (via attestation and isolation) arf@ verifies
which is impractical for large-scale ISP/enterprise/datder ¢ then A believes inC’s code integrity as well without
networks. Specifically, the lower bound states that a routggeding to verifyC’s code integrity, becausel knows B'’s
mustshare some secret (e.g., cryptographic keys) with eaghde has correctly verified”. Transitivity of verification,
source sending traffic traversing that router, making the k@hen applied to secure network protocol designs, enables
of end nodesin addition, secure FL protocols run at the;_nop neighborsbuilding achain of verification over theend-
granularity of entire end-to-end paths, requiring eaclerint to_end path with reduced overhead, i.e., only requiriper-
. . router. In short, transitivity of verification eliminatelset need
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of computer networks. Although several researchers pwpdsaming attacks) that invalidate the previously provenfqer
Trusted Platform Module (TPM)-based protocols for secumance boundaries in traditional networks [12}ueNet still

ing general distributed systems (e.g., BIND [39]) and sperovides benefits for partial adoption, enabling increraknt
cific network applications (e.g., Not-a-Bot [22]), fundamed deployment, and can be deployed in inter-domain settings
challenges render these approaches ineffective in secunmith the recently proposed SCION architecture [46]. Fipall
data delivery at the network layer: (i) existing approachéBueNet explores the role trusted computing might play in
cannot “attest” raw command-line configuration for whiclsecuring network protocols, shows the possibility of using
an expected “measurement” for remote attestation is hardttosted computing to break traditional performance botieda
define, (ii) the extensive network stack would swell the siz&nd could spark future research.

of the Trusted Computing Base (TCB) and it is challenging

to abstract a small-sized, invariant “critical code”, afitj & Il. PROBLEM STATEMENT

large ISP network can contain different routing instancéd w  \We study thenetwork layerfor an ISP, enterprise, or dat-
different implementation versions [29], which obstrutts ise acenter network under a single administrative domain, her
of a consistent “code measurement” for attestation. an administrator exists for configuring network nodes when
The TrueNet design answers these challenges of applyiritecessary (e.g., installing public keys on the nodes, ¥ie).
trusted computing. Instead of strictly attesting ieenanticof consider a router-level topology, whereaderefers to a router
the huge, intertwined network stack itsélf;ucNet attests the and particularly asource(destination refers to a source (sink)
behaviorof the network stack, i.e., whether it has successfullputer. We denote the monitoring module at a routeras
delivered the data or not. On one hand, the success of diltsl 4 and a link between routerd and B asl4p. TrueNet
delivery guarantees thail of the network-layer componentsaims to achieve secure FL as follows.
have worked correctly, regardless of their implementation Definition 1: We denote by = {53319,55;3} the number
variations. On the other hand, #ny of the network-layer of original packets dropped and misrouteijﬁgg),andthe num-
components misbehaves, failures will arise in data deliveper of packets injected, modified, and reorderé@B() oniag.
by which the faulty link(s) can be detected. CorrespondinglA link i 4 5 is faulty if 645 is larger than a certairaccusation
our approach inTrueNet is to monitor 1-hop data delivery threshold{T¢, T/} set by the network administrator, i.e.:
behavior (behavior of the network-layer protocol stackjhwi
a smallmonitoring module as the critical code at each hop, 04 >T% or &, >1S (1)
and attest, isolate, and protect only the particular moinigo
module with trusted _cpmputmg. ThuSrueNet requires only ex)ath p, 04p can be accurately learned for each lidkps in
a small amount of critical code (the small monitoring modul : . e .
. . . . Per-packet FL is achieved iffgiven the routing pathy the
as the TCB. Such a small TCB size (i) supports d|ffere|$t. Lo . : ; .
. ) ; ailure of delivering a single packet ip can be immediately
network stack implementations and flexible protocol umatqocalized 10 a specific link ip
(i) makes the attestation of the small critical code effitie '

and (iii) enables applying formal analysis [17] on the smaftdversary Model. We follow the trusted com.puting literature
critical code to ensure the TCB is indeed trustworthy. and assume the adversary can compromise the router OS,

install malware on the routers, and launch remote software-

Tthets(;nall t-r:CB Ion e;\jacl‘l“ntlﬁNethrogte: forms aloglca(lj based attacks; but the adversary cannot compromise hard-
protected pathoveriayed on the physical machines and af, o manipulate the physical network infrastructurer;, no

ulntrusteﬂ nhet(\;vcirk dSt?Ck bgtween.ta sgurc% and dejt'rft'agfeat trusted computing primitives (code attestation ianel
along which data delivery 1S monitored and ensured. Slgtion). Such a remote attacker model is consistent with rea

res?JIt,TYueNgthaLchlevte? efficient Flt‘ \f/wth;mal! r/oute; ?tatg world router-based attacks. For example, most documented
(only per-neighbor state), support faynamic/short-live router compromises in ISP and enterprise networks are due

paths (po requirements on.the minimum nl_meer of paCkeﬁa phishing [4] and remote exploitation of router software
transmitted along a path since monitoring is performed only\inerabilities [2], [6] and weak passwords [23] by remote
betyv een ne ighbors), arglobal sharing of detection results hackers [42]. In ’addition, a majority of network operators
wh|lg eliminating slander attacks. .AS a proof of cpqcepFn a recent security survey [1] listaduter misconfiguration

we implement .dFmeNet prototype in Linux using existing which also falls under our software-based attack modelpas a
trusted computmg_ technology and a TPM.’ and qemonsmﬂtﬁportant cause of outages; and documented router software
that. TrueNet prowdes h'.gh throughput while achieving themisconfiguration has led to network partitioning [28]. Hina
desired security properties. We also Iaunch_real trf"‘ced:)aséoftware—based attacks are usually more stealthy and-large
mefa\surements o ShO.W that the router stat@ineNet is up scale than hardware-based attacks, since a hardware-based
to five orders of magnitude less than related work [12], [47]attacker usually needs physical proximity to targeted et
Contributions. We design, implement, and evaludteneNet, and will likely leave physical evidence, making the attaakren
which, assuming trusted hardware, achieves secure FL wathditable and less scalable.

properties (i.e., per-neighbor router state, dynamic aib- The adversary controls multiple malicious routers which
port, and global sharing of FL results while avoiding slangte can drop, modify, inject, reorder, and misroute packets on

Definition 2: Aggregate FL is achieved iffgiven a routing



links incident to malicious nodes in control. Furthermore, IV. DESIGNBUILDING BLOCKS
the adversary can launctollusion attacks where multiple  Remote attestation, isolation, and sealed storage are the

maI.icio.us_ routers can coo.rdinate and conspire to evade ﬁbh-level primitives that trusted computing offers pértag
or incriminate a benign link. However, the adversary hag o r purpose of securing network data delivery.

polynomially bounded computational power and cannot breaflr(usted computing primitives. By remotely attestinga se-

cryptographic primitives. lected piece of “critical code”, a nod€ can verify if a remote
Scope. TrueNet focuses on achieving secure FL againgiodeY is executing the expected, correct version of the critical
malicious routers. We do not consider control-plane oringut code. In conjunction withisolation, attestation can ensure
attacks and endhost- or source-based attacks such as QR& the execution of the critical code occurs untampered
while TrueNet complements existing secure routing [15]py any potentially present malicious code including the OS.
[16], [20] or DoS prevention schemes [43], [45]. In additiongpecifically, with attestation of the 1-hop monitoring mbu
TrueNet aims to demonstrate via secure FL the fundamentgd the critical code ifrueNet, a nodeX can convince another
benefits trusted computing offers to secure network prd$oconode v that X is indeed executing the correct monitoring
and we anticipate future work will utilize trusted compgfit® module in an isolated fashion. Furthermore, sealed storage
solve other network security problems including DoS atsack pinds a piece of sensitive data to a particular piece of sofw
ensuring that only the software that originally sealed tatad
accesses it. IMTrueNet, sealed storage can seal a monitoring
module’s secret keys so that only tt@memonitoring module
can access the secrets.

_We further_ elaborate on t_he fundgmen_tal challenges "NThese trusted computing primitives have been widely de-
dlre_ctly a_lpplymg code attestation and isolation to seaata ployed on commodity computers [21], [25]. In the remainder
delivery in large-scale networks. of the paper, we first use these trusted computing primitives
Large protocol stack. The network layer contains numerougonceptuallyfor presenting theTrueNet protocol. Then we
interacting software components, i.e., (i) topology di&9y, dejineate and implement @rueNet router architecture in-

(i) path selection_ from the t(_)pology, (iii_) converting fg  corporating the trusted computing primitives in Sections X
tables to forwarding tables, (iv) forwarding table look&tc. 5nd x|

The incorrect operation ofiny of these components will
hamper the correctness of the eventual network data dye:hved:an be used to set upecure channeland transitivity of

tf:erekfore, Iztralght.forwird tatte?tatlon fotL the egtlre fchOt mfonitoring resultsas the security properties leveraged by
stack would require attesting tens of thousands of lines of =\ i ¢, efficiently achieving FL.
il

code. For example, the IPv4 subsystem in the Linux 2.6. h The ab d . N
kernel contains more than 66K lines of code, and the IPeadla Secure channelThe above trusted computing primitives

elements in the Click modular router [27] contain more tha‘ﬁnable a monitoring module MMto generate and convey its

15K lines of code. This swells the TCB size and thus broadeplgbIiC key to a remqte MM [33], based on which MM .
the surface for potential vulnerabilities. and MMg can establish a shared secret key. By performing

. . ) . cryptographic operations using the secret kayaledand only
Diverse implementations and complex dependenciesn  nown by the trusted monitoring modules at network routers,
practice, there can be many co-existing protocol implemeg-compromised router OS or malware cannot impersonate the
ta'qons and instances [29] within the same Igrge ISP or entﬁﬁonitoring module by forging signatures or performing en-
prise network. Furthermore, due to the intrinsic and obsCUy ntion/decryption based on those sealed keys. This duaild

interactions between network-layer components, it is Ijighsecyre communication channel among the monitoring modules
challenging to distill an invariant, small, infrequentipdated 5; gifferent routers.

critical code as TCB to be attested.

[1l. FUNDAMENTAL CHALLENGES

Security properties. Remote attestation and sealed storage

2) Transitivity of monitoring resultsEnd-to-end monitoring
Securing raw user input/configuration. In addition to the can now be achieved via a chain of 1-hop monitoring between
network protocol stack, data delivery also depends on hum@gery two adjacent neighbors while eliminating slander and
command-line input and configuration. Unfortunately, uspllusion attacks. This is because if a node verifies via
configurations are hard to attest due to the flexibility of theode attestation that its neighbdt is executing the correct
configuration language, but can be utilized by the attackeffonitoring module MM-, X knows that the monitoring re-
to launch attacks to sabotage data delivery. Since theriurrgy|ts reported by MM are correct, and that MMis correctly

Cisco 10S provides rich command-line interfaces to drop amflonitoringY’s neighbor, which recursively ensures the entire
alter packets, an attacker can cause damage without e¥@@-to-end path is being correctly monitored.

modifying the network stack.

Hence in this paper, we strive to address these challenges by
ascertaininghe minimal, invariant critical code for securing We give an overview ofl'rueNet with Figure 1 as an exam-
network data-plane packet deliverglong with its minimal ple topology. The shaded areas denote the monitoring medule
configuration parameters. isolated and protected by trusted computing at each roatér a

V. TRUENET OVERVIEW



logical protected path Figure 1, if the malicious OS or a malware in routecorrupts

5 1 A | B 1 ¢ | D or drops the packet before it reaches MMhen the footprint
MM | | FMM..AI I iMM.BI ' iMMpl MM that packet leaves at MMwill differ from that at MMg, thus
i causing linkig 4 to be detected as we show shortly.

e (1 N |l O | a1 B el O 1 Small TCB. The TCB in TrueNet only includes the trusted
computing primitives and the protected MM. Due to the

challenges outlined in Section Ill, it is impractical to inde
the entire network stack and NIC in the TCB or for code
Fig. 1. An example topology to illustrate the operationTfueNet. The —attestation. Due to those challenges, @a@notsimply use

solid line represents the logical protected path_ of packegdemented by the gttestation to determine if the local OS or NIC is compromhise
secure channels between the trusted monitoring modules. and stop any malicious system.

TrueNet FL phases.From a high level,TrueNet consists

thus reside in the TCBA router's network stack (including ©f setup, 1-hop monitoring, and global accusation phases as
the OS, network interfaces, and other related programs) $&etched below.
untrusted 1) Setup:During protocol setup, an administration entity of
The logical protected path. In TrueNet, each packet is the network installs a public/private key pair, a public key
supposedo pass through the monitoring module Mt each Kogmin Of the adm|n|str§t|on entity, and a nqghbor list to
hop i. The MMs on the logical path are protected by truste@®Ch node. Every two neighbors and B establish a shared
computing mechanisms and are thus trusted. The dashed ff&"et keyK 4z, which is used to authenticate the messages
in Figure 1 depicts thactual packet path comprising the €xchanged between MMand MMg in the logical protected
physical machines and network stack, originated from ndePath. The administration entity signs the nelgh?or lisnglo
and destined td. In contrast, thesecure channelsetween With @ version number using its private key,,,,;,. The
adjacent trusted monitoring modules along the actual gack@de private key, MAC key and’4 5 are sealed by and only
path form alogical protected pathoverlayed on the untrusted@ccessible to the local monitoring module.
network stack. Every two neighboring MMand MMg on the 2) 1-hop monitoring:To implement the secure channel be-
logical protected path share a secret k€y that is sealed by tween neighboring MMs in the logical path, a MMcomputes
and only accessible to the same MMr MM z. Nodes (i.e., a Message Authentication Code (MAC) for each packet sent
monitoring modules) in the logical protected path can thus the next-hop MM in the logical protected path using
communicate withsecrecyand authenticityusing the shared K 4. By verifying the MAC, MM can be convinced that its
and sealed secret keys, and the untrusted network stacktcamegighbor A is running the correct monitoring modutgher-
inject or forge authenticated messages in the logical prede wise K 45 cannot be retrieved for authentic MAC generation
path. Nodes in the logical protected path can also attestSmmilarly, by authenticating the footprint reports, a nad@ be
each other that the MMs are indeed intact and trusted.  convinced that its neighbors are telling the correct fdatpr
The formation of this logical protected path requires onlgind having correctly monitored their neighbors in the logical
per-neighborkey storage yet greatly facilitates secure Flprotected pathptherwise the sealed key cannot be retrieved
Specifically, each MM maintains a local data structure (e.g., for authenticating the reportsThis chain of 1-hop monitoring
counter) to reflect the reception of each packet as the “packasures all links in a logical protected path have been ctiyre
footprint”. In this way, each packet should leave a certamonitored.
footprint at each hop’s monitoring moduléf the packet is  TrueNet provides two types of 1-hop monitoring primitives
successfully delivered along the logical protected patitet in the monitoring modules, namelyer-packet monitoringind
by comparing the packet footprints left at every two neigisboaggregate monitorindor achieving per-packet FL and aggre-
MM, and MMg in the logical protected path, it eithergate FL, respectively. These two monitoring approachesrdif
confirms that the packets have been successfully delivéfredi the footprint data structure and how frequently footfsrin
the footprints match) or some problem occurs between MMare compared between neighbors. In per-packet monitoring,
and MM (if the footprints do not match). The secrecy and monitoring module MM maintains an identifier (e.g., a
authenticity properties of the logical protected path emsbat sequence number) for each received packet with a correct
the footprints reported by each MMvill not be forged or MAC computed by MM, and sends back an acknowledgment
injected by a malicious network stack or malware. (ACK) to MM 4 for each received packet from MMimmedi-
Localizing a faulty link. Note thatTrueNet detects a faulty ately. In aggregate monitoring in contrast, MMncrements a
link between two adjacent MMs, instead of a specific maleounterif a packet received from the neighbor MjMcontains
cious router. In this way, MMs do not rely on the untrusted correct MAC computed by MM. Then MMg exchanges
network stack or NIC to correctly deliver packets to the MMghe counters with its neighbor across the logical protected
if the NIC or network stack of a routel/ drops or modifies pathsperiodically. Hence, aggregate monitoring reduces the
packets before sending to Miyl faults will be localized communication overhead and tell®w manypackets have
between MM, and its neighboring MMs. For example inbeen dropped or corrupted between every two neighbors in the

actual packet path



logical protected paths, while per-packet monitoring jes will be protected by per-packet monitoring as we describe
more fine-grained and immediate information abaewtich below. The MMs run at routers are responsible for verifying
packetshave been corrupted between two neighbors in thiee authenticity of these updates messages u$ing....
logical protected paths, enabling instéailure recovery(e.g., The neighboring nodes and j can periodically update their
by immediately retransmitting the corrupted packets atitte shared secret key;;. However, this paper omits the details
work layeron a per-link basis). In both monitoring approache&f handling these updates due to space limitation.

MMs add additionalper-neighborsequence numbers for the

data packets, which are used to prevent replay and reogderin VIl TrUBNET LHOP MFDN'TOR'NG )
attacks and identify dropped packets. Given an end-to-end communication pathl-hop monitor-

ing in TrueNet ensures that the data sent by the source will
asks for the footprint reports from each neighbor MMo be correct!y delivered to the Qestlnatlon alqmgothermsg a
faulty link in p that tampers with correct data delivery will be
learn 6 45. If MM 4 observes an abnormally large g on 4
. : . localized and accused. Thus, we assume the source node can
a link I4p in the logical protected path, MM sends out . . .
. . . : learn pathp (e.g., from link-state routing, source routing, or
an accusation message to its 1-hop neighbors in the logica . . )
: . recent centralized routing protocols like 4D [20], SANE]16
protected path which can verify and accept the message base C .
. o . .~ 0r ETHANE [15]), which is a common requirement for all
on authentic MACs. Similarly, the neighbors of MMin o . .
: . . existing secure FL schemes. We first detail each of per-
the logical protected path further tell their neighbors w@tho o . :
. . . . acket and aggregate monitoring, and then discuss thegeusa
the accusation. This process recursively achieves ne{woscenarios in Section VII-C
wide trustworthy broadcastingSection VIII). Henceall the '

network nodes remove faulty links from their routing tableé. Per-packet Monitoring
upon identification. Such consistency of routing tableshier We use Figure 1 as an example to illustrdteieNet per-
accelerates network-wide failure recovery, enabling @ af packet monitoring. Table | shows the interactions between
link-state routing which remains the de facto routing peolo the sources and the first hop routed for transmitting and
for contemporary intra-domain networks. protecting a single packet. Subsequent routers in patfill
Small router state and support for dynamic paths.Note that perform identical operations as routdr
in any phase, attgstation and authentication are only me‘d Packet generation.Upon receiving a packet: with path p
between two neighbors; thus each node only maintpts ¢ mpedded from the network stack (©Sf the sourceS, the
nelghborgtate. Such 1-hop operatlo_r_ws z_ilso eliminate the negdsted monitoring module MM wraps the packet intoV g
for Iong—llved_ and stgble path§, facilitating load balaggci with a per-neighborsequence numbeXN$, for the next-hop
The following sections detail each phaseTafieNet. router A, and a MAC computed ovem and N5, with the
secret keyK s 4 shared between MMand MM, (Table | S2).
Meanwhile, routerA maintains a per-link sequence number
In the setup phase, a local network administrator remaing!, remembering the last sequence number for the packets
responsible for setting up and updating a router with appreent fromS to A. Note that only one MAC for the next hop
priate cryptographic keys and its neighbor list as follows. is attached (as opposed to attaching one MAC for each router
Day Zero setup. The first time a routei physically joins a in the path), because the transitivity of verification pced
network, the network administrator (i) launches a monitgri by trusted computing enables the chaining of trusted 1-hop
module MM, on routeri and ensures that MMis securely Verifications to achieve end-to-end guarantees.
loaded and protected by the trusted computing primitives onAs it transmits the packet, MM starts a timer, expecting to
routeri. (ii) The administrator installs a public kel 4., r€ceive an ACK from the next-hop receiver MMwithin the
of the administration entity of the network into MMand allocated time, allowing MM to determine whether MM
ensures that MMhas correctly loaded and protect&l .., successfully received the packet. For this purpa¥g, is
for verifying future messages from the administrator) (fihe temporarily stored as the packet identifier until the timer
administrator creates and installs a public/private kejr p@xpires (Table | S3). MM then incrementsV5, for the next
K;/K;* and a neighbor list NLfor router i, along with a packet to be sent to prevent packet replay and reordering
version number and a signature created using its private kjacks (Table | S4), and sendgs back to OS, which in
K} . . The private keyk; ' is sealed and only accesible taurn forwardsMs to router A.
MM;. (iv) Each routeri exchanges a secret key;; with each Packet reception. Each received packet is expected to be
of its neighbors;j using their public/private key pairs [33K;; passed through the monitoring module at each hop. At
is sealed and only accessible to Mnd MM;, and is used router A, MM 4 first validates the received packdils via
for constructing the secure channel between Mivid MM;. val i dat ePkt (Table I A2), which includes checking the
Incremental updates. After Day Zero setup, the administra-s€quence number, the next hop, and the MAC as follows:
tion entity uses the public ke¥ .4 t0 authenticate all its 1) val i dat ePkt first checks if the per-neighbor sequence
update messages to the routers (e.g., when updatingoNL numberNgA contained inM g matches the locally stored per-
K;). These control messages from the administration entitgighbor N4, value. If the values differ, indicating a replay,

3) Global accusationA monitoring module MM, constantly

VI. TRUENET SETUP



Source Router A

S1) 0% — MMg: packetm

S2) MMs genPkt: Mg «— m, NS4, [m||S||NSAl kg4

S3) MM s awai t ACK: store N5 ,, start timer

S4) MMgincrSN:. N5, — N§, +1

s5) MMs — OSs:  Ms Ms Ay 0S4 — MMA Mg
A2) MM 4 val i dat ePkt : if Mg invalid, accusd s 4
A3) MM 4 genACK:  ackas — A, N&4, [AlING4] ke 4
A4) MM 4 incrSN. N4, « N5,

SG) 0% — MMg: ackas aik:AS A5) MM 4 — OSj4: ackas

S7)  MMg veri f yACK: if ackag invalid, accusd s a AB) MM 4 updat ePkt : My — m, Nag, Im||Al|NAgIK 4 5
A7) MM 4 awai t ACK: store N4 5, start timer
A8) MM4 incrSN.  Nig «— Nigp +1
A9) MM 4 — OSj4: M, — further sent to routeB

TABLE |

TRUENET PER-PACKET MONITORING. SHADED INSTRUCTIONS ARE FUNCTIONS OF THE MONITORING MODULEBMM ; WHICH IS IN THE TCB. [m]x
DENOTES AMESSAGEAUTHENTICATION CODE (MAC) COMPUTED OVERmM USING THE SYMMETRIC KEY K.

re-ordering, or packet injectionjal i dat ePkt terminates for instant failure recoveryor globally accuseés 4 for failing
(skipping the following checks) and returns “invalid”. to deliver any of ther + 1 packets corresponding v, via

2) val i dat ePkt then retrieves the next hop from pah trustworthy broadcasting. The number of re-transmissioiss
embedded inM s, and checks if the local routet is indeed introduced and set to tolerate spontaneous packet loss. E.g
the next hop inp for the current communication flow. Anassuming an upper bound (probability) of packet loss rate
inconsistency indicates the previous router’'s OS used agvroand an upper boundof allowed false positive rate, we should
interface (packet misrouted), avdhl i dat ePkt terminates Setr = 11%; -1

returning “invalid”. Optimization. Similar to the TCP acknowledgement mech-
3) val i dat ePkt finally checks the MAC inMg, and anism, a sender MM can send data packatgnchronously
returns “invalid” if the MAC is incorrect. to the ACKs within a certairsliding windowof w packets,

If val i dat ePkt outputs “valid”, MM, generates an ACK before .the ACKs fc_>r previous packets haye been received.
including N4, as the packet identifier with a MAC (Table 1Accordingly, a receiver node can seode singleACK for
A3), which MMs awaits. MM, then increments the local all the w pa_ckets in the previous sliding window to reduce
per-neighbor sequence numb¥t!, (Table | A4) to prevent Communication overhead.
packet replay and reordering attacks.vil i dat ePkt re- B. Aggregate Monitoring

turns “invalid’, MM, believes that forwarding misbehavior |, aggregate monitoring, packet forwarding at each hop
occurs between MM and MM, (denoted bylss). MM s divided into consecutivenonitoring intervals, which are
generates an accusation if the failure rate remains high Witsynchronousamong network nodes. A monitoring interval
efficient trustworthy broadcasting (Section VIII), or s&#8 from A to B refers to the aggregate monitoring for packets
MM in the ACK for instant failure recovery as we shoWsent fromA to B in that interval.

shortly. Different from per-packet monitoring where Mistarts a
Packet forwarding. If the packet validation succeeds, the origtimer and expects aimmediateACK from MM 4 for each
inal MAC embedded in the received pack®ts is replaced packetsent from MMy to MM 4, in aggregate monitoring,
with a new one computed for the next hop MMusing the MM g increments a locamonitoring counterCs , for each
sealed secret kel 4 5 shared between MM and MMg; and packet sent tod. Our key observation is that, due to packet
the per-neighbor sequence number is also replaced with th&hentication by 1-hop MACgacket count becomes a ver-
one (V4p) for traffic between MMy and MM (Table | A6). ifiable measure of the packet payload as wélecause a
Right before the updated packatl, departs MMy, MM 4  modified packet payload will result in an invalid MAC and
also starts a timer and expects an authenticated ACK from twuse the packet to be dropped without polluting the counter
next-hop MMz (Table | A7). Finally, MM, increments the Correspondingly, MM also increments a local monitoring
per-neighbor sequence numhat, for the next-hopB to counterC'§, for eachvalid packet received from MM; and
prevent packet replay and reordering attacks (Table | A8). increments another per-neighbor cour@y, for eachinvalid
ACK reception and failure recovery. Upon receiving an packet received fromd, as Figure 2 depicts. These counters
ACK ackas from a neighbor routerd (Table | S6), MMy can later be compared to reflefgy = {5§A75§%}, ie.:

checks if the corresponding packet identifidfg, in this case) d g A ¥ —A

is still stored indicating the timer has not expired. Then MM 054 =1C5a — C5al, 054 =Csa (2)
checks if the MAC is correct. If any check fails, MMcan Similarly, MM, sets a countelC4{, for the next hopB,
either re-transmit the particular corrupted packet up timmes and this process recursively builds a trusted chain of 1-hop
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aggregate monitoring over the entire end-to-end path,ewhil G
each node only has per-neighbor state (monitoring coynters

Periodically, neighbors exchange local monitoring ComteFig. 3. TrueNet trustworthy broadcasting example. No@es the originator
in a “request-and-reply” manner to learng for each linki4g  of the broadcast message and other nodes use per-packetningrtibaprotect
and accuse any link with 3 larger than a pre-set accusatiofhe broadcast message.
threshold. Specifically, each monitoring interval corssief
sending; packets (e.g.10* packets). MMy counts the number ] )
of packets sent in each monitoring interddrom S to A. Each (integrity), (iii) and the broadcast message is trusted, e.g., the
time 7 packets have been sent indicates the end of inter@cused link is indeed faultyrgstworthiness).
I, and MMg generates a counter requédt 4 including the TrueNet trustworthy broadcasting is built on top of per-
requestess, the next-hop requestet the interval numbef to  Packet monitoring to achieve the above security properties
prevent replay attacks, and a MAC computed for the next h¥phen a nodeO originates a broadcast message it uses
MM 4. Then similar to per-packet monitoring, Miistores] ~ Per-packet monitoring (Table I) to convina@'s neighbors
and C$,, starts a timer to wait for the counter report fronfhat the message has not been modified from the original
MM ,, increments the interval numbér and zerosC'S , for ~One thus preserving integrity, and the message is genetgited
the next interval. Finally, the requeRts 4 and the reportdg 4 the correct monitoring module thus preserving trustwoehs.
proceed in the same way as in per-packet monitoring. Badeigure 3 shows an example of how a broadcast message
on the received4dg4, MM g can calculateis, (Equation 2) Propagates using per-hop monitoring (not showing the ACKs)

Kons

and accuse a faulty link if any. The per-packet authenticated ACK in per-packet monitoring
assures a sender that its neighbors have received the tcorrec
C. Per-Packet vs. Aggregate Monitoring message thus achieving reachability, also run the correct

Per-packet monitoring enables instant FL and failure recoffonitoring modules, and thus will faithfully keep broaduag
ery by re-transmitting the corrupted packets immediataty, the message to their neighbors and so on.
the cost of an additional ACK per packet (or pempackets in Duplicate suppression.Numerous methods exist to ensure
a sliding window) on each link. Aggregate monitoring reckicghat the broadcast message traverses each link only a single
the communication overhead by sending one counter report fisne. Due to limited space we defer detailed protocol design
all the packets in each monitoring interval (withpackets), and analysis to future work. However, a simple method for
at the cost of additional FL delay (one monitoring interval) suppressing duplicate broadcast messages is for each MM to

In TrueNet, per-packet monitoring is used to protect criticakeep state to detect duplicate messages it may later redeive
control-plane messagges.g., the router configuration messagetecover the state, messages can contain time stamps angl node
from the network administrator to each router as we mentiongan be loosely time synchronized, thus only requiring gfera
earlier, global accusation message via trustworthy brastig  for the maximum clock skew plus the maximum duration for
as we show in Section VIII, or flow setup packets in TCRhe message to reach all nodes.
Accordingly, aggregate monitoring would be used to protedlobal accusation. Once a node’s MM detects faults, the
line-rate data packets for the sake of lower overhead, and thM generates an accusation and disseminateside certain
network can rely ortransport layerprotocols (such as TCP) network-wide, periodic beacon messages, such as the peri-
for retransmitting and recovering the lost or corruptedkgé® odical routing updates (or link state announcements in link
on an end-to-end basis. state routing) or keep-alive messages between neighbors. |
TrueNet, each routerR's MM expects to receive every
neighbhor’'s beacon after evety seconds, otherwise MM

TrueNet trustworthy broadcasting achieveasachability accuses its neighbor which does not send a beacon on time
integrity, and trustworthinessof the broadcasted message(hence a malicious router OS cannot prevent the locally gen-
Specifically, when a certain node broadcasts a certain mes-erated accusations from being sent to its neighbors). Adreac
sagem, (i) every node in the network will receive the messagieom a neighbor MM, contains any accusation generated
as long as the malicious nodes do not caugeaph partition by MMy and is protected using per-packet monitoring. If
in the network topology réachability), (ii) the broadcast a beacon from MM, contains an accusation, this beacon
message received by each node is the same as the originalautematically becomes a broadcast message and is further

VIIl. TRUENET TRUSTWORTHY BROADCASTING



propagated using the trustworthy broadcasting. Then by Equation 3, we have:

In(2
| | IX. TRUENET FL ANALYSIS | 211 < gy > 2(‘;) 5)
This section analyzedlrueNet FL delay, security and € ,
overhead, while Section XI presents real-field impleméotat Sincee = T; — p, we further haven > % n
. - d—
and evaluation. Finally, the network-widefaulty link detection process is

A FL Dela accelerated irlrueNet since a faulty link detected by one
: y _ o node will be removed from the routing tables of all other
The FL delay in per-packet monitoring equals the pack@ibdes; whereas in existing protocols a node cannot share

re-transmission time: Only when allr +1 paCketS fail to others’ accusation because of slander attacks.
be delivered (failure recovery fails) will a link accusatio

be made. Theorem 1 states the lower bound-oDuring B- Security analysis

aggregate monitoring, at the end of a monitoring interval, TrueNet achieves per-packet and aggregate FL via per-
a router A can learn theaccurate 45 for each local link packet and aggregate monitoring, respectively. Recall tha
lap (thus achieving aggregate Flipgardlessof the interval the adversary can drop, modify, inject, replay, re-orded a
length n (number of packets sent in that interval). Hencenisroute packets at links under control.

the value ofy is set based on the desirable tradeoff betwedter-packet FL. Packet dropping, modification, and injection
detection delay and communication overhead. For exampleatéacks between MM and MMg will cause MM, or MM 5
smallern enables faster detection but increases the numherfail to generate authentic ACKs for the original packets;
of counter reports (one report required for everypackets). thus the linkl 45 that corrupts the packets will be localized.
Furthermore, since faulty links are defined and detectedda$?acket replay and re-ordering attacks from Mkd MM g will

on the accusation threshold, the valuenak also determined cause packets to be dropped at MNhanks to the use of per-
by the accuracy of the threshold-based faulty link accarati neighbor sequence numbers, because Mslores and only
Specifically, a too smalh will introduce considerable noise inexpects a packet with theost receniper-neighbor sequence

the observed link loss rate, given 6%@ due to the existence number. Finally, packet misrouting attacks are impossible

of spontaneous packet loss. Theorem 1 states the lower bobggause the source embeds the expectedpiatithe packets,

of n for achieving a sufficiently high accusation accuracy. and routers will perform next-hop checking based on the path
Theorem 1:Suppose the natural packet drop ratgisn a and will drop any packets that are misrouted.

link, the accusation thresholfl; = p + ¢ whereT, € (0,1)}, Aggregate FL. Without loss of generality, we consider a

and the allowed false positive and negative rate.i¥hen the monitoring interval fromA to B for example. Upon receiving

FL delay or packet re-transmission time for failure recgvetthe countersC§, and 553 from B (otherwise MM, can

in per-packet monitoring is at least= ln—g —1. The FL delay immediately accusé, s for not sending a correct counter re-

In

. . . . In(2 1 i
or a monitoring interval Iength- is at leagt= (Td(—afz}2' port),thME;; ct:;\]n first betfonvmqed E\r)lat th%courtl:]ervalues \t/vere
Proof: We assume each link has a natural drop yate '€Ported by the correctly running MMandare thus correc

Then MM, can estimated,p and detect any fault. Similar
to the analysis of per-packet FL above, packet dropping will

transmissions), or the false positiyg, is given by fp — p+1. increased? 5, and packet modification, injection, replay, re-

Since we requirefp < o, we haver > 11,“, 1 ordermg, and mlsroutlng will |ncrea3i=,f43. _ _
N np . We give one interesting note about packet misrouting attack
Aggregate monitoring. We study how many packet tranSmisy,qing Figure 1 as an example topology. The malicious node

sions are required to estimate the drop rate of a singlellink 5 can first misroute the packets to a colluding neightir

within a certainaccuracy interval Suppose that the true value(not shown in the figure), which themansparentlyforwards
of the drop rate of;; is 0;;, and the estimated drop ratelof e packet back t@ (the legitimate next hop of3 in path

is 6;;. We compute the number of packets needed to aChie])ﬁewithout passing the packet through MM TrueNet treats
a (¢, 0)-accuracy ford,;:

this as a legitimate case which doast violate aggregate FL,

Per-packet monitoring. The probability that a benign
link “naturally” drops all » + 1 packets (includingr re-

Pr(0i; — 0551 > €) <o (3) becausen the logical protected patthe packets still traverse
. _ N _ S from MM g to MM in order. This packet detouring is only
i.e., with probabilityl — o the estimated);; is within (0;; — possible betweenolluding neighborsvhich can be treated as

€,07; +¢). We define each time a data packet is sent over lifqe logicalmalicious entity, and is akin to detouring packets
l;; as a random trial, and thus each monitoring interval fasinside the same malicious router.

random trials. Then usingloeffding’s inequalitywe have:

, C. Overhead Analysis
Pr(|0;; — 05;] > ¢€) < 2e~21¢ 4)

Storage overhead.We focus on the router state required

— . ) for per-packetprocessing which needs to reside in on-chip
To simplify the mathematical formula, we dencdig, as afraction of

packets dropped, instead of the absolute number of droppeceisaas the memory or cache and usually beCPmes the_SyStem -scalability
original 7% denotes. bottleneck. A router state iirueNet includes (i) per-neighbor



secret keys (e.g., 16 bytes per neighbor) for both per-gackEe. - P :
and aggregate monitoring, and (three monitoring counters CPU Subsystem P g
(e.g.,3 x 8 bytes) in aggregate monitoring as Figure 2 shows Router : :
Since per-packet monitoring is used for infrequent (coragar: i Pl frooeeeeeeee Yo
to the link rate) packets, such state can be either storefuein 3| Hypenisor Switch Fabric Computation
adequate off-chip DRAM, or stored in a small cache (storir?g T~ P T .-----L-----.': :
up tow packets in a sliding window at any time). : ; P
Communication overhead. The extra communication over- Nework| i fNeweorkf Network
i o X :l Trusted Interface] i [Interface] ; : Interface
head inTrueNet per-packet monitoring includes one ACK per [ unused : P ;
packet or per sliding window withy packets. The communica- e
tion overhead in aggregate monitoring is one counter rgyrt
monitoring interval (e.g., witi0* packets). When per-packet
monitoring is only used for protecting infrequent (compubie

the line rate) control messages such as flow setup in TCP aé@ftware monitoring module MM. A MM handles all
link-state routing updates, the extra communication aeech control-plane operations that are not time-critical, or infre-

amortized on each data packet is small. quent in aTrueNet system. First, the local MM negotiates
secret keys with the MMs on the neighboring routers, and
writes the secret keys into the main memory region that
We present aTrueNet router architecture leveraging amaps the private memory of MACM. Secret key negotiation
dedicated hypervisoand TPM chip to implement the trustedonly happens periodically according to the cryptograpteg k
computing primitives (remote attestation, isolation, aedled lifetime. Secondly, MMs on the source nodes also handle
storage), and modern mainstream router hardware to speed@pkets originating from the connected end-hosts by adding
time-critical operations iffrueNet. the entire routing path into the packets (Section VII) fdndp
monitoring. Thirdly, the MM is also responsible for genargt
accusations to be broadcasted in the beacon messages. In
ddition, MM also periodically checks the locally storeméirs
or awaiting ACKs from neighbors to detect and remove any
expired entries.

MAC Module
(MACM)

Fig. 4. TrueNet router architecture.

X. TRUENET ROUTERARCHITECTURE

Anatomy of a TrueNet router. Modern routers commonly
use a switch-based router architecture with fully distieiol
processors [11] and the network interfaces perform almibst
the critical data-path operations for a normal packet. &gl
shows the architecture of BrueNet router, where the shaded
components are those added inTaueNet router but not Dedicated MAC module. The dedicated MAC module
present in a standard modern router and also constitute (NACM) is responsible for all data-plane operations to aehi
TCB for TrueNet. As Figure 4 shows, eachirueNet router high packet processing throughput. A MACM verifies the
is equipped with a TPM chip and CPUs with hardware viMAC in the packet, validates the correct presence of thel loca
tualization support (e.g., AMD SVM [5], or Intel TXT [25]), router in the embedded path, computes the new MAC using the
and installs a dedicated hypervisor such as TrustVisor. [33hared secret key for the next hop router, updates per{neigh
The dedicated hypervisor isolates MM from the rest of thgegquence numbers and monitoring counters, and attaches the
router system (e.g., router OS, peripheral devices, eta), nNew MAC to the packet on a per-packet basis. To achieve high
ables remote attestation and sealed storage with the gup@dioughput in MAC computation, We can use parallelizable
of TPM chip, and protects MM’s execution integrity, datd/AC algorithms such as XOR-MAC [13], XECB-MAC [18],
integrity and secrecy. Similar to TrustVisor [32], the TPMPMAC [14], or high speed hardware implementations [31],
operations are only needed when the dedicated hypervi§38]. [41], [44] which can obtain more than 62.6 Gbps
boots to ensure the hypervisor's integrity, while aftemigathe throughput.
dedicated hypervisor performs attestation and storagingea
to improve the efficiency.

For better performance, we anticipate on every networkIn this section, we evaluate boffrueNet’s computational
interface, there is &ustedhardware MAC Module (MACM) overhead based on our Linux prototype offeueNet router
to perform the MAC operations in MM as described earlier. And TrueNet's storage overhead based on real-world ISP
MACM has a piece of private memory space and a high-spetgpologies and traffic traces.
MAC computation module. The private memory of MACM is _
mapped to the main memory residing in the CPU subsystefh, Prototype and Computational Overhead
and shared with the local MM. The dedicated hypervisor alsoWe implement alrueNet router prototype in Linux with
protects this piece of main memory from the rest of the CPUPM chip to evaluate per-packet cryptographic computation
subsystem, so that only the MM can read from and wriwverhead of aTrueNet router. We show the performance
to this main memory region. However, MACM can also bef a TrueNet intermediate router which performs two MAC
implemented inside the software MM as we described earlieperations per packet (verification of the previous-hop MAC
which we used for our prototyping (Section XI-A). and generation of the next-hop MAGHhside the software

XI. IMPLEMENTATION AND EVALUATION
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Packet Size (Byte)

MM. We observe that th&rueNet per-packet cryptographic 1500 1000 500 100

operations, even implemented ifrueNet software module MAC Computation 4.2 29 16 04

MM without any hardware acceleration, can fully cope with Others 13 11 07 11

gigabit link-rate processing of data packets, and are fully Total 55 4 23 15
scalable to higher performance with more CPUs. We antieipat TABLE II

the dedicated hardware MACM (Section X) can further boost ~ TRUENET SOFTWARE MODULEMM'’ S LATENCY OVERHEAD

the TrueNet router throughput. BREAKDOWN. ALL THE DATA IS THE AVERAGE TIME (MICROSECONDS IN

] 50000PACKET PROCESSING TRIALS
Platform. We performed all experiments on off-the-shelf

servers with one Intel Xeon E5640 CPU (four 2.66 GHz
cores, 256KB L1 cache, 1MB L2 cache, 12MB L3 cache),
12G DDR3 RAM with 25.6 GB/s memory bandwidth. ThisTPM securely boots and late-launches the dedicated hypervi
CPU supports new Intel AES-NI instructions [26] for highsor to guarantee its integrity, as described in the TrustVis
speed AES computation. The servers are equipped with TRivbposal [32].
chips and Broadcom NetXtreme || BCM5709 Gigabit Ethernqthroughput and Latency Breakdown. We tested the
Interface Cards, and runs Ubuntu 10.04 32-bit Desktop OSthroughput of our softwarérueNet router prototype using
Prototype. In our TrueNet prototype, we modify TrustVi- the widely adopted network performance benchmarking tool
sor [32] as our dedicated hypervisor. We run Ubuntu LinuXetperf [3]. Figure 5 shows the test result. The baseline
OS on top of our hypervisor and implement BueNet performance in the figure is obtained by using a main thread
intermediate router as a multi-threaded user-space ogées to receive packetswo MM threads to move packets to the
TrueNet router process includes the secure software modu@gtput packet queuwithout any other operationsand one
MM and untrusted network stack. The untrusted network staffwarder thread to send packets out to next-hop routers.
consists of two threads: a receiver thread that listenstisork For TrueNet prototype, the test setting is similar to baseline
packets via TUN/TAP virtual interfaces and puts receivegerformance test with the only difference that MM threads
packets to an input packet queue, and a forwarder thre2gfform TrueNet packet validation and MAC computations
in charge of sending the packets in the output packet queigé every packet. As Figure 5 show§rueNet prototype
to their appropriate next-hop routers. Multiple MMs run a#icursnegligiblethroughput degradation when compared with
child threads, constantly poll the input packet queue, copye baseline throughput (maximum degradation in our test is
the new incoming packets to a shared output packet que(fl7-789)/817=4.5% when packet size is 1024 bytes, most
and perform MAC computations. We use the CMAC-AESdegradation rates are under 2%).
128 MAC algorithm to leverage the new AES-NI instructions We also shows a latency overhead breakdown of executing
on Intel CPUs. software module MM’s per-packet process. From Table I,
Our software module MM performs similar per-packet cryp¥@ know that, leveraging the new AES-NI instruction, MAC
tographic operations as the hardware module MACM proposg@mputations are highly efficient (on average 3 CPU cycles
in Section X in software manner, while maintaining samBer packet byte). In our prototype, AES key setup time is
security guarantees. The MM child threads are running esifiegligible since eacirueNet router only needs to hold one
the secure and isolated execution environment provided $§SSion key per neighboring router in a session key life,time
dedicated hypervisor ever since threads start. The dedica®"d We can pre-compute all AES sub-keys.
hypervisor also protects the memory region of input packet
gueue as accessible by both the untrusted network stack gn
MMs, and the output packet queue as writable by MMs TrueNet’s ability to deliver strong security properties (in-
but only readable by untrusted network stack. This memosyant failure recovery with per-packet FL, global accusati
configuration assures MM's execution integrity. Finalljet etc) with less state than previous attempts [12], [47] fefio

dStorage Overhead Measurement



shaded nodes have deploy&dieNet and a logical protected
link consists ofl4g andigc-. Hence, FL is still achieved on
each logical protected link (though not an exact physice)li
which helps localizing the failure to a bounded region and fa
cilitates network diagnosis. Furthermore, the more dgnbel
MMs are deployed, the more accurate the failure localinatio

can be, which incents incrementally deployiiigueNet.
Fig. 8. Incremental deployment dfrueNet. The shaded nodes have
deployedTrueNet and form logical trust links between each other. B. Interdomain Deployment

logical protected link

A

TrueNet mainly targets intra-domain networks such as ISP
and enterprise networks, where sophisticated hardwaaekatt
can be precluded since themote attacker (the adversary
model we considered) does not have physical access to the
routers. However, it is ineffective to depldjrueNet in the

urrentinter-domain setting where each Autonomous System
EAS) represents a node ifirueNet, because a selfish or

logically. Still, measurements under real-world condiigro-
vide an exact assessmentfueNet’s strength.
Rocketfuel-based measurementsThe Rocketfuel topolo-
gies [40] of various top-tier ISPs extend from the ISPs’ pagr
routers to approximately the first hop within a customer
e

network. We count the node degree for each router in the™/ . . :
topology to assesgrueNet's overhead and compare it to themahmous AS has physical access to its routers and can thus
ubvert the hardware (e.g., TPM chips) upon which trusted

number of nodes in the network, representing the recenﬁgm uting orimitives relv. Fortunatelv. the recently pseed
proposed Statistical FL [12] and PAAI [47]'s key storag puting p Y- Y, Y oep

overhead. Figure 6 suggests thatieNet incurs on average ScioN [46] inter-domain architecture groups the ASes into

two orders of magnitude less overhead in the worst ¢ different trust domains within which strong contractual or

. . . . a]Séz(?jislative regulation can be enforced. Hence, an AS tam-
(considering the maximum node degree in the topologies), an j '

three order less overhead for the average case (Considba'ngpe”ng w ith the hard_w are can b_e legally penalized by the
containing trust domain. This architecture naturally éesithe
average node degree).

. . wide deployment offrueNet (or trusted computing primitives
Internet2-based measurementsThe Internet2 provides sim- ploy rueNet ( puting p

iiar toool data for it : hich Fi 6 al in general) across different ASes within a trust domain.
!Iiar toao oglyb ?‘3 or “IIZS" cosrg rOlihgrst, W IIC 'glurﬁmeasf\)/leanwhile,TrueNet also serves as an example of how to
llustrates (labeled as ). Since Nis topology only S .technically achieve enforceable accountability withinrast
core routers;TrueNet does not deliver the orders of magni- L

; : .domain in SCION.
tude less overhead achieved with the Rocketfuel topolpgies
providing an 83% savings in the average case and 69% in the XIIl. RELATED WORK
worst case. Conveniently, the Internet2 also provides dletfl
data, allowing for measurement @fueNet's and Statistical
FL's monitoring state overhead. These Netflow files captu
1/100 packets seen over a five minute interval. In Statisti
FL, the router incurs an around 500-byte “secure sketch] [1

for each path (|dent|tf|etlj as etaChthngul\? fourcte and _d?qma IND [39] focuses on routing security and cannot secure
In our measurement). In contrastlaueNet router maintains .. .inst raw user input and configurations. Not-a-Bot [22]

) . a
three counters (2.4 bytes) fo.r each r!elghbor. Figure 7 .Shofg%erages trusted computing and TPM to mitigate DDOS
that TrueNet requires approximately five orders of magthdSttacks but not to secure the network layer. Recently, 8aroi

less monitoring state overhead. Additionally, these ﬂO\l&adaet al. [37] propose the design of TPM-based “trusted sehsors
allow for a more accurate estimation of key storage overhegI remote attestation to secure a broad range of mobile
in Statistical FL (number of sources with traffic concurtgnt plications

. R a
trtaversmg thﬁ Sa:jm%mlﬁe?! alﬁ’l shon(n n F|gur¢ ;b(the ke§}The network fault localization problem has been extengivel
storage overhead ifirueNet is still one key per neighbor). studied in the literature with traditional network infrastture,

Many efforts in trusted computing focus on efficient im-
lementation of remote attestation, sealed storage, andese
joot for bootstrapping trust on commodity computers [32],
6]. A few proposals also consider utilizing trusted cortipgl
0 address network security plagues [22], [37], [39]. Hoarev

XIl. DISCUSSION which turns Qut to be a s.qr.prisingly chaIIe.ng'ing task intBda
by the security vulnerabilities of many existing protocpiy
A. Incremental Deployment [9], [10], [24], [30], [34], [35] (both Barak et al. [12] and

Although we argue it is feasible to upgrade all routers witdhang et al. [47] have summarized the vulnerabilities). Ao
trusted computing primitives withira single administrative the known secure proposals, the protocol due to Avramopou-
domain, we note that partial deploymentBfueNet can still los et al. [8] incurs high computational and communication
benefit the early adopters. Specifically, when only a subetaverhead, because it requires acknowledgments and neultipl
routers in a network are equipped witfrueNet, the moni- digital signature operations from all routers in the path fo
toring modules still constitute logical protected pathseveh eachdata packet. Both Statistical FL [12] and PAAI-1 [47]
a logical protected linkbetween two MMs may consist of require per-node secret key storage and per-path morgtorin
multiple physical links. Figure 8 shows an example where ttatate, and incur unacceptably long detection delays (@i,



sending at least0° packets) due to their use of probabilistig20]
data structures for packet fingerprinting to reduce storage
overhead. [21]

[22]
XI1V. CONCLUSION

Using secure FL as a case study, we demonstrate that trugsg
computing enables transitivity of verification and elintiesm
the need of establishirgjrect point-to-pointrrust between any [24]
two nodes in the network which incurs high storage overhead
and obstructs key managemeéiitueNet employs only a small [25]
TCB to achieve secure FL with small router state, dynamf&]
path support, and global accusation that are proven inglessi
in traditional networks. We hop@rueNet can spark future
research on utilizing trusted computing to efficiently asdr 27]
other network security problems such as DDoS defense, icces
control, resource allocation, etc. [28]
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