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ABSTRACT 

Proton total cross-sections on 1H, 2 D, .4 He, 12 C, and 160 have been measured in the 

energy range 180 to 560 MeV in a high precision transmission experiment with a statistical 

accuracy of ±0.2%. Random errors are typically ±0.5% for pp data, ±1% for 2D and 4He, and 

±(1-3%) for 12C and 160 total cross-sections. Systematic errors of ±(0.8-1%) in the 1H and 
2D data originate mainly from uncertainties in applying the correct Coulomb-nuclear inter­

ference corrections to the measured partial cross-sections before extrapolating to the total 

cross-section at zero solid angle. 

The real parts of the nuclear spin-independent forward scattering amplitudes on 4He, 
12C, and 16 0 were obtained in the same experiment by analysing the angular dependence of the 

partial cross-sections in the Coulomb-nuclear interference region. 

Total cross-sections are calculated in a Glauber-medel approach, and the results are 

compared to this data. 
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- v -

CONTENTS 

1. INTRODUCTION 

2. 

3. 

1.1 Nucleon-nucleon phase-shift analysis 

1.2 Glauber theory 

1.3 Forward dispersion relations 

GENERAL PRINCIPLES OF THE EXPERIMENT 

2. 1 Transmission experiment 

2.1.1 Background 
2.1. 2 Efficiency 

2.2 Statistical accuracy 

2.3 Data analysis 

2.4 Proton beams and their energies 

EXPERIMENTAL DESIGN 

3.1 Proton beams 

3.2 Targets 

3.3 Transmission counters 

3.4 Electronics 

3.5 Data-taking 

3.6 Tests of systematic effects 

3.7 Range energy measurement 

4. DATA EVALUATION 

4.1 Single, plural, and multiple Coulomb scattering correction 

4.1.1 Single Coulomb scattering 
4.1.2 Multiple Coulomb scattering 
4.1.3 Additional corrections 

4.2 Coulomb-nuclear interference correction and extrapolation 

4.2.1 Evaluation of the pp data 
4.2.2 Evaluation of the pd data 
4.2.3 Evaluation of p- 4 He, 12 C, and 160 data 

4.3 Error estimates 

4.3.1 Random errors 
4.3.2 Systematic errors 

5. RESULTS AND DISCUSSION 

5.1 Results 

5.2 Discussion 

5.2.1 Nucleon-nucleon total cross-sections 

5.2.2 Calculation of p-nucleus Otot by Glauber theory 

5.2.3 Charge symmetry 
5.2.4 Forward disperson relations (FDR) on 4 He 

REFERENCES 

Page 

1 

1 

1 

2 

3 

3 

4 
4 

4 

5 

8 

9 

9 

10 

13 

13 

14 

14 

16 

18 

18 

18 
19 
21 

22 

22 
2S 
26 

30 

30 
32 

34 

34 

40 

40 
41 
45 
46 

49 



l. INTRODUCTION 

In this report we discuss in detail a high precision transmission experiment performed 

at the CERN 600 MeV Synchro-cyclotron. Tne aim was to explore the forward direction when 

scattering protons on protons and on isospin zero nuclei (D, He, C, and 0) in the range of 

180 to 560 NeV incident kinetic energy. 

The small-angle elastic scattering region is of considerable interest because it con­

tains all the information on the spin-independent nuclear forward scattering amplitude f. 

The imaginary part of f is obtained when measuring the nuclear total cross-section and using 

the optical theorem. The real part is usually deduced from differential cross-section data 

in the Coulomb-nuclear interference region. 

A transmission experiment measures partial cross-sections for several laboratory solid 

angles defined by successive circular transmission counters. 

The total cross-sections are usually obtained by applying first the Coulomb and Coulomb­

nuclear interference corrections to all partial cross-sections, and then extrapolating the 

corrected data to zero solid angle. 

Each partial cross-section contains information on the elastic differential cross­

sections in an integrated form. In particular, the Coulomb-nuclear interference effect 

contributes considerably to the partial cross-sections in the angular region where the 

Coulomb and nuclear amplitudes have similar orders of magnitude. \·Vith our high precision 

partial cross-section data we were able to analyse this region in order to deduce the real 

parts of the nuclear forward scattering amplitudes. The method was successful for the He, 

C, and 0 data; thus the complete forward amplitudes have been determined for these nuclei. 

In general, total cross-section data are of great importance. Any model (optical model) 

in nuclear structure physics will use total cross-sections in order to determine unknown 

parameters (optical potentials); conversely, any theory without free parameters predicts 

total cross-sections which have to be compa_red to experimental data. 

l. l Nucleon-nucleon phase-shift analysis 

TI1ere exists a unique set of phase shifts in the (I = 1) nucleon-nucleon system for 

energies up to about 450 !I'IeV 1
) (Livennore phase-shift analysis X). This analysis makes no 

use of pp total cross-section data as input, but predicts total nn cross-sections. Assuming 

charge symmetry to be valid, our pp data provide a direct test on these nn cross-sections 

and therefore on the reliability of the phases. 

1.2 Glauber theory 

Glauber theory has been very successful in describing elastic differential cross-sections 

at small scattering angles and high energies. It is interesting to search for the low-energy 

limit where the assumptions for the model are no longer valid. Surprisingly, the model still 

works when scattering pions of 100 to 300 MeV on nuclei. Very little has been done in 

nucleon-nucleus scattering at intermediate energies, since the theory becomes more Complicated 

when spin effects have to be considered. Moreover, accurate experimental data are rather rare. 

We made an attempt to calculate p-D, He, C, and 0 total cross-sections with Glauber theory 

with the simplest possible assumptions, and have compared the results with our experimental 

data. 

( 
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1.3 Forward dispersion relations 

Forward dispersion relations in nucleon-nucleus scattering provide a powerful tool for 
exploring the unphysical region of sud1 a system, provided that experimental total cross­
section data and real parts of the fo~ard scattering amplitude are available. In particular, 
FDR at intermediate energies are sensitive to mesonic exchange processes. Locher2 ) has 
performed an extension of a low-energy FDR analysis on 4He towards intermediate energies using 
our experimental data. 
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2. GENERAL PRINCIPLES OF THE EXPERIMENT 

2.1 Transmission experiment 

A simple and precise way of measuring the total cross-sections of protons on any target 

of interest is to perform a transmission experiment, i.e. to measure the attenuation of a 

proton beam in a block of target material: 

M Target N 

--~t---9·--~~~ 
In Fig. 1 we define :tvl, the number of 

protons incident on a target, given by 

a counter telescope AB, and N, the 

number of particles detected by the 

transmission counter T in coincidence 

with A.B. Measuring H and N simultane­

ously, we can relate the transmission 

N/~! to a partial cross section o(O) 

with the formula 

A B 

Fig. 1 Schematic principle of a 
transmission experiment 

T 

* ~ o(l - 6) e-a(n)n , (1) 

where o(Q) is the cross-section per target nucleus for an incoming proton to be scattered 

outside the solid angle 11, 

n is the number of scatterers/cm2 in the target, 

£ the efficiency of counter T, and 

0 the background absorption (n :: 0) due to other scatterers in the beam line, such 

as air, target windows, the counter B, etc. 

Denoting by the indices i and o two transmission measurements with the target "in" and 

"out", respectively, the transmission ratio R is given by: 

(N/M), 
(N/M), 

-a(o)n 
e • (2) 

Thus one measures directly U)e partial cross-section o(rt), provided that the efficiency and 

background absorption suffer no change beti'l'een the two measurements. 

In reality, a change 60 

tematic error in o(rt): 

for 

6. 
l 

or 6£ :: £. - £ may occur and propagate to a sys-
l 0 

"- 10(6o- M) 

R"' 0.9 (10% absorption in the target) 

E "- 1 

6 '\, 0 

(3) 

Given an accuracy 6a/a of about 0.3% and an absorption of 10% in the target, 6£ and 60 should 

never exceed 0.03% unless such effects can be measured and therefore corrected within this 

precision. Possible sources are mentioned below, and appropriate tests are discussed in 

Section 3.6. 
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2.1.1 Background 

The background absorption for a given experimental set-up depends on the beam energy. 
Since protons passing through the target lose a small fraction of their energy, the two 
transmission measurements, target "in" and "out" show different absorption behaviour in any 
material downstream of the target, especially in a set of successive transmission counters. 
A difference in beam shape, caused by multiple Coulomb scattering in the target, may also 
produce a slight change in the background absorption. 

2.1.2 Efficiency 

For a large cmmter, the efficiency depends on the position of impact of the particle. 
It is slightly higher near the edge than in the centre owing to variation of the pulse shape 
and therefore the timing characteristics. An effective efficiency in a transmission experi­
ment is given by folding a beam intensity distribution T(r) at the cmmter position with the 
efficiency o(r,¢): 

€= 
'T 

2TI J T(r }r dr 
0 

(4) 

Since Ti (r) and T
0

(r) differ considerably, Ei can be higher than E
0

, giving systematically 
too low a cross-section. 

2.2 Statistical accuracy 

The two nwnbers H = AB and N = ABT in a transmission experiment are strongly correlated 
since both coincidences measure the same particles. Fixing the monitor M in a preselection 
of the scaler system, the statistical fluctuations occur for (M- N), the nwnber of particles 
scattered outside of collilter T. We get 

and therefore 

6N 

6(N/M} 
(N/M) 

(5) 

± (6) 

For the two independent measurements i and o the relative error for the transmission ratio 
is given by 

- = + 1 1 
6R [ M· - N· 
R - If, (7) 

With Eq. (2) it leads to a relative error 

6o 

a (8) 

For a given statistical accuracy ba/a = ±0.2% and a background absorption 8 = 1.5%, the 
mininrum number of monitor cmmts Hi and M

0 
in function of R is plotted in Fig. 2. In order 



• 10' l 
~ 

25 

20 

"' c 
" 15 0 
u 

~ 

.9 
"E 
0 
::;: 

10 

5 

0.7 

- 5 -

0.8 0.9 
Transmission ratio R 

Fig. 2 Monitor counts and counting time as a function of transmission 

ratio R for a given statistical accuracy 6a/a = ±0.2% and a 

background absorption 0 of ±1.5% 
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to have only a few hours of cmmting time, a minimum target absorption A 

8% is required. 
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2.3 Data analysis*) 

Tile nuclear total cross-section is defined as the sum of total nuclear elastic and 

reaction cross-sections 

(9) 

The partial cross-section for small solid angles n measures U1e quantity 

(10) 

Hhere 

[dol + (dol + [dol 
d.\2 c dD ne d.\2 Cni 

(ll) 

*) The following notation is used for the cross-sections: 

ne nuclear elastic c Coulomb 
el ~las tic Cni Coulomb-nuclear interference 

inel inelastic r reaction 
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and (do/d~)inel stands for the differential cross-section for the production of charged 
secondaries. 

Using the formulas (9), (10) and (11) o(~) is related to the total cross-section by: 

o(~J 
(12) 

term !0~ [(do/d~) + (do/~). 
1] ~represents the fraction of all charged particles ne lne 

scattered elastically by strong interaction or produced in an inelastic reaction and 
detected in the transmission counter T. 

f 4TT(do/do)C dD is the particle loss caused by single Coulomb scattering; K is a multiple Q 
Coulomb scattering correction for n scatterers. 

(do/drl)C . in the last integral takes care of the interference between the Coulomb amplitude m 
fC and the nuclear spin non-flip amplitude fne in a (pX) system and is given by 

(13) 

It is positive (negative) for constructive (destructive) interference. Since fC is essential­
ly real, Re fC • Re f provides the dominant contribution to the interference integral. Bow­ne 
ever, Re fne is at present poorly knmv:n in the energy range we are considering. 

For a set of partial cross-sections o(D), measured simultaneously with an array of 
successive transmission coW1ters Ti with different solid angles Qi' the total cross-section 
otot is obtained by first correcting all the partial cross-sections by the Coulomb and 
interference tenns, and extrapolating the corrected data to zero solid angle with a poly­
nomial of first or second order in D. TI1e choice for an appropriate interval of solid angles 
covered by the transmission counters is rather important for the precision of otot" 

Equation (12) is applied for a kinetic energy Ec in the centre of the target and a 
solid angle D given by the mean over the target length t: 

H/2 

J ~(x +d) dx 

(<1 distance from the target centre to the transmission cotmter). 
We can use this approximation (Eq. 12) provided that crtot as well as all integrals 

remain linear as a function of E and D in the intervals 

and 

E - ~E < E < E + ~E c 2 - - c 2 

r; + ~~ > r; " z-~<=" 
~~ 

2 

(14) 

.6E is the energy loss of protons through the target and .6D the difference between the maxi­
mum and minimum solid angles as a consequence of finite target length. 
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a = single, plural, and multiple 

Coulomb scattering correction 

0.005 

Momentum transfer SQJared It I [ (GeV!cl'] 

0.01 

Fig. 3 Typical shape of partial cross-sections as a function of [t[ 

Figure 3 shows the typical shape of partial cross-sections as a function of momentum 

transfer squared It I: 

k' 
t ~ - - ll(c.m.) 

TI 
- 2k2

( 1 - cos ec.m.l k c.m. momentum. 

TI1e t-dependences of differential cross-sections and their integrals in Eq. (12) explain 

the structure of· this curve. 

Table l 

(da/dt) f(da/dt) dt 

Coulomb l/t2 1/ltl 

Interference ± 1/ltl ± ln ltl 

Nucl. elastic e-y'ltl 
"' l - Y

2
1 t I t + y2 (t 2 /2) 

Inelastic We assume it is t 
constant for 
small angles*) 

' 

*) There exists some experimental evidence that the cross­
sections of reaction products follow a Gaussian distri­
bution as a function of the scattering angle 8, of which 
the characteristic angle at half-height is e~ ~ 28° 3 ,4) 

in the energy range of interest. 

(15) 
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The Coulomb term dominates all the other integrals at very small 
< 0.001 (GeV/c) 2 ] causing a big correction, but falls off rather 

angles 

fast with 
]t]. The structure of the interference term becomes important in the interval 

increasing 

0.001 < It[ < 0.01 (GeV/c) 2
• The integrals of the strong interaction cross-sections are 

polynomials of second order in t, but essentially behave linearly for [t[ < ~ 0.005 (GeV/c) 2
• 

Partial cross-sections corrected by the pure Coulomb term (ocorrected in Fig. 3) have a t­
dependence of the form 

(16) 

in the interval 

0.001 < ltl < 0.005 (GeV/c)' • 

c2 is the strength of the second derivative of the curve and represents, apart from kno1~ 
constants in the Coulomb amplitude, the real part of the nuclear scattering amplitude 
averaged over the above t-interval. 

The curvature of a in Fig. 3 is typical for destructive interference carr 

In the absence of Coulomb nuclear interference, ocorr(t) would thus be quite well approxi­
mated by a straight line. 

With this qualitative description it becomes clear that a transmission experiment 
yields total cross-sections and, as a second-order effect, the real part of the nuclear 
fonvard scattering amplitude, provided that the partial cross-sections are measured precise­
ly enough in the region where the Coulomb nuclear interference is important. 

2.4 Proton beams and their energies 

To supply the protons of different energies required to measure the energy dependence 
of total cross-sections, one can utilize a variable energy cyclotron or one can degrade the 
proton beam of a fixed energy synchro-cyclotron. 

Proton total cross-sections on nuclei do not show any resonance structure in the energy 
range 200-600 MeV and vary rather slowly. Therefore beam energies need not be measured with 
high precision; an error of ±3 MeV is equivalent to an error in the cross-section scale of 
at most ±0.5%. Tnis energy precision can be achieved by using a differential range curve 
technique as described in Section 3.7. 
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3. EXPERIMENTAL DESIGN 

3.1 Proton beams 

The experimental layout at the 600 MeV Synchro-cyclotron at CERN" is shown in Fig. 4. 

The energy variation of protons between 400 and 600 MeV was achieved by degrading a 

scattered-out beam produced on an internal target in the SC. To get energies below 400 MeV, 

a higher intensity incident on the degrader was required and obtained by sharing the inter­

nal proton beam, i.e. extracting about 20% directly. 

Boron carbide (B 4 C) was used as degrading material; it is best suited for three 

reasons: 

i) the low effective charge Z keeps beam losses due to Coulomb scattering reasonably 

small; 

ii) owing to its rather high density of 2.5 g/cm3 , only about 15 em of B4C are needed to 

reduce the proton energy by 100 MeV; thus ZOO MeV was reached with 60 an degrader 

length; 

iii) it has a low residual activity and can be handled soon after irradiation by the proton 

beam. 

The beam was refocused. by two quadrupole lenses, collimated in the shielding wall, 

analysed in a bending magnet, and defined with b~o counters A and B in coincidence. Both 

counters were 3 em in diameter, 3 mm thick, and placed 3 m apart. An additional collimator 

after counter A with an aperture of 5 an diameter was used to stop all particles missing 

counter A; thus it reduced the counting rate in the big transmission counters Ti. 

Fi,g. 4 Experimental layout 

- -E:Jffi~:__::~-
• 

beam 



- 10 -

3.2 Targets 

TI1e target length, a very important parameter, must be a compromise between contra­
dictory requirements: 

i) Targets should be as thin as possible in order to satisfy the condition that all terms 
in Eq. (12) are linear in energy E and solid angle n within the intervals bE and ~n given 
by the target length; in addition, a short target keeps the plural and multiple Coulomb 
scattering correction small; the multiple nuclear scattering correction is then neg­
ligible. 

ii) Thick targets are desired in order to keep do"TI the time for data-taking, given a 
statistical accuracy on partial cross-sections of 0.2% (see Fig. 2). In addition, the 
high precision of the background transmission experiment becomes less decisive a 
condition W'le bigger the target absorption is, i.e. the smaller the ratio 0/1-R. 

All targets had absorptions ranging from 8% to 15%, the backgrotmd absorption being 
always about 1. 5% (see Table 2). The liquid target containers, such as those for 1-b, D2 , 

and He (Fig. 5), consisted of metal cylinders, 16 on in diameter, with 0.25 rrnn thick mylar 
windows at both ends. Concentric copper cylimlers with 15 on diameter were motu1ted inside 
the liquid, and prevented bubbles produced on the outer walls from traversing the useful 
portion of the target. Thennal screens at liquid-nitrogen temperature surrmmded the target 
at half distances to the cryostat vessel; these reduced the heat input considerably, result­
ing in an evaporation loss of liquid I-b and 1-Ie of 0.1 2/h and 1 £/h, respectively. 

bean 

thermal screen-----
(Cu) 

:-----------

~ - f---- --------

! 
v -

supennsulatlon 

lOcm 

re-servoir for tiquid H2 or He cryostat: 
condensation of 02 gas in a liquid H2 reservoir 

t 
/vacuum tank 

I v --+-------- ---r-
. ..____ 

1'------

target container Onox) 

v AL window(O.lmm) 

1---

~' mylar windows 
(0.25mm) 

bubble screen inside the liq.Jid (Cu) 

Fig. 5 Sketch for liquid H2, D2, and He targets. A target, 75 em long, 
was used for H2 and He in turn. D2 gas was condensed in a liquid 
H2 reservoir of a separate cryostat and filled into a target of 
35 em length 
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Target densities were determined by measuring the vapour pressure of hydrogen and 

helium immediately above the liquid, and converting it into densities by means of tabless,s). 

The temperature of liquid deuterium was measured with a hydrogen gas thermometer. It 

was mounted inside the liquid, immediately above the target container. The observed tempera­

tures varied between 21.4 °K and 22. 3°K, depending on whether the liquid hydrogen reservoir 

(20.4°K), the condenser of deuterium gas, was completely full or almost empty. Again, liquid­

deuterium densities were obtained using the above-mentioned conversion table 5
). 

The target lengths were measured carefully at liquid-nitrogen temperature as a function 

of pressure in the vessel. A very small folding correction (0. 2 rrrrn) caused by the curvature 

of the windows together with a given beam shape had to be applied. 

Oxygen total cross-sections were measured in a water target of 8.7 on length and 16 em 

diameter. 

Values and estimated errors of all parameters of interest are listed in Table 2. 

Dummy targets were used in the background transmission measurements. Systematic dif­

ferences between dummy and empty target background absorptions of at most 0.03% were ob­

served and the corresponding corrections applied to the total cross-sections. 

Table 2 

Target parameters 

I "O 
Element Hz D, 4 He "c (H20) 

Target length ~ 75 35 75 5 8.7 
(an) 

M/~ (%) ± 0.2 0.3 0.2 0.1 0.25 

TI1ickness th 5.3 5.9 9.3 9.2 8.7 
(g/an') 

llth/th (%) ± 0. 21 0.5 0.21 0.15 0.3 

Absorption 
(%) 

ZOO MeV 7 10 13 12 11 

550 MeV 10 11 15 13 11 

Energy loss 
LIE (MeV) 

ZOO MeV 52 25 37 38 40 

550 MeV 29 15 23 21 24 
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Deuterium target. Target and dummy target, sitting on a trolley, 
could be positioned in turn in the beam line by remote control. 
The second beam-defining counter (B) is placed close to the targets. 

Transmission counters 1 to 7 are mounted on the support. The small counter (B) in front of the carbon target defines the incident beam. 
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3.3 Transmission counters 

Seven circular transmission counters, 5 rnm thick, were mounted on a trolley. They 

covered solid angles in ~1e sequence 1, 2, 3, 4, S, 7, 9, the smallest and largest counters 

being 15 em and 45 em in diameter, respectively. 

The whole assembly could be displaced on rails along the beam line. The alignment was 

achieved by scanning the beam at ~1e transmission counter position with a small scintillator 

in coincidence with the monitor AB, thus defining the beam centre line. The solid angle 

covered by each counter was calculated as a mean over the target length 9.: 

IT "'11target [1 + ( 2~J'] (17) 
centre 

where d is the distance from the transmission counter to the target centre. Any correction 

due to a finite beam size was negligibly small. 

3.4 Electronics 

The fast electronic logic shown in Fig. 6 consisted of standard NIM shapers and coinci­

dence units and a SEN 300 scaler system (100 "ll"z). The pulses from the NIM shapers were be­

tween 4 and 6 nsec long, giving a resolution time in the coincidences of about 10 nsec. 

For a preselected ntnnber of monitor counts M = AB, all coincidences ABTi (i = 1, •.• , 7) 

were recorded simultaneously. A small counter E at the very back of the transmission cmmter 

assembly in coincidence with the monitor M measured the efficiency s = ABT.E/ABE in the centre 
l 

of each counter Ti. For data-taking it never dropped below 99.97%. 

Accidental effects were measured in the coincidences AB and :MTi by delaying one of the 

coincidence signals by 60 nsec, corresponding to the time delay between two beam pulses in 

Target 

Discriminators 
Shapers T; 

Coincidences 

A B (E) 
1--'---'__,.-l Strobe Unit 

Scalers 

Fig. 6 Fast electronic logic 
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the microstructure of ~~e syncl1ro-cyclotron. The accidental counts never exceeded 0.2% of 
the real coincidences. Two protons passing simultaneously through the beam-defining tele­
scope ABare detected as one particle only. TI1ey cause an error in the transmission ratio R 
if only one of them hits the transmission collilter and the other is scattered out by the 
target. A systematic small correction was applied to all total cross-sections increasing 
tl1em by 

where ace = ABde1ayed/AB. 

L\,atot 

Otot 

1- R + ace 
1n R 

"" ace , 

Efficiencies and accidental rates are sensitive on intensity and duty cycle of the 
proton beam. Therefore running intensities of less than 1000 p/sec in AB were used to reach 
the highest efficiency and the lowest accidental rate. 

3.5 Data-taking 

For each element and energy, transmission experiments were performed for two different 
distances between target centre and transmission counter array. This allowed us to cover 
the full interval of interest: 

0.001 < [t[ < 0.01 (GeV/c) 2 
• 

It also provided a cross check for systematic effects in the partial cross-sections when 
different transmission counters covered the same solid angle n. 

Tne seven partial cross-sections at a fixed geometry, measured simultaneously, are 
strongly correlated, since in first approximation all counters record the same particles. 
Therefore, the statistical errors do not reduce when fitting any curve through these cross­
sections in order to extrapolate to zero solid angle. By this argument the total number of 
monitor counts M required to achieve a given statistical accuracy is that given in Sec­
tion 2.2, irrespective of the number of individual measurements performed in an experiment. 
3.6 Tests of systematic effects 

Many tests were carried out in order to identify possible systematic errors. 
In particular, careful attention ·was given to any change of background absorption be­

tween target "in" and "out" measurements. To investigate this, we doubled this background 
absorption by inserting additional material in the beam line, in one case between counter B 
and the target, and in another test immediately in front of the transmission counters. Any 
systematic change in partial cross-sections fell within statistical errors and therefore was 
negligible. 

However, W~e background absorption, being different for each transmission counter Ti, 
depends on the kinetic energy of protons hitting the transmission counter array, and can be 
different for target "in11 and "out" since the target itself causes an energy change. A 
usual target "out" experiment was compared with a background absorption obtained by degrading 
the proton beam in the SC machine hall with an additional block of material giving an energy 
loss equal to that of the target. We found that the correction to the partial cross-sections 
was negligible for the smallest transmission counter, which was closest to the target, but 
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increased towards the big cmmters. Figure 7 shows, as an example, that the correction 

applied depends linearly on the solid angle n with a bigger slope at low energies, and extra­

polates to a small correction at zero solid angle. 

In order to confirm that the finite beam size (3 em diameter) introduced no systematic 

errors, we replaced the nonnal beam-defining cmmters by 1 x 1 an2 counters. Only the 

partial cross-sections at very small angles [ltl < 0.001 (GeV/c)'], right in the Coulomb 

peak, were affected. (These angles are not used in the final extrapolation of the data.) 

In a further test we purposely displaced the transmission counters 1 em off the beam 

line. It showed that the alignment procedure was sufficiently precise. 

As an alternative to the electronic scheme in Fig. 6, we d1ecked whether the transmis­

sion ratio Ri changes wher.. recording )1.1Ti Ti +
1 

instead of :tvrri only. This requirement of a 

coincidence between two successive transmission counters eliminates the counts due to 

Cerenkov light pulses in the light-guides of the counters. A systematic increase of less 

than 0. U in the total cross-section was obsenred. .A5 a control, MT 1 T 2 and :MT 6 T 7 were 

always measured. 

\~1ile observing the accidental rates, ~~e beam intensity was regulated with great care 

in order to reduce dead-time effects in the electronics and to reach an efficiency of 99.97% 

at the centre of each colllter for the worst case. Since the efficiency does not increase 

substantially towards the edge of the counters, we estimate that systematic errors on total 

cross-sections due to any change of effective efficiency (defined in Section 2.1) between 

target "in" and "out" never exceeded 0.1%. 
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3.7 Range energy measurement 

As a simple meti1od of deriving the mean energy of the proton beam, we used the differen­
tial range curve technique illustrated in Fig. 8. 

A - counters - B C D 

I \ 
copper - fixed variable fixed 3 -5 mm 

( differential plate) 

Fig, 8 Layout for range-energy measurement 

It consisted of recording the number of protons .ABdS stopped in a thin "differential" copper 
plate for a given monitor AB as a function of the effective copper length; particles had to 
traverse the following amount of material: Fixed + variable Cu + counters B and C + half 
the differential plate. 

Figure 9 illustrates that this method measures the slope of an integral range curve 
PJ3C/PJ3 and gives a rather sharp peak when reaching the range of protons in Cu. The ratio 
of peak-height to background below the peak is biggest if the variable Cu length x covers 
only the interval where the peak occurs. The mean kinetic energy of the proton beam incident 

Proton kinetic energy [MeV] 

300 350 

/r\ ABCD 
AB 

integral range curve 
differential range C\JI'le ------ABC - .... 

AB '~ 
\ 
\ 

\,l 
8 9 10 11 12 

Total effective copper length [em] 

Fig. 9 Typical integral and differential range curve 
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on the target is found from the position of ti1e peak using range-energy tables; it can be 

determined to within ±2 MeV. We used the range-energy tables of Serre 7 ) whiu~ agree to 

within the claimed error with those of Janni 8 ) and of Barkas and Berger9 ). 

The energy resolution of the system is essentially defined by the thickness of the dif­

ferential copper plate (6Eres ~ 8 MeV). Unfolding the measured peak full width at half 

height 6Em' the energy width of the beam 6Eb can be approximated by 

and was found to be always within the limits 

12 MeV < 6Eb < 20 MeV 

in agreement with estimated energy widths expected from the analysing power of the bending 

magnet, 6p/p ~ 6¢/¢ (¢ = 25' bending angle; 6¢ is given by the beam-defining counter B and 

the diameter of the collimator hole at the exit of the shielding wall). 

In order to get an idea of possible systematic errors in this method, we performed a 

floating-wire experiment. The trajectory of a d1arged particle through a magnet can be 

simulated \vith a ti1in wire that carries a d.c. current I and is subject to a tension K. If 

the wire coincides outside any fringe field B of the magnet with the beam centre line, the 

ration K/I is a direct measure of the quantity !wire B x d£ (d£ = element of w~e wire) and 

leads to D~e momentum by the formula 

p(MeV /c) 2.9389 0 

A systematic discrepancy of at most 3 MeV was observed between the floating-wire technique 

and the range curves. 
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4. DATA EVALUATION 

All measured partial cross-sections were analysed in two steps: 

i) The fraction of incoming protons scattered outside the solid angle ~ by single, plural, 
and multiple Coulomb interaction was calculated and the correction applied to each 
partial cross-section a(~). 

ii) TI1e Coulomb-nuclear interference effect and the extrapolation to zero solid angle were 
treated differently for light elements (J-1 and D) and for heavier elements (He, C, 0 
respectively, for reasons mentioned below. 

4.1 Single, plural, and multiple Coulomb scattering correction 

4.1.1 Single Coulomb scattering 

The single scattering correction in Eq. (12) results from 

tmax 

f (~~l ( t') dt' (18) 
t 

where 

(d"J ~ 4n (1.]' (~J' 1.9733
2 

F'( t) 
dt c S he 10 t 2 [ rnb/(GeV /c)'] (19) 

is the Rutherford cross-section multiplied by the charge from factor squared of the scatterer; 

z charge of the scatterer; 
S laboratory velocity of the incoming proton; 
e2 /hc ~ 1/137 is the fine structure constant; 
[t[ momentum transfer squared in (GeV/c)'; 
F(t) fonn factor of the scatterer. This is taken to have the fonn 

2 F(t) e-(R /6)·ltl 

We used the following charge r .m. s. radii R 

Table 3 

Target 'H 'D 4He I "c "O 

R (fermi) * 2. 8 a) 1.67 b) I 2.4 c) 2.54 

*) The form factor in the pp data evaluation was neglected. 
a) V. Franco and R.J. Glauber, Phys. Rev. ~. 1195 (1966). 
b) R.F. Frosch, J.S. HcCarthy, R.E. Rand and M.R. Yearian, 

Phys. Rev. 160, 874 (1967). 

c) H.A. Bethe, Ann. Phys. 1• 190 (1958), 
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4.1.2 MuLtipLe Coulomb scattering 

As a second-order effect we considered a plural and multiple Coulomb scattering cor­

rection due to successive scatterings of protons traversing the target. This is important 

at small scattering angles where the Rutherford cross-section varies most rapidly. An ap­

propriate way of calculating this correction is to apply Moliere's multiple scattering 

theoryro-lz). 

TI1e probability dP for a proton incident on a target of n atoms/cm2 to be scattered 

into a solid angle element d:J = Zrr 8 de of a cone of small aperture is given by 

(20) 

where frq(8) is the i\bliE:re probability density distribution. To an accuracy of one per cent, 

Moliere gives the angular distribution of fM by the sum of three analytic terms. It is com­

pletely determined by an expansion parameter B and an angle xc: 

where 

n 

fk(n) are Bessel··transfonns 

.e 
xJfi 

dimensionless 

fk(n) ~ k!-1 J u du J 0(nu) exp ( -~u2) [~u2 ln (~u')]k , 

0 

- 2 
where f

0
(n) is simply 2e n . 

(21) 

(k 0, 1, 2) (22) 

These Bessel transforms were calculated by Marmer 13 ), but there is an error in the tabu­

lation of f
0

• The first teiTil in brackets in Eq. (21) is the well-known Gaussian, while the 

second term goes over into the single scattering Rutherford fonnula at large angles, and the 

third tenn is a correction in the intennediate region. 

r-Ioliere calculates his distribution fM(e) with tWo characteristic angles Xc and Xa' 

B being a function of tl1ese, as explained later. 

a) Xc is defined by the equation 

n r (~~lc 2n X dX ~ 1 
Xc 

(23) 
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and reflects essentially the target thickness 

The extension of the upper integration limit (TI) to oo is mathematically convenient in 
order to get a sensible normalization of the Moliere distribution. However, it is physi­
cally irrelevant since we are concerned with a small-angle approximation and (da/dD)C 
is strongly peaked forward. 

b) A screened Coulomb potential of the form U(r) ~ (Z/r) e-r/a\leads by Born approximation 
to the differential cross-section 

dcr Z2 

dn (e) - (x~ + e')' ' (24) 

where Xa' the screening angle, describes the scattering atom. It prevents the cross­
section at very small scattering angles 8 ~ Xa from reaching infinity: 

X ~ ~ 
a a ' 

where ~ is the de Broglie wavelength of the incoming proton (~ 0.15 - 0.25 fermi in this 
experiment); a depends on a model for the electron distribution around the nucleus, and 
is proportional to Z-

1
h in the Thomas-Fermi statistical model and equal to about 10 5 fermi. 

Hence 

Xa ~ 10- 3 mrad << Xc ~ l - 5 mrad for all targets 

The Coulomb total cross-section using formula (24) is given by 

f (~~J 
0 

z' dQ-­x' a 

4/, z 0 

For the mean number of collisions in the target, one obtains 

z'h lx J' 11 = n ac ~ p • £ -- - --"" A Xa 

It is interesting to see that Z
4
hjA is always of the order 1. Therefore 1J./p•£, the mean 

number of collisions per g/cm2
, is nearly the same for all elements and is about 10,000. 

Tne expansion parameter B in Eq. (21) is directly related to ~ by the expression 

and B is typically between 14 and 20 for all targets. 

The fraction of particles scatteTed outside the transmission counter Ti is 

J fM(e') Zn e' de' 
9=9i 

since /,"fie') 2n e' de' is normalized to 1. 

1- J' fM(e') Zn e' de' 
0 

(25) 

(26) 

(27) 

(28) 
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The corresponding number for single Rutherford scattering only, is 

Since the MOliere correction includes single Rutherford scattering (no form factor is con­

sidered), the multiple Coulomb scattering correction K(Q,n) in Eq. (12) becomes the differ­

ence between Moliere and single Rutherford scattering correction: 

e(n) " 

i lln J f,le') 2n e' de' 1- J (~~) dQ 
o n c 

K(Q, n) 

1 
n 

4.1.3 Additional corrections 

J fM( e') 2n e' de' 
e(n) 

for 8 » Xc • (30) 

For very small scattering angles [t[ ~ 0.002 (GeV/c)', partial cross-sections are sensi­

tive to 

i) the finite size (3 em 0) and the mean divergence (" 6 mrad) of the incoming beam; and 

ii) the scattering of protons by the electrons of the atom. 

Both effects cause bigger Coulomb corrections, and were estimated by calculating a 

slightly higher effective Moliere parameter B' > B, according to Connack14 ) for the beam 

and Fano 15
,

12
) for the electron scattering. 

Figure 10 illustrates, as an example, all Coulomb corrections for p- 4Iie partial cross­

sections in a 75 em long target, and confirms that data below [t[ = 0.001 (GeV/c)' cannot be 

used because the Coulomb corrections and their uncertainties rise very quickly. 

elclb = 2.5° etob=7.5° 

3 
s 

:0 s s = single Coutomb scattering 
\0 m= total multiple scattering (a+b+<:) 2 
<I 2 
0 c = Moliere multiple scattering 

~ m b ; Beam size effect .. 
~ a ; Fano correction 

!:; 

i ~ 
~ <I 

:8 ' 
8 

b 
a 

0 0.001 0.005 
0 

0.01 

rn::rnentum ti\YISfer squ::yed ltl BGeV~ol'J 

Fig. 10 Coulomb scattering corrections for p-4He data at 273 MeV 
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4.2 Coulomb-nuclear interference correction and extrapolation 

In Section 2.3 we have explained qualitatively the possibility of extracting the real 
part of the nuclear fon.'ard scattering amplitude from partial cross-sections in the Coulomb­
nuclear interference region. 

Denoting by a the ratio of real to imaginary part of the fon~ard scattering amplitude f, 
and using the optical theorem which relates the imaginary part to the total cross-section, 
the dominant tenn in the interference cross-section becomes 

a atot Z Re fc • Re f -
t (31) 

The Z-dependence tells us that any structure in Coulomb-corrected partial cross-sections 
[Fig. 3, Eq. (16)] is easier to detect in heavier elements. Since the precision of the 
partial cross-sections in this experiment is limited to about 0.3% owing to statistics and 
systematic uncertainties in the apparatus, Re f could be extracted only from the 4 He, 12 C, 
and 160 data. This method failed in 1H and 2 D. 1\l"e have therefore calculated the inter­
ference correction in Eq. (12), using the most recent nucleon-nucleon Livermore phase-shift 
analysis 1) to get the fonvard scattering amplitudes. 

4.2.1 Evaluation of the pp data 

Assuming isotopic spin invariance in the nucleon-nucleon interaction, the (pp) and (rm) 
systens are pure isospin triplet states (I = 1) and are isosymmetric: 

I 3 (pp) +1 

I 3 (nn) -1 

Therefore the scattering in both systems is described by the same strong interaction ampli­
tudes. 

The direct product of the individual spin spaces of each nucleon reduces into a singlet 
and triplet subspace 

wi~1 total spin S = 0 and S = 1, respectively. 

The scattering matrix Min tenns of helicity amplitudes fWiWf has the fonn 16
) 

f, ' 0 
' ---·1·-----------------
' fu flO fl-1 ' M ' ' £,, £,, fo-1 0 ' ' 

(32) 

' f_ll f-10 f-1-1 ' ' 
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~i,f = A1 - A2 denote total helicities of the initial and final states of the system, and 

A1 , 2 are the helicities of each individual nucleon in the direction of its propagation. 

As an example we illustrate the single spin-flip amplitude £1 o: 

2 

Table 4 

Initial state Final state 

)q •' 2 •' 2 

,, _, 
+~ 2 

~ +l 0 

By space reflexion and time reversal invariance, the following symmetries are valid: 

Therefore, r--Ihas only five independent amplitudes: three non-flip amplitudes £
5
,£11 , £00 ; 

one single-flip amplitude £10 ; and one double-flip amplitude £1 _ 1 • 

111e averaged non-flip amplitude, i.e. the spin-independent amplitude of the system 

equals the trace of M: 

f ~ ~(£, + £00 + Zfu) • (33) 

This amplitude was calculated in the Coulomb-nuclear interference region for the nn system 

(I = l) by applying the partial wave decomposition of the helicity amplitudes 16 l to the 

1nost recent energy dependent phase-shift analysis X of the Livermore group 1 ), The ampli­

tude f alone interferes with the Coulomb amplitude, which results in an interference cross­

section: 

(~~) . (pp) ~ 2 Re (£ · £~) , 
Cn> 

(34) 

where fc, the Coulomb ffinplitude, is given by 



where 

- 24 -

2k sin2 2. 
2 

-i6 e 

k = c.m. momentum 

(35) 

The phase 6 17
-

18
) stands for the phase difference between the pure Coulomb amplitude and the 

phase shift of the nuclear amplitude due to radiative corrections. It is based on a point 
charge Coulomb potential, and is a good approximation for small angles, particularly in the 
interference region if the form factors stay very close to one. 

Figure 11 shows the interference cross-sections as function of [t[ for several kinetic 
energies of the incoming proton. It is mainly negative as the interference is destructive 

[ 
Re f o J a ~ -- (o J > 0 • 
Im f 

TI1e quoted energy-dependent analysis 1 ) consists of a unique set of phase shifts and 
is reliable up to 450 MeV. Nevertheless, the phases were extrapolated to 550 MeV, hoping 
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obtained from phase shifts 
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to get at least a rough estimate of ~1e correction, which, in any case, turned out to be 

very small since Re f (0°) reaches zero and changes sign in this energy region. 

All partial cross-sections have been corrected by the interference effect, the integral 

of Eq. (34), and then fitted with a straight line in order to extrapolate to the total cross­

section at zero solid angle. 

Figure 12 illustrates, as an example, the data at 268 r--IeV (data for three different 

positions of W"'1e transmission cmmters have been measured). We see that at low energies the 

interference correction and the Coulomb scattering correction are very important and consid­

erably larger than the statistical errors of the experimental data. Thus the error one 

quotes for the total cross-section is strongly influenced by the confidence one has in the 

manner in which these corrections are made. 

b 

24 
fMl error 

a : Coulomb correction 

b: Coul.-nuclear interference correction 

b 

---!._:t ----~ ---"' .---- -: ---
t-Q.r:tJI (GeVk)2 

I 
22~~~~~~~~~~~~-L~~~~~~~_J~~~~~~~~~~~--

0 10 20 30 

t- 0.(X)13(GeVk}2 

I 

solid angle Q (ms;r) 

Fig. 12 Extrapolation for 0tot(pp) at 268 MeV 

4.2.2 Evaluation of the pd data 

The nuclear scattering of a proton on a deuteron can be described to a good approxi­

mation with multiple scattering theory, provided that the energy of the incident proton is 

high enough, i.e. the de Broglie wavelength 7. is small against the r.m.s. radius R of the 

deuteron. This condition is still satisfied in our energy region. 

i< ~ 0.2 fermi « R ~ 2.8 fermi • 

In the very small angle scattering limit, the incident proton has a large impact para­

meter and therefore essentially scatters from one nUcleon only. According to the impulse­

approximation, the spin-independent single scattering pd amplitude is the coherent sum of 
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the Coulomb an~litude fc and the spin-independent proton-proton and proton-neutron ampli­
tudes fpp and fpn 

(36) 

where F(t) is the deuteron fonn factor, which is asswned to be equal for fC and fpp (fpn), 
and which drops very fast with increasing j tj because of the weak binding and the relatively 
large distance between the two nucleons in the deuteron. 

In this approach fc interferes with 

(37) 

resulting in an interference cross-section 

(38) 

The amplitude fpn also was obtained from phase shifts, 
pn phase shifts are much less reliable owing to the po 

as was fpp in Section 4.2.1, 
pn experimental data. 

although 

The calculated interference cross-sections (38) were compared to the Coulomb-nuclear 
interference of experimental pd differential cross-section data at 146 and 325 HeV. This 
test confinned that the calculated cross-sections had the right order of magnitude; hence 
it gave us confidence in the applied interference correction, especially at low energies 
where it is important. 

111e interference corrections [the integral of Eq. (38) J 

added to all partial cross-sections are plotted in Fig. 13 for several energies. Total 
cross-sections suffered a correction of less ~~an 1%. 

(39) 

The order of magnitude of the interference correction is dictated by a, the ratio of 
the real to the imaginary part of the spin-independent fonvard scattering amplitudes fpp 
and fpn, respectively [see Eq. (31)]. Figure 14 compares app and apn as obtained from phase 
shifts 1 ) with forward dispersion relation predictions 1 9 - 2 0 ) and experiments 2 1 ) • 

Large discrepancies show up in the few hundred MeV region, and no direct precise experi­
mental data is available for the moment. TI1is illlcertainty leads to considerable errors in 
total cross-sections, as discussed in Section 4.3. 

4.2.3 Evaluation of p- 4He, 12C3 and 160 data 

In all these elements the Coulomb-nuclear interference cross-section is big enough to 
contribute to a measurable curvature at small angles for partial cross-sections acorr(t) as 
a function of t [ocorr are the measured partial cross-sections corrected by pure Coulomb 
scattering, cf. Eq. (16) and Fig. 3]. In order to analyse the data, we approximated the 
differential cross-sections on the right-hand side of Eq. (12) in the following phenomeno­
logical way. 
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a) Nuclear elastic scattering 

The elastic scattering matrix M for a proton to be scattered on an isospin and spin 
zero nucleus is of the form 

M ~ f • 1 + g • (i\ • <>J , (40) 

where f and g are spin-non-flip and spin-flip amplitudes, respectively, and~ is the normal 
to the scattering plane. 

TI1e amplitude f was approximated at small angles by 

- ik . ) [y2/2}t f - 4n atot(l - 10. e (41) 

using the optical theorem and assuming that Re f and Im f have the same !-dependence. The 
slope parameter y 2 was taken from measured differential cross-section data in this energy 
region, and considered as energy-independent because it has a very small influence on the 
results. 

Table 5 

"c 160 

y2 27 70 84 (GeV/c)-2 

The spin-flip amplitude g is proportional to sin e; it vanishes in the forward direction 
and stays very small in our angular region. It does not interfere with the Coulomb amplitude. 
We have neglected its contribution to the partial cross-sections. 

b) Inelastic scattering 

There exist only few experimental data on the distribution of secondary products at 
small angles; in particular, the behaviour of charged inelastic products in our transmission 
connters is unknown. However, we believe that the order of magnitude and the t-dependence 
of (do/dD)inel in Eq. (12) do not compete with the interference cross-section [which is as 
large as ti1e nuclear elastic cross-section for It I ' 0.004 (GeV/c) 2 and varies as 1/t]. 
Therefore we simply assume that (do/dD) inel = Cinel is a constant in the small angular range 
in which data were measured. 

c) Cculomb scattering 

The Coulomb amplitude fc has already been given in Eq. (35): 

(42) 

However, we have now included the form factor F(t) defined in Section 4.1.1 and used a 
Coulomb phase difference 6B which was derived by Bethe 16

) allowing for a screened Coulomb 
potential for small impact parameters b ~ R: 
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2 1 
1.06 

- Tlc n ka e ' 
(43) 

where 

The fact that oB differs considerably from the phase derived by Solov'ev17
) [Eq. (35)] is 

irrelevant in this analysis, as the contribution Im f • lm fc to the interference cross­

section is very small and is only comparable to Re f • Re fC for a < 0.02. 

The amplitudes and cross-sections in a, b, and c inserted into Eq. (12) lead to partial 

cross-sections as a function of ~' of the form: 

o~~rr(ll) ~ otot - (1 + a') o;ot w1(11) -Cine! · \l a otot w2(11) - Otot w3(11) (44) 

where 

w2 (11)} 
w3( \l) 

----or-' 
nuclear elastic inelastic Coulomb-nuclear 

16 • TI • 10 • 0.19732 y 2 
' 

z t 
r(o) 137.036 • B {

cos 68} 
dt • 

sin OB 

interference 

The three unknown parameters atot' a, and Cinel were obtained by fitting this function to 

the measured cross-sections o~8?rC~1), i = 1, ••• , N, N > 12 in general, using the method of 

least squares: 

= min (45) 

In first approximation the best fitted values otot' a, Cine! do not depend on correla­

tions between measured partial cross-section data. However, final data were computed taking 

correlations into account as described in Section 4.3.1. 

Figure 15 illustrates the order of magnitude and the n- or t-dependence of the terms 

in Eq. (44) for p-'He data at 273 MeV for best fitted parameters 

105.4 mb 

0. 52 

32 mb/sr 

Note that the nuclear elastic term (II) stays linear in ltl up to ltl " 0.005 (GeV/c) 2
• 

Oxygen data have been measured in a water target. The necessary input data o~~r( 16 0) 

for the fit were obtained by 

160 ( ) H2o ( ) H ( ) 
Ocorr $1 = Ocorr $1 -2 Ocorr $1 ' (46) 

where a~orr(n) were taken from the experimental hydrogen data (Section 4.2.1.). 
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4.3 Error estimates 

4.3.1 Random errors 
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0.005 

I = Coulomb- nuclear 
interference term 

ll = nuclear elastic term 

momentum transfer squared It I [CGeV/c)1] 

Extrapolation for a (p- 4He) at 273 MeV tot 

0.01 

In this section we list the errors which are random and independent between data at 
different energies. 

i) ~Q~!!gg_~!§!~~!~£~: All total cross-sections have been measured with ±0.2% statistical 
accuracy. 

ii) ~!gQ~1i!Y_Qf_~f!isi~gsi~2= TI1e efficiencies of the transmission counters were 
measured regularly and stayed extremely stable; no shift was observed during the data­
taking time: 

iii) ~££i3~g!g12= We attributed a random error, due to accidental coincidences, of half 
the biggest correction in Section 3.4, i.e. 

6.crtot 
0 tot 

iv) ~e£tg~Q~9= For liquid targets, a small correction for different absorptions of the 
dummy target compared to the empty target was applied (Section 3.2). Again we estimated the 
error on this correction to be half of the correction, i.e • 

.60tot 

0 tot 
±0.15% • 
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Since "target out" transmission measurements were energy sensitive, partial cross-sections 

have been systematically corrected (Section 3.6). We believe that any error from this effect 

did not exceed ±0.1% in the total cross-section, but may affect a if the true correction is 

not linear in n. 

v) [J~!§._~~!Y:':~:':: In the data analysis of He, C, and O, random errors for ·the three 

fitted parameters Otot' 0., Cinel were obtained by computing the log likelihood ftu1ction L 

and projecting the three-dimensional volume 

constant (47) 

on the axes a tot, a, Cinel. 

The quantity -21 has ax; distribution provided otot' a, and Cinel are Gaussian distri­

buted around their true values, and Lis normalized such that Lmax = L(Otot' &, Cinel) = 0. 

We have chosen a probability content PCxi ~ 21) = 70%; therefore x~ = 3.6 and L = -1.8. 

At a given energy all partial cross-sections have been measured in u sets of seven data 

points ead1 (u ~ 2), corresponding to u different distances between target centre and 

transmission counter array. TI1e data in ead1 set are very strongly correlated, because they 

have been measured simultaneously with the same incoming protons. The correlation matrix m7 

has been obtained by repeating a transmission experiment six times at a fixed energy and 

geometry, ancl computing the correlation coefficients from these data: 

1 0.99 0.98 0. 97 0.96 0.93 0.91 

0.99 1 0.98 0.97 0.95 0. 92 0.90 

0.98 0.98 1 0. 99 0.98 0.93 0.93 

m, 0.97 0.97 0.99 1 0.99 0.95 0.95 ( 48) 

0.96 0.95 0.98 0.99 1 0.97 0. 95 

0. 93 0.92 0.93 0.95 0. 97 1 0.98 

0.91 0.90 0.93 0.95 0.95 0.98 1 

Denoting by 6. tl1e vector 

' ... , 

where o~~r and o~rr represent the partial cross-sections defined in Eqs. (44) and (45), 

the log likelihood function is given by 

L - l. ..L (x' 
2 v2 - x~in) ' (49) 

where x' (6 m-' !+) 

and ~ 
0 

} 7 • u • m 7 

··. 
0 ~ 
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The errors v of all partial cross-sections are assumed to be about equal and only known by 
~1e order of magnitude 

v 
0.2% < < 1% • 

0 exp 

Therefore v2 was calculated from the data 

v' 

where v = 7u - 3 is the degree of freedom of the fit. If v2 was found within the above 
interval, the fit was considered to be reasonable. 

(50) 

TI1e errors of the best fitted parameters are given by the following orders of magnitude: 

Llatot = ±(1 - 3)% ; 6a 
Otot 

±(0.1 - 0.15) ; 

Tney dominate all the errors previously mentioned. 

6C· •· ~ = ± (20 - 40)% • 
cinel 

vi) ~~=~g~rgr_~~g~~r~~~g!: The peak position of the differential range curve can be 
located experimentally within ±2 MeV (cf. Section 3.7). TI1is error was converted into 
errors in total cross-sections and a's being for most cases negligible. All random errors 
have been added quadratically and are listed in the tables of Section 5. 

4.3.2 Systematic errors 

We subdivided systematic errors into two classes: those which may move all data as a 
function of energy systematically up or down, and those which influence results in one 
direction only. 

a) Systematic errors of both signs 

i) Target length and density: These errors are already listed in Table 2, Section 3.2. 
ii) Errors on the Coulomb correction in pp and pd total cross sections: We attributed a 

10% uncertainty to the single and multiple Coulomb scattering correction. 

Table 6 

± 6atot!atot 

lab. energy pp pd 

200 MeV 0.3% 0.1% 

550 MeV 0.05% 0.02% 

iii) Errors in the Coulomb-nuclear interference correction for pp and pd data: The large 
discrepancies in a = Re fNN/Im fNN (0°) illustrated in Fig. 14 force us to accept big errors 
on the interference correction. 
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We assumed 6app ~ ±0.2, which propagates into systematic errors in the pp total cross­

sections of about ±0.8%, thus dominating all other errors. For the case of a the situation pn . 
is even worse, since the (I = 0) phase-shift analysis is not unique. Signell and Holdeman22 ) 

mention a serious ambiguity in the phase parameters near 330 MeV. However, an error as large 

as ±0.4 in apd' the real over the imaginary part of the nuclear pd amplitude (fpd fpp + fpn)' 

affects the total pd cross-section by ±0.9% only. 

iv) Systematic errors in the He, C, 0 data analysis: The analytic function Eq. (44), 

fitted to the partial cross-sections, depends on various constants which are subject to an 

error. 

- kinetic energy E 

- r.m.s. radius R of the nucleus 

- slope parameter y2 of the nuclear differential 

cross-sections 

LIE 

~R/R 

~y'IY' 

±2 MeV 

±10% 

±20% 

Furthermore, the partial cross-sections cr~~r(O) may be systematically in error owing 

to uncertainties in the single and multiple Coulomb scattering corrections; again we assumed 

a 10% error in this correction. Each error propagates separately into systematic errors of 

the best fitted parameters crtot' a, and Cinel' We have added them all quadratically and 

obtained the following orders of magnitude: 

6.atotlatot ±0.6% 

~a ~ {±0.13 at 200 MeV 
±0.07 at 550 MeV 

b) Systematic errors in one direction 

i) Range curves: Range curves in comparison with floating wire experiments provided 

systematically smaller beam energies (2 to 3 MeV). Tilis discrepancy falls within errors of 

range-energy conversion tables. 

ii) Effective efficiency: We estimated that any change of effective efficiency (defined 

in Section 2.1) ~auld decrease total cross-sections by 0.1% at most. 

iii) Density of liquid hydrogen: The conversion of vapour pressure into density was based 

on the assumption that all liquid H2 was in the para state. A 20% ortho H2 contamination 

woUld decrease total cross-sections by 0.05% only. 

All systematic errors (added quadratically) are considered to influence the scale in 

the plo.ts of Section 5 and are not included in the quoted errors in the tables. 
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5. RESULTS AND DISCUSSION 

5.1 Results 

In the following tables (7 to 11) and figures (16 to 21) we present our results for 
the proton total cross-sections of H, D, He, C, and 0 together with the ratio of the real to 
the imaginary part of the proton-nucleus forward scattering amplitude. 

Previous experimental data in the figures are taken from various compilations 23
- 26 ). 

In Fig. 17 [atot(pd)] we have included only the most recent experimental data because 
they extend over larger energy ranges. 

In the figures of the carbon and oxygen total cross-sections we distinguish simply be­
tween the proton and neutron experiments in order to get an impression of the validity of 
charge symmetry. 

The data and curves are discussed in Section 5.2. 

The forward amplitude f on an isospin zero target with A nucleons is related by the im­
pulse approximation to the isospin averaged nucleon-nucleon amplitude (later referred to by 
fNN) by: 

(51) 

where f and f are the spin-independent pp and pn forward scattering. amplitudes (see also pp pn 
Section 5.2.2). The ratio a= Re f/Im f is therefore independent of the target and should 
be equal to ~· Figure 21 shows that our values of a for He, C, and 0 agree wi-th each other 
within errors in the energy range 250 to 560 MeV, but disagree with ~ obtained by the 
Livermore phase-shift analysis 1 l above 300 MeV. Below 250 MeV our data have rather large 
errors due to the increased difficulty of applying the multiple Coulomb scattering correction 
in the partial cross-sections. 

Since a is the important parameter in the Coulomb-nuclear interference correction, we 
performed a second analysis of the partial cross-sections assuming that a as a function of 
energy E is lmown by the "smoothed" curve in Fig. 21. Below 250 MeV we believe that the phase­
shift prediction for a is more reliable than any mean of our measured data. We forced the 
"smoothed" curve a(E) to join ~(E) from phase shifts at about 220 MeV. The "smoothed" 
values a and the total cross-section results of this second analysis are given in columns 
6 and 7, respectively, of Tables 9, 10, and 11. These total cross-sections are plotted in 
the figures, since we believe that they are more reliable than those in column 3. 

However our total cross-section data below 250 MeV have to be used with care. An 
analysis of small angle nucleon-nucleus differential cross-section and polarization data 
in 4 He and 12C performed by Cromer and Palmieri 27

) at 140 MeV yield for a in 4He and 1 LC 
the values 1.23 and 0.92 respectively. The He data agrees fairly well with the NN phase 
shift analysis whereas a in 12C is considerably below. 

Using the a-value of 12C at 140 MeV as an anchor point to fix the low energy behaviour 
of the 11smoothed" curve our p 12C and eventually p 160 total cross-sections at 151 MeV (column 
7 in tables 10 and 11) would become lower by 15mb for 12C and 13mb for 160. 
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Table 7 

Laboratory Laboratory 
0 tot ± 60tot !J.oCni 

a) 0 tot (rm) 

kinetic energy momenttml [phase-shift 
analysis b)J 

(MeV) (MeV/c) (mb) (mb) (mb) 

; 

179.0 607 24.55 ± 0.12 +2.00 24.65 

267.5 757 23.85 ± 0.10 +0.90 23.90 

342.5 872 24.45 ± 0.10 +0.46 24.55 

388.0 937 25.65 ± 0.10 +0.34 25.50 

406.5 963 26.30 ± 0.10 +0.22 26.00 

439.5 1009 27.75 ± 0.14 +0.13 27.10 

502.5 1093 30.95 ± 0.15 -0.02 30.15 

513.5 1108 31.65 ± 0.19 -0.03 30.80 

555.0 1162 34.50 ± 0. 24 -0.08 33.60 

Systematic errors ± 0.8% 
I 

Interference correction = difference between the quoted values of a 

and values obtained when no Coulomb-nuclear interference correctiontot 

is made before extrapolation. 

b) M.H. MacGregor, R.A. Arndt and R.M. Wright, Phys. Rev.~' 1714 (1969). 

Table 8 

' I Laboratory Laboratory 
0 tot ± 60tot kinetic energy rnomentlml 

(MeV) (HeV/c) (mb) 

227 691 63.60 ± 0.5 

275 769 60.75 ± 0.5 

348 880 59.85 ± 0.5 

412 971 61.20 ± 0.5 

422 985 61.25 ± 0.5 

483 1067 64.35 ± 0.5 

560 1168 69.10 ± 0.5 

Systematic errors ± 1.0% 



Laboratory Laboratory 
kinetic energy momentUJJI 0 tot ± 60tot 

(MeV) (MeV/c) (mb) 

224 686 106.3 ± 1.1 

273 765 105.7 ± 1.1 

345 875 106.8 ± 0.9 

413 972 110.8 ± l.O 

430 996 112.8 ± 0.8 

491 1078 117.6 ± 1.4 

563 1172 123.7 ± 0.7 

Systematic errors ± 0.6 

Laboratory Laboratory 
0 tot ± .t.otot kinetic energy momentum 

(MeV) (MeV/c) (mb) 

191 627 282 ± 9 

223 684 275 ± 12 

277 772 283 ± 3 

306 817 ·zss ± 6 

348 880 286 ± 6 

349 881 283.5 ± 2.5 

372 914 297 ± 4 

392 944 300.5 ± 3.5 

441 lOll 298 ± 5 

453 1027 302 ± 7 

456 1031 301 ± 7 
467 1046 308 ± 3 

497 1086 314 ± 8 

506 1098 313 ± 3 
518 1113 319 ± 4 
553 1159 323 ± 10 
559 1167 327 ± 6 

463 1041 301 ± 8 a) 

502 1093 313 ± 5 a) 

550 1155 323 ± 11 a) 

Systematic errors ± 2 
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Table 9 
p- 4He data 

Re f 
Ct = Iiiit ± 6o. 

0.48 ± 0.14 

0.52 ± 0.15 

0.29 ± 0.13 

0.17 ± 0.15 

0.16 ± 0.13 

0.14 ± 0.22 

0.09 ± 0.10 

± 0.10 

Table 10 
p- 12 c data 

a=f~f±ll.a 

044+0.15 
• - 0.18 

0.35 ± 0.28 

0.50 ± o.os 
047+0.18 

• - 0.13 

0 29 + 0.18 
• - 0.14 

0.21 ± 0.06 

0.38 ± 0.12 

0.39 ± 0.10 

0.11 ± 0.12 

0.10 ± 0.18 

0.09 ± 0.12 

0.11 ± 0.07 

0 14 + 0.13 
• - 0.10 

0.06 ± 0.05 

0.16 ± 0.05 

0.03.! 0.14 

0.11 ± 0.10 

0.21 ± 0.12 

0.06 ± 0.05 

0.00 ± 0.14 

± 0.07 

Slope of extrapola-
tion in lab. system 

Cinel ± L'ICinel 

(mb/>r) 

39 ± 10 

32 ± 11 

49 ± 10 

65 ± 20 

75 ± 15 

90 ± 30 

105 ± 13 

± 101 

Slope of extrapola-
tion in lab. system 

Cinel ± 1'\Cinel 

(mb/sr) 

-25 ± so 

-45 + 75 
- 135 

65 ± 20 

100 + 50 
75 

130 ± 50 

155 ± 30 

135 
+ 25 
- 45 

145 + 35 
- 45 

150 + 60 
- 70 

190 
+ 100 
- 150 

235 ± 45 

240 ± 35 

315 ± 80 

301 ± 25 

335 ± 35 

380 ± 160 

380 ± 55 

225 ± so 
270 ± 35 

340 ± 180 

a) Data measured with CH 2 target; evaluation similar to that for 16 0. 

"a" "a " 
(smoothed tot 

curve) 
(mb) 

0.65 108 

0.47 105 

0.30 107 

0.20 111 

0.18 113 

0.10 117 

0.02 123 

"a:" "o " 
(smoothed tot 

curve) 
(mb) 

0.87 307 

0.65 290 

0.46 281 

0.38 284 

0.30 286 

0.30 28<i 

0.26 293 

0.22 295 

0.16 299 

0.14 303 

0.14 304 

0.13 309 

0.09 312 

0.08 314 

0.07 315 

0.04 324 

0.03 322 

0.13 299 

0.09 318 
0.04 324 
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Table 11 

Laboratory Laboratory 
Slope of extrapola-

" 
kinetic energy momentl.un 0 tot ± 60tot Re f tion ~ lab. _system "a" "c\ot 

a "' "'Ii1II ± !'J.a. Cinel ± 1'\.Cinel (smoothed 
curve) 

(MeV) (MeV/c) (mb) (mb/sr) (rnb) 

190 627 387 
• 30 0.78 ± 0.30 -153 + 118 0.87 394 
- 20 - 300 

222 682 386 ± 15 0.74 ± 0.20 -63 + 100 
- 180 

0.67 380 

276 770 360 ± 6 o.so ± 0.10 91 ± 40 0.46 357 

348 880 367 ± 5 0.36 ± 0.10 148 ± 42 0.30 364 

392 943 377 ± 5 0. 24 ± 0.09 276 ± 56 0.23 377 

442 1012 381 ± 5 0.12 ± 0.08 351 ± 70 0.16 383 

516 1111 397 ± 3 0.10 ± 0.03 421 ± 21 0.07 397 

558 1165 411 ± 6 0.04 ± 0.06 478 ± 60 0.03 410 

Systematic errors ± 3 ± 0.07 

50 l f r· ! ! 

f y*, 
40 f ! 

'";; f 
.5. 
c t * oChen et ol.(1956) 
0 o Dzhelepov et ol.(1955) 
u • 

! t! 
• Longo et al(1959,1962} 

% 30 ! *Bugg et al.(1966) 

• MMeshscherijo.kov et al.(1956) 
2 v Chamberlain et al.(1951, 1954) 
v 

:§ .I! 0 De Carvalho et al(1954) 

.s '!),others 

~ 
• This experiment 

' ~ 20 o Riddle et oU1964) (nd-np} 

10 

100 200 

Fig. 16 

"Measdoy et a\.(1966) (nd-np} 

300 400 500 600 700 
Laboratory kinetic energy [MeV] 

p-p total cross-sections; the solid curve represents the 

predictions for nn total cross-sections as obtained from 

phase shifts (Ref. 1) 

BOO 
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t 

0 

0 

pd data 

c-R • Bugg el al. (1966) 

• this experiment 

nd data 

Pfl'l 0 Mischke et al. (1970) 
.. Measdoy et a! . (1966) 

300 500 1000 
laboratory kinetic energy (MeV) 

Fig. 17 Nucleon-deuteron total cross-sections; the solid curves 
represent Glauber model calculations. 

I p, ... 4He data 

0 Palmieri et a\. 
Kozodoev et al.. 
Riddiford et al. 

• Po.levsky et al . 
!A • This experiment 

n 4He data 
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Measday et at. 

0 Potmieri eta\. 

! ! 
a·2 :=0.535 tm-2 

100 200 500 2000 
laboratory kinetic energy {MeV) 

Fig. 18 Nucleon-helium total cross-sections; the solid curves 
represent Glauber model calculations. 
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PPA 6 Mischke et al (1971) 
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Fig. 19 Nuclear-carbon total cross-sections; the solid curves 
represent Glauber model calculations. 
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Fig. 20 Nucleon-oxygen total cross-sections; the solid curves 
represent Glauber model calculations. 
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10 

• p-'1-ie} 
A. p22c this experinert 
0 p-160 

- a./\1\J trcm phase shifts 

~ -- "srnoothed" ctrve to tt-e ck:rta 

~, 

' .§ 0.5 ,, 0 Palevsky et ol (1967) 
(optical potential calculation) 

• "' 
" " 0 

0 

-0.5 L_---;i,;;----o;;(;;---~;;--~-----";c--__J_--'---__j_-d~ 200 300 liJO 500 600 1000 
laboratory kinetic energy (MeV) 

Fig. 21 Ratio of the real to the imaginary part of the spin-independent 
forward scattering amplitude on He, c, and 0 

5.2 Discussion 

5.2.1 Nucleon-nucleon total cross-sections 

In Fig. 16 our pp total cross-section results are compared to the prediction for total 
neutron-neutron cross-sections obtained from the energy-dependent Livermore phase-shift 
solution X l) (the solid curve). Below 400 MeV we note an agreement within experimental 
errors. The Livermore analysis did not consider any pp total cross-sections as input; hence 
this experiment provides a direct test on the validity of the phases. In particular, it 
proves by the optical theorem that this set of phase shifts predicts the correct imaginary 
part of the spin-independent forward scattering amplitude. 

MOreover, the Coulomb-nuclear interference correction in our data evaluation was based 
on Livermore phases. It is proportional to the real part of the spin-independent forward 
amplitude, and considerably influences the extrapolation to the total cross-section at zero 
solid angle (see Table 7, column 4; see also Fig. 12). With the above-mentioned agreement 
between total cross-sections the experiment is also a test for this correction and confirms, 
with much less precision of course, that the real part of the spin-independent forward ampli­
tude obtained by phase shifts has the correct order of magnitude. 

Above 400 MeV, where the interference correction is neglible, we found that our data 
lie 2% to 3% higher than the phase-shift results. This is not surprising since pion pro­
duction starts around 300 MeV, which requires complex phase shifts. Various phase-shift 
solutions are possible because of the poor elastic scattering data. 

We disagree with the data of Bugg et al. 2•l at 515 MeV by about 2.4 mb (7.5%), of which 
approximately 0.75 mb is due to the difference in the interference correction. Bugg has 
based his calculation on forward dispersion relations 19 ), whereas we have used a more pheno­
menological approach. We note that the use of phase shifts to determine the Coulomb-nuclear 
interference has also been used in the measurement of pion-proton total cross-sections from 
70 to 290 MeV 29 ), 
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5.2.2 Calculation of p-nucleus atot by Glauber theory 

Multiple scattering theory has been applied extensively during the last few years and 

successfully describes the structure of pion- or proton-nucleus differential cross-sections 

at high energies, in w~e limit of geometrical optics 

kR >> 1 ' 

where R is the r.rn.s. radius of the nucleus, and k is the beam momentum. Wilkin 30 ) has in­

vestigated the low-energy region where the model would be expected to break down. He per­

fanned calculations with pions of 100-300 MeV on isospin-zero nuclei such as He, C, 0; kR 

is then of the order of 2. Surprisingly, the model still works reasonably well. 

A somewhat different situation arises when scattering nucleons on nuclei. At medium 

energies (150 to 1000 MeV or 550 to 1700 MeV/c), spin effects, which are usually neglected 

in the theory, are very important when calculating differential cross-sections at small 

scattering angles. However, it seems worth while to calculate the forward scattering ampli­

tude. The imaginary part is related by the optical theorem to the total cross-section and 

can be checked directly by experimental data. 

Measured total cross-sections as a function of energy E show a minimum around 300 rvreV; 

the rise towards high energies is due to the onset of pion production. We have checked 

whether the theory is capable of reproducing the position of this minimum as well as the 

general shape of atot(E) in D, He, C, and 0. 

With the simplest possible assumptions listed below, the total cross-section is given 

as a sum over A multiple scattering terms 31
): 

aA(E) ~ zn a2[1 + za-' y'(E)] t (~] ( -1r' ~ x [ '[ ;(E) , '( )]Jm Re [1 - ia(ElT (52) 
m=l Zn a 1 Za Y E 

A • a _ '-'A("-A'----1..~.) 
Sn 

a' 
'( 'y') (1- a

2
) + ... 

a 1 + Za 
(53) 

where A= numbeT of nucleons in the target nucleus. (The notation differs slightly from 

that in Ref. 31 in order not to mix the variables in this report.) 

The input quantity in the theory is the isospin averaged spin-independent nucleon­

nucleon amplitude when one is calculating the scattering of nucleons on an isospin-zero 

target: 

which is approximated by an exponential in t: 

fNN(E) ~ ~~ a( E) [1 - ia(E)] e-y'[E)(Itl/z) 

a~ aNN ~ !(app + anp) ~~a(!~ 1) + ~a(! ~ 0) 

isospin averaged NN total cross-section 

~ 2 = slope parameter • 

(54) 

(55) 
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The target is considered to be a pure s-state nucleus, i.e. each nucleon has an harmon­
ic oscillator wave fmction in the s-state with respect to the centre-of-mass of the nucleus. 
Assuming no correlations between the nucleons, the density function of the scatterer A is 
factorizable: 

o(i\ ... i\) ~ o(T;) ... 0(r-;,) ~ lrr~,Jl exp {- ;, [ t, rf]} (56) 

where a is related to the r.m. s. radius R of the nucleus by 

(57) 

(R values are listed in Section 4.1.1). 

Total cross-sections on D, !le, C, and 0 in the energy range 150-2000 MeV (550-2800 MeV/c) 
were computed with the following input data: 

i) Isospin averaged total nucleon-nucleon cross-section OtotO\~): Figure 22 shows the 
actual-expe~I~entai-~it~~ti~~-£;;-~~~1~;~:~~~1~;~-t;t;i-~;;;;:;~~tion data. At low energies 
(< 400 MeV) we used the values obtained from Livermore phases. They agree perfectly well 
with our data atot(pp) and also represent a good mean of all existing np experimental data 
(for the sake of clarity, some of these have been omitted from the figure). At higher energies 

we took the very precise and most recent Cambridge-Rutherford (C-R) pp data and the Princeton 
(PPA) np data27

,
32

). The faint dip in the np cross-section at 900 MeV is due to the minimwn 
of otot(I = 0). 

ii) aNN: We considered the "smoothed11 curve a(E) in Fig. 21 to be the best actual data for 
aNN belOw 600 MeV. At higher energies it can be seen from differential cross-section calcu­
lations with Glauber theory that jaj may be about 0.3 at l GeV 30 1. Furthermore, Palevsky 
et al. 33

) performed optical model calculations using proton elastic scattering data on H, 
He, C, and 0 at 1 GeV. They found that the real part of the optical potential U is repulsive, 
i.e. 

a~ --0.2. 
Re U 

Im U 
(58) 

~'ll'e note that aNN influences only the higher-order terms in Eq. (53). The total cross­
section calculation is not very sensitive to a as long as lal is small with respect to 1: 

example; otot(He) at 600 MeV 

a = 0 0tot = 118.9 mb 

Ia I~ 0.3 Otot ~ 120.2 mb 

We believe that jaj will stay smaller than 0.3 above 600 MeV. We neglect effects of about 
one or two per cent in atot and therefore assume the amplitude to be pure imaginary. 

iii) ~!Q2~-2~!~~!~[_y:: The slope parameter y2 at zero momentum transfer has been taken 
from phase shifts up to 450 MeV. At higher energies a mean y 2 ~ 0.3 fm2 fits experimental 
data compiled by Lasinski et al. 34

) rather well (Fig. 23). 
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Fig. 22 Nucleon-nucleon total cross-sections 
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Fig. 23 Slope parameter of the spin-independent isospin 
averaged nucleon-nucleon amplitude 
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The results of the calculations are plotted in Figs. 17, 18, 1~, and 20, as follows. 
Otot p-d (Fig. 17): In this case formula (52) reduces simply to 

1 
ad= 2a--4TI 

-2 

o2(1 - a2
) T( -+..,....,a-=2 - 2"') 1 2a y 

(59) 

Instead of using c.m. coordinates to locate the position of the nucleons in the nucleus, the 
deuteron can be described with one coordinate only, the separations of the two nucleons. 
Assuming again a Gaussian-type density distribution ins, the parameter a- 2 in Eq. (59) 
equals the expectation value of the inverse square separation 35 ): a- 2 = (s- 2 ). 

At low energies the impulse approximation (IA) fits the data almost perfectly. In any 
case, the double scattering correction is small (~ 2%) because both y2 and a increase to­
wards low energies and therefore suppress the second term. 

Furthermore, the charge exchange contribution can easily be taken into account by re­
placing a 2 in the double scattering term by 

charge exchange term 

It reduces this term by about 20% at 200 MeV, 6% at 400 MeV, and has no effect at 560 MeV 
where crnp = crpp" 

At high energies we are faced with the situation where the nd data from the PPA group 
disagree by more than 2% with the pd data measured by the C-R group. A recent measurement 36

) 

of the pd total cross-section at 3 GeV/c yields a result which is lower than the C-R set by 
1.2 mb; thus we conclude that there can be a systematic error of this amount in the C-R 
data. The nd and pd cross-sections should be equal if charge syrrnnetry is valid. We have 
varied the parameter (s- 2

) and found that (s- 2
) = 0.2 fm- 2 fits the C-R data remarkably 

well. It needs a value of 0.33 fm- 2 in order to come closer to the PPA data. However, the 
over-all agreement in the whole energy region is much worse. The correct value for the mean 
inverse square separation (s- 2

} is still not known; it may vary between 0.2 and 
0.4 fm-2 27,37). 

crtot p- 4He, 12C, 160 (Figs. 18, 19, and 20): The comparison of our Glauber model calculations 
with experimental data shows five important facts: 

i) The depths of the minima of the calculated total cross-sections equal the experimental 
minimum values, which is remarkable since the multiple scattering corrections compared 
to the impulse term (IA) are as large as 20-30%. 

ii) lne multiple scattering terms shift the minimum of the NN total cross-section, which is 
at 335 MeV, towards higher energies. This is due to the negative derivative dy 2 /dE < 0 
in this energy region. The experimental minima, however, are at lower energies 
(280-300 MeV) and disagree with the theory by 70-100 MeV. The same theoretical approach 
predicts a shift towards lower energies for the n-nucleon (3,3) resonance in rr-nucleus 
total cross-sections 38

), which is observed experimentally. 

iii) The theoretical curve has roughly the correct shape as a function of energy, and agrees 
fairly well at higher energies where any structure in NN total cross-sections disappears. 
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iv) The calculation reproduces exactly our data at 335 MeV, the minimum point of the NN 

total cross-section. 

v) We have considered the 12C and 16 0 nucleus to be composed of 3 or 4 a-particles, respect­

ively, and have introduced into the Glauber formalism a p- 4He amplitude similar to the 

expression (55). We used our experimental values of crtot and a's for p- 4He, whereas 

y2 ~ 1.05 fm2 was taken from differential cross-section data. The results reproduce 

the experimental data in 12 C and 160 fairly well. 

Since Glauber theory still works well at low energies (pd data, TI-nucleus data) we have 

thought of various effects, not considered in the theory, which may explain the energy shift 

of total cross-section minima 39 ). We have not made any detailed calculations. 

- Fermi motion: We do not believe that the minima will move by 70 MeV when including Fermi 

motion of the nucleons in the nucleus, since the NN total cross-section curve is rather 

symmetric around its minimum. It just smoothes the structure. However, Fermi motion is 

the only possibility of influencing the impulse term A • a in formula (53). Therefore, 

any energy shift has to occur by the multiple scattering terms (in general, five or six 

terms are necessary, except for He, where the double scattering dominates by far the higher­

order terms). Since we are working at low energies we have to accept a series of rather 

large scattering angles, with the condition that the final momentum transfer to the nucleus 

is zero. 

This immediately implies the following list of effects to be studied: 

- non-Gaussian form of the elementary NN amplitude; 

- strong contribution of spin effects; 

- kinematical problems 

finite integration limits when integrating over the momentum transfer q; 

- back-scattering; 

- rescattering on the same nucleon; 

- isospin 1 and 0 amplitudes have to enter the theory explicitly since they differ consider-

ably at low energies; the a's get close to 1, i.e. delicate cancellations of higher­

order terms may happen; 

-non-Gaussian single-particle density in the nucleus (surface effects); 

- correlations between nucleons in the nucleus. 

It needs a detailed theoretical investigation in order to establish which effects con­

tribute dominantly to the observed large energy shift. It could easily be that at different 

energies different effects are dominant. 

5.2.3 Charge symmetry 

A direct test on charge or isospin symmetry is possible by comparing proton and neutron 

total cross-sections on an isospin-zero target as a function of energy. 

Since charge symmetry is believed to hold by 0.5% to 1% 40 ) it needs rather high 

precision data in order to be sensitive to such small differences. At present it is a 

difficult task to measure proton total cross-sections to an accuracy of better than 0.5% 

since the biggest uncertainties are still due to Coulomb and Coulomb-nuclear interference 

corrections at least in the energy region of a few hundred MeV. When new differential cross-
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section data become available, the situation may change. For neutron total cross-sections, 
more often the problem of statistics and systematic errors in the apparatus of the order of 
0.5-1% become important. 

With the actual precision of total cross-sections on nuclei such as 12C or 160 it is 
only possible to conclude that charge symmetry is valid to about 4%. However, our data 
on the deuteron agree, within error, with the most recent PPA nd total cross-sections; hence 
charge symmetry is confirmed to about 2% (Fig. 17). We conclude that the big discrepancy 
of more than 2% at higher energies is probably due to systematic errors in the experiments. 

5.2.4 Forward dispersion relations (FDR) on 4 He 

Our experimental results on total cross-sections and the real parts of the nucleon- 4He 
scattering amplitude have stimulated an extension of a previous FDR analysis~ 1 ) to higher 
energies. 

We quote only the results of Ref. 2 where a subtracted dispersion relation of the fol­
lowing form was used: 

00 (')' k' f CJ k dk \' TjE Re f(E) ~ f(O) + -, P ,2 2 + L_, ( ) , 2n k - k . E· E - E· 0 J J J 
(60) 

where E and k are the laboratory kinetic energy and momentum respectively. 
subtraction constant at threshold and essentially the scattering length. 

£(0) is the 

The second term is the dispersion integral extended over the physical region, experi­
mental total cross-sections being input data. The sum over poles represents the contribution 
of the unphysical region; possible cuts are approximated by effective poles with the 
strength rj and the position Ej. 

TI1e two tenns in the physical region are knoV~IJl rather accurately. This allows one to 
form the discrepancy function ~(E) 

Ref 
FOR 

phys. region 

It represents direct infonnation on the unphysical region in the limited 
where values for Re fexp are available (from phase shifts below 50 MeV; 
nuclear interference at medium energies). 

(61) 

energy intervals 
from Coulomb-

At low energies (E < 50 MeV), ''non-relativistic11 exchange processes are the dominant 
tenns in the unphysical region, i.e. the 3He pole at Eo = -15 MeV (fixed by the neutron 
binding energy) with its residue r 0 and the unbound three-nucleon exchange (pd and ppn), 
the cuts starting at about -20 MeV: 

~(E) (62) 

Since E1 (the position of the effective pole of the three-nucleon exchange) sits rather 
close to E0 , the analysis at low energies~ 1 ) was limited in precision and gave large errors 
on the residue To and rr. 
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At medium energies (200-600 MeV) FDR analysis becomes sensitive to "relativistic" 

effects, i.e. meson+ 3 baryon exchange processes, which start at about -120 MeV. Again an 

effective pole was used to approximate this cut: 

r:.t Erv, 

In the limitE>> Eo,E 1 , the "non-relativistic" pole contribution (62) simply reduces to a 

constant c ~ (ro/Eo) + (r 1 /E 1). A least squares fit to our real parts gave the three unknown 

parameters r:t>'i' ~.p and c. The constraint c helped to bring about a drastic reduction of the 

errors on the 4 He- 3He n coupling constant r 0 and the strength of the three-nucleon exchange r 1 • 

\Ve quote the final best fit parameters: 

Eo -15.4 MeV (fixed) To 3.2 ± 0.4 

E1 -53 ± 11 MeV r, -5.8 ± 1.5 

""I = -600 ± 100 MeV rM = -36.5 ± 9 

Figure 24 illustrates the different contribution of this FDR analysis to the Re f. 

If one relies on the optical potential prediction for a at 1 GeV incident kinetic 

energy 33
) where a is about -0.2, it is not yet possible to indicate at what energy Re f, 

changes its sign. With the three-pole fit in this FDR analysis, one recognizes that the 

contribution fron1 the physical region is opposite in sign to the summed pole term6 but about 

equal in magnitude. One is faced with delicate cancellations; thus the calculated energy 

where Re f equals zero depends strongly on the way in which one parametrizes the l.lllphysical 

region. 

''non-relativistic'' unphysical re-gion 
20 ...::----·-·-·-·-·---·-·-·-·-·-·-·-·-·-·-·---

1/·~·---------
16 &' -- -·- ---. 

IJ -·-. 

i 
12 ; 

8 I 

4 ...._ 

OI ' ·-·-·-
-4 

unphysical region 

' . 
--- -·-. -·-·- -·-·-

·-·-·-

T 

--·-
"re-lativistic'' u~sical· regiOO -·-·-

-8 

-12~\ --------

-16 '-------------phy~a[region 

100 200 300 400 500 600 

laboratory kinetic energy (Me-V) 

Fig. 24 Re f in ~He; forward dispersion relation analysis 
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