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Abstract. De-identification is the process of removing the associations
between data and identifying elements of individual data subjects. Its
main purpose is to allow use of data while preserving the privacy of
individual data subjects. It is thus an enabler for compliance with legal
regulations such as the EU’s General Data Protection Regulation. While
many de-identification methods exist, the required knowledge regarding
technical implications of different de-identification methods is largely
missing. In this paper, we present a data utility-driven benchmark for
different de-identification methods. The proposed solution systematically
compares de-identification methods while considering their nature, con-
text and de-identified data set goal in order to provide a combination of
methods that satisfies privacy requirements while minimizing losses of
data utility. The benchmark is validated in a prototype implementation
which is applied to a real life data set.
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1 Introduction

The rise of the Internet-of-Things (IoT) and Big Data creates unprecedented
opportunities to businesses, yet also the rapid development of these technolo-
gies raises many challenges. Increasing amounts of data are being entrusted to
service providers, as big data analytics capabilities are increasingly powerful.
However, new business and emerging models in the context of these technologi-
cal advances also create much societal concern with respect to privacy and trust.
As such, methods that improve protection of sensitive data for privacy purposes
are rapidly gaining importance, and their proper usage is a success factor for
digital business systems.

Many privacy-enhancing technologies (PETs) and privacy building blocks
exist [34], and these vary in terms of complexity, practical applicability and
architectural impact. Data de-identification is one sub-class of PETs that groups
c© The Author(s) 2019
S. Gritzalis et al. (Eds.): TrustBus 2019, LNCS 11711, pp. 63–77, 2019.
https://doi.org/10.1007/978-3-030-27813-7_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27813-7_5&domain=pdf
https://doi.org/10.1007/978-3-030-27813-7_5


64 O. Tomashchuk et al.

methods which involve removing associations between the gathered or processed
data and the identity of the data subject. This allows extensive use of data
sets while preserving the privacy of individual data subjects. There are many
methods for data set de-identification, varying from simply removing identifiable
data to obfuscating and adding noise.

Despite existing survey efforts (e.g. [18]), the required knowledge on pecu-
liarities of application of different de-identification methods to structured tex-
tual/numerical data is largely missing. From this perspective, we particularly
focus on de-identification of such data. De-identification of unstructured data
and multimedia data (audio/video/pictures) is out of the scope of this paper.
Extensive review and performance evaluation of single- and multi-shot (image
and video) re-identification algorithms can be found in [12], whereas a survey
study of de-identification of multimedia content can be found in [30].

In the context of software engineering, sound approaches towards selecting
appropriate de-identification methods are currently lacking. This lack of exper-
tise can lead to re-identification attacks like the AOL and Netflix re-identification
examples [28]. Employing different privacy models (e.g. k -anonymity [15], t-
closeness [24], etc.) can mitigate such re-identification risks. However these pri-
vacy models have limitations that can be further addressed by combining them
in the right way tailored per specific data sharing purpose. Considering the
shortage of de-identification experts and the fact that de-identification highly
depends on their expertise, not just systematization of methods is needed, but
also automation of de-identification processes is desirable.

In this paper, we introduce a benchmark system for de-identification meth-
ods. It may be considered as an extension of approaches proposed by Xiong
and Zhu [26] and Morton et al. [32]. This benchmark takes into account privacy
requirements, unique properties of existing methods and data utility metrics,
changes of data utility triggered by the de-identification processes, and goals of
de-identified data. We present the design of the benchmark system, introduce its
prototype implementation and validate it in the context of realistic data sets.

The remainder of this paper is structured as follows: Sect. 2 discusses the
background of the paper, whereas Sect. 3 states the problem. Section 4 provides
description of the proposed benchmark, Sect. 5 demonstrates the validation that
we performed for our solution. Section 6 provides an overview of related work,
Sect. 7 discusses important aspects of the benchmarking process. Section 8 con-
cludes the paper and highlights future work.

2 Background

In general, de-identification is accomplished by removing the association between
the (identifying) data and the data subject. It can be achieved by applying spe-
cific methods. Section 2.1 first establishes an overview of de-identification termi-
nology. Then Sect. 2.2 lists existing de-identification approaches and summarizes
existing support for de-identification.
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2.1 Terminology and Concepts

There is unfortunately no single agreed-upon definition for privacy concepts.
Several commonly-used definitions exist for the overarching concept of ‘privacy’,
yet they all have a slightly different meaning [31].

Pfitzmann and Hansen [25] have defined anonymity of a subject as ‘the subject
is not identifiable within a set of subjects, the anonymity set ’. Sweeney [15]
was first to specify the level of anonymity: k -anonymity of information means
that the information for each person cannot be distinguished from at least k-1
individuals whose information is in the data set. The General Data Protection
Regulation (GDPR) [33] defines anonymous information as ‘information which
does not relate to an identified or identifiable natural person or to personal data
rendered anonymous in such a manner that the data subject is not or no longer
identifiable’.

De-identification, anonymisation and pseudonymisation all describe the
action of bringing data in an anonymous or pseudonymous state.

There is however also no consensus in terminology of, and relations between,
‘de-identification’, ‘anonymisation’ and ‘pseudonymisation’. To illustrate, there
are noticeable differences in the definitions of anonymisation provided by ISO
and NIST:

– ‘Process by which personal data is irreversibly altered in such a way that a
data subject can no longer be identified directly or indirectly, either by the
data controller alone or in collaboration with any other party’ [2];

– ‘Process that removes the association between the identifying data set and
the data subject’ [7];

Even more striking differences may be noticed with respect to definitions of
de-identification provided by NIST [7] and Zuccona et al. [36]. Similar issues
exist for definitions of pseudonymisation in the GDPR [33] and by NIST [7].

Terminological mismatch between different sources of information makes
application of methods as well as understanding of fundamental concepts very
challenging. In order to cope with it in this paper, we consider de-identification
as a concept of a higher level, which covers both anonymisation and pseudonymi-
sation, as follows:

– De-identification refers to any process of removing the association between a
set of identifying data and the data subject [7];

– Pseudonymisation refers to processing of personal data in such a manner
that the personal data can no longer be attributed to a specific data sub-
ject without the use of additional information, provided that such additional
information is kept separately and is subject to technical and organisational
measures to ensure that the personal data are not attributed to an identified
or identifiable natural person [33]; We also find pseudonymisation as a type
of de-identification as claimed in [2];

– Anonymisation is a process through which personally identifiable information
(PII) is irreversibly altered in such a way that a PII principal can no longer
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be identified directly or indirectly, either by the PII controller alone or in
collaboration with any other party [1].

2.2 De-identification Methods, Privacy Requirements and Loss
of Data Utility

De-identification is a process implemented by de-identification methods, aimed
at the realization of privacy requirements. Due to its transformative nature, this
process always incurs losses in terms of data utility.

De-identification methods are used for reducing the amount of identifying
information, and attaining the privacy requirements that are typically repre-
sented in privacy models that allow reasoning about the privacy of the data
subject, and ensuring compliance. To this end, data utility metrics, underesti-
mated in the current state-of-the-art, are very important for quantifying data
utility losses and thus for assessing the level of de-identification, to create a
de-identified data set suited for the intended use. Examples of state-of-the-art
de-identification methods, data utility metrics, and privacy models are presented
in Fig. 1.

Many de-identification methods are in existence and some attempts towards
their systematization have already taken place. For example, Nelson lists existing
methods in [23], but his systematization has a large degree of overlap between
the de-identification methods. A more recent and far more precise systemati-
zation was introduced in the ISO 20889 standard [3]. It thoroughly describes
de-identification methods that are grouped into eight distinct types, based on
the nature of the techniques that they use. This systematization together with [6]
and [13] forms a basis of a knowledge base that is required for selecting a suitable
de-identification method.

Nevertheless, there is always a probability of having removed too much or too
little information from the involved data set. In order to reduce this probability,
one needs to have clearly-defined privacy requirements. In most cases, the de-
identification need is triggered by risks, which are the basic drivers of privacy
requirements. Transforming probabilistic risks into deterministic requirements is
a challenge that can be addressed with the use of privacy models. Many privacy
models are in existence, such as k -anonymity [15], l -diversity [19], t-closeness [24],
β-likeness [10], δ-presence [21], δ-disclosure [11], etc. The selection of such a
model depends on its applicability to particular cases.

However, knowledge of requirements and methods is hardly enough for proper
de-identification. This is due to the fact that almost any data set contains poten-
tially relevant information that can be used for gaining insights into the data,
while the goal of de-identification is exactly to remove the link between the data
subject and that information of interest. Such a removal is always accompanied
by reduction in usefulness of the information. In order to take this into consid-
eration, one needs to use data utility metrics that are capable of quantifying the
changes in the utility of the information of interest. Many data utility metrics
are in existence that are aimed at measuring different properties of a data set
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and a tailored selection of them as well as correct usage improves the results of
the de-identification process [27].

Fig. 1. Examples of state-of-the-art de-identification methods, privacy models, and
data utility metrics

3 Problem Statement

As shown in the previous section, there is a broad variety in de-identification
methods and heterogeneity in different tool implementations for each of these
methods. If de-identification is not done properly, re-identification may take place
which can lead to financial, reputational, and other kinds of losses. However, in
practice, selecting the most suited method is a non-trivial task.

Firstly, the most suitable method depends highly on the application context:
the nature of the data, privacy requirements, assumptions made about data
accessibility, and potential attackers and their incentives all play a role.

Secondly, this selection process depends highly on the expertise and knowl-
edge of the de-identification expert. For example, finding good parameters for
these methods requires extensive know-how. In practice however, such expertise
is not always readily available.

Thirdly, the selection and configuration of a method involves complex archi-
tectural trade-offs. As mentioned by Mittal et al. [9], a de-identification scheme
can be evaluated from two complementary perspectives: data utility preserva-
tion and resistance to re-identification attacks. This is also corroborated by Lee
et al. [17] through their demonstration of the relation between data utility and
disclosure risk (depicted graphically in Fig. 2).

Considering these facts, an algorithm for defining the most suitable de-
identification methods of data sets is necessary, because each data set, depending
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on the type of information that it contains and the availability of that informa-
tion to attackers, needs a specific combination of de-identification methods for
bringing the level of de-identification to a satisfactory level.

Fig. 2. Data utility vs. disclosure risk (from: [17])

4 Approach

As discussed in the previous section, selecting the most suited de-identification
method for a specific application relies on multiple factors. In this paper, we
present a systematic benchmark for de-identification methods. The benchmark
system implements an exhaustive search for the most appropriate methods and
combinations thereof in terms of two key factors: (i) adherence to the privacy
requirements and (ii) data utility loss of the transformed data set.

The benchmark implements a two-phased approach: (i) in the expansion
phase, candidate methods are generated, and (ii) in the reduction phase, these
are filtered based on the privacy requirements (which act as a cut-off) and the
data utility score.

The benchmark is exhaustive in the sense that it applies different methods
at a fine-grained level (attribute-level) and allows combining different methods
within the same data set. Furthermore, it systematically iterates over parameter
values of the different methods, and thus allows assessing the impact of these
parameters.

Figure 3 provides a graphical, flow-based representation of the proposed
benchmark system, which in turn is refined throughout the following sections.
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Fig. 3. Flow diagram of the proposed approach

4.1 Input and Output

The input consists of a structured data set that has to be de-identified. We
expect this data set to contain attributes that represent direct and/or indirect
identifiers, and a finite amount of tuples. The data set may contain any kind of
information that may be de-identified using the methods introduced in [3].

The output consists of the de-identified data set obtained using the de-
identification methods that satisfy the privacy requirements and maximally pre-
serve data utility. In general, it should not contain direct identifiers or informa-
tion that is not relevant for reaching de-identified data set goals.

4.2 Knowledge Base

The knowledge base is a representation of information that is necessary for exe-
cution of the benchmark. However, the base should not be treated as a part of
the proposed benchmark. Considering that the knowledge base does not belong
to the processing part, inputs on it are neither exhaustive nor complete, and
presented here to support gaining an understanding of the proposed approach.
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Privacy Requirements. Privacy requirements represent the conditions that
should be met by the de-identified data set. In general, they are met by selecting
a certain privacy model (e.g. k -anonymity [15], l -diversity [19], etc.) and selecting
a certain value as a threshold. For example, one can set a threshold by selecting
K = 20 in case of using k -anonymity as a privacy model. The risk threshold is
also represented in Fig. 2, which shows that failing to satisfy the threshold will
lead to unwanted risk increase and probably various kinds of losses. Nevertheless,
establishing such thresholds is a challenging task, as it also has to reflect the type
of attackers, their capabilities, and the availability of data related to the data
set. Profiles of attackers that may be useful for establishing privacy requirements
can be found in [16].

Data Utility Metrics and Corresponding De-identification Methods.
A metric represents a way of measuring the usefulness of the data in a certain
context. In our case, it has to measure changes in data utility with regards
to a specific goal. For example, if one is interested in obtaining information
from the de-identified data set regarding the distribution of values for specific
attributes, then the usage of the Discernibility Metric [14] may be reasonable,
since it reflects the size of equivalence classes which have a direct link to the
distribution of values. The choice of a specific metrics directly influences the
selection of de-identification methods. Most of the methods are heterogeneous
in nature, and thus a careful match that considers the nature of both metric
and methods should take place before performing de-identification. It is of high
importance to select and apply those methods, which led to changes in data
utility that are measurable by selected metric. For example, the Normalized
Average Equivalence Class Size Metric [14] can precisely measure changes of
data utility caused by aggregation and rounding, but it becomes impossible to
extract meaningful values of data utility change by applying it after suppression
or replacement of values by pseudonyms. Another example that demonstrates
the necessity of tailoring the selection of methods to the types of data is that
if we have a data set with attribute “Address”, applying permutation will not
be helpful for improving local k -anonymity, but t/b (top and bottom) coding
would be helpful.

4.3 Benchmarking Process

The simplified twofold representation of the benchmarking process in Fig. 3 high-
lights its two main phases: expansion and reduction. In practice, the border
between them is not clearly delineated, and that is why we further refine these
phases in the form of pseudo-code below. For demonstration purposes, we use k -
anonymity as the main privacy model, but other models (l -diversity, t-closeness,
etc.) may be used as well.
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input : privacy requirement K, privacy model kan, data utility metric
M and its loss implementation dul, de-identification methods
SMi and their parameters SPij suitable for given M , data set D
that contains attributes Ah which have to be de-identified;

output: combination Rh of methods with specific parameters per every
attribute that satisfy privacy requirements and minimize data
utility losses;

foreach Ah do
foreach SMi do

foreach SPij do
Obtain de-identified attribute A′

h = SMi(SPij , Ah);
Obtain PK = kan(A′

h);
if PK > K then compute data utility loss dul(A′

h, Ah) and
save it to a 3-dimensional buffer BUF [h, i, j];

end
end

end
Obtain list Rh ⊂ BUF that contains per every tuple h indexes of
methods i and parameters j, dul of which is minimal;

5 Validation

As the most influential part of the proposed benchmark is the reduction phase, we
decided to focus our validation explicitly on it. Considering its twofold nature, we
have crystallized two fundamental concepts of the phase for validation purposes
which can be found below:

1. Applying different methods to the very same piece of data leads to different
results of de-identification;

2. Every de-identification method influences data utility in a unique way.

The first concept affects the part of the benchmark in which every possible
combination of methods and parameters per attributes is applied and the result-
ing data set evaluated against the privacy requirements. The second concept in
turn affects the part of the benchmark that involves searching for a combination
of methods and parameters per attributes that minimizes data utility losses.

5.1 Validation of the First Concept

In order to validate this concept we created a Python script that under given pri-
vacy requirements based on k -anonymity delivers a result in form of a method,
which, when applied, allows reaching the k -anonymity level closest to the target.
Our script includes implementations of the following methods: shuffling (per-
mutation), hashing, top and bottom coding, aggregation, and suppression. We
applied the script to a Graduate Admissions data set [5] and fix parameters of
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the methods to ensure that changes in results can be attributed to the nature of
the applied methods, instead of changed parameters. The validation results are
shown in Table 1. These results demonstrate that for reaching different levels of
k -anonymity, different methods should be used.

Table 1. Methods per attributes, which, when applied, lead to obtaining k -anonymity
which is the closest to needed privacy level (K – the required level of k -anonymity)

Attribute K = 1 K = 5 K = 50 K = 300

Serial No. shuffling aggregation aggregation suppression

RE Score aggregation t/b coding t/b coding t/b coding

TOEFL Score suppression suppression suppression suppression

University Rating shuffling shuffling aggregation aggregation

SOP shuffling shuffling aggregation aggregation

LOR shuffling shuffling aggregation aggregation

CGPA suppression suppression aggregation aggregation

Research shuffling shuffling shuffling aggregation

Chance of Admission suppression suppression aggregation aggregation

5.2 Validation of the Second Concept

In order to validate this concept, we created a Python script that compares
data utility before and after applying the specified methods. The measurements
are done with the usage of the following metrics: the Discernibility Metric, the
Normalized Average Equivalence Class Size Metric, and the Probability Distri-
bution Metric. As in the previous section, our script includes implementations
of the following methods: t/b coding, aggregation, and rounding. Similarly to
the approach that we used for the previous concept, we applied the script to the
same data set and kept parameters of the methods constant in order to assure
that changes in results originate from the nature of methods, but not from the
changes of parameters.

The results are presented in Fig. 4, and they demonstrate that if we measure
data utility with a certain metric after applying some de-identification methods,
losses in data utility are quite different in every case. Even if the nature of metrics
is quite similar (both Discernibility Metric and Normalized Average Equivalence
Class Size Metric measure properties of equivalence classes), the pattern which
can be observed on the corresponding graphs is not identical. Also, the results
of applying the Probability Distribution Metric show that these methods in
question do not perform well on attributes such as Serial No., University
Rating, and SOP, while being measured by the given metric.
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Fig. 4. Visualization of data utility losses per attribute under specific metric. The
losses occur due to application of given de-identification methods. X axis represents
the attributes of the data set. Y axis represent data utility loss (Discernibility Metric:
min = 0, max = 250,000 (for given data set); Normalized Average Equivalence Class
Size Metric: min = 0, max = 500 (for given data set); Probability Distribution Metric:
min = 0%, max = 100%)

6 Related Work

Previous work in this field is mostly focused around utility and quality metrics.
For example, LeFevre et al. [14] consider the Discernibility and Normalized Aver-
age Equivalence Class Size Metrics as measures of quality of anonymization in
case of applying generalization or perturbation to the input data set. Goldberger
and Tassa [8] contemplate loss, ambiguity, probability distribution, mutual infor-
mation, and classification metrics as a way of measuring data utility. Also, there
were some proposals for measuring data utility and level of de-identification
through the application of game theory and entropy-based models [35]. How-
ever, these proposed metrics are relatively complex and applying them demands
strong expertise in corresponding fields.

The importance of utility metrics is extensively discussed in [27]. Podgursky
highlights that it is not clear whether a single metric which can accurately mea-
sure anonymization quality across all data sets and use-cases may exist, and
that it is quite possible that a general metric will not accurately capture the
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data quality for a specific case. Also, he stresses that if any potential uses of a
data set are known before anonymizing, it is generally advisable to tailor the
quality metric on the expected use.

Templ and Meindl [20] complement this by stating that it is beneficial to
evaluate the gain in explanation of parameters or variables when releasing de-
identified data.

Xiong and Zhu in [26] tried to cope with the trade-off between data utility and
privacy, but their approach is based only on information loss as a measure of data
utility reduction, and data impurity as a measure of privacy gain. Ignoring the
broader variety of existing metrics, methods, and privacy models puts restrictions
on the added value of their work for practitioners and de-identification experts.
Another problem of their contribution is that it does not consider the goal of
the de-identified data set which is of high importance for performing proper
de-identification. Similar consideration were also made in [4,22,29,32].

7 Discussion

A few aspects of the benchmark introduced in this paper are worth to be high-
lighted.

Firstly, tailoring of de-identification methods to data utility metrics is impor-
tant, as this otherwise leads to situations in which methods reduce data utility
significantly, but this is not properly highlighted during the reduction phase. As
a result, the quality of the output may suffer significantly.

Secondly, it supports the use of multiple metrics simultaneously. This allows
the usage of the benchmark when the utility of the information of interest in the
de-identified data set may be quantified with different metrics. The output of
the benchmark is a combination of methods that satisfies privacy requirements
and minimizes losses of data utility, but it is possible to provide a ranking. This
may be useful for cases when requirements are not strict, and allows exploration
of these intermediate results for finding the optimal solution. This is due to the
fact that slight strengthening of some requirements may lead to huge data utility
losses or vice versa. While it makes the computations heavier, it may bring added
value given that the relations between privacy requirements and the benchmark
results are not linear in most cases.

Thirdly, privacy requirements, metrics and methods do not reflect the pres-
ence of direct identifiers, and so we expected them to be removed during the
process of de-identification by other means.

Fourthly, the proposed benchmark is expected to be applied to real life IoT
solutions during the process of their development. However, two requirements
need to be satisfied for applying the benchmark: (i) it is necessary to have a
dataset that is equal to the one that has to be de-identified at a predefined
point of the solution’s architecture, and (ii) the element that will be respon-
sible for applying de-identification methods should have enough computational
power for executing them. In case these requirements are met, the output of the
benchmark will enable extension of the element’s software by the most suitable
de-identification methods.
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8 Conclusion and Future Work

In this paper we introduced a data utility-driven benchmark for selection of de-
identification methods. This benchmark implements an exhaustive exploration
of all combinations of de-identification methods that satisfy two key factors:
adherence to the privacy requirements and minimization of data utility losses.

The benchmark provides direct support to practitioners and developers for
selecting de-identification methods and making de-identification-related deci-
sions. It also sheds light on the usage of de-identification methods and contributes
to automation of de-identification processes.

Altogether, our benchmark enables better opportunities for businesses to
cope with privacy-related challenges that are originating from the nature of IoT
and big data.

In future steps, we will strengthen the approach with a more exhaustive
overview of applicability between methods and metrics which also may con-
sider related trade-offs and the specific nature of the data (non-structured, free
text, etc.). In addition, further extension of the knowledge base, assessment of
performance, investigation of opportunities for performance improvements, and
conducting further evaluation of the benchmark through field tests will also be
of benefit.
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