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or older. Another report (Singh and Kaur 2018) reveals that 
the elderly population in India is supposed to increase to 173 
million by 2026. In 2010, Central Intelligence Agency World 
Factbook (Agency et al. 2010) recorded the elderly depend-
ency ratio of 9.8 of the elderly people of age 65 or above 
per 100 working people between ages 15–64. Increased 
aging dependency ratio puts additional pressure on caregiv-
ers. Since elderly individuals are more prone to diseases, 
their health care therefore is a serious concern (Lubeek et al. 
2017).

The work under this manuscript focuses on enhancing 
the quality of life of elderly people and preventing them 
from any unwanted accidents related to their health status. 
This can be done through real-time monitoring of elder 
ones either physically by ourselves or through some digital 
technology in case of our absence. The two prevalent tools 
of digital technology that can be used for monitoring any 
movement of elderly people are “Sensors based assistive 
device(s)” and/or “Computer vision based techniques”. The 
first way is to deploy wearable devices in different body 
parts of the person to detect lively activities of daily routine. 
These devices are usually placed behind the ear lobe, under 
the axilla, around the wrist, or at the waist. It is a tiresome 
job to wear them all the time. The problem mostly arises 
from improper use of such detectors, as people mostly forget 
to wear them. This behavior of humans limits the perfor-
mance of these detectors. On the other hand, the computer 
vision system tries to excerpt some noticeable postures and 
features from the videos of the elderly people’s movements 
and analyze these for activity-like patterns. The recognized 
activity can then help assessing the health condition of elder 
ones.

The computer vision system attracts a great deal of inter-
est, specifically in assistive technology for elderly peo-
ple. Computer vision systems perform several tasks like 
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1 Introduction

According to the 2011 Population Survey (Velayutham et al. 
2016), approximately 104 million people were aged 60 years 
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detecting human presence and recognizing elderly people 
based on their movement. This could ensure the safety and 
comfort of all the elderly people living on their own. The 
primary health problem of elderly people is that they are 
prone to fall, which leads to very long-term injuries, fear 
and even death in some cases. Falling incidents lead to 
fractures and psychological consequences that lessen their 
independence. According to the study (Visutsak and Daoudi 
2017), 28–34% of older persons fall at least once a year, of 
which 40–60% of those falls resulting in injury. Therefore, 
this paper proposed a practical assistive-technology based 
surveillance system to identify young and old people’s in 
real-time video sequences. One of the popular pose estima-
tion techniques, namely the OpenPose algorithm (Cao et al. 
1812), is used here to derive skeletons in terms of posture 
joints. Since the body movements of younger and older peo-
ple are different, they can be identified as younger or older 
based on joint movements.

The list of the contributions presented in this article is 
as follows:

(a) We present an activity recognition framework that ana-
lyzes 2D skeletal data and classifies related actions.

(b) We present skeleton pre-processing and feature 
extraction methods to extract relevant features from a 
sequence of skeletal data.

(c) We perform a variety of experiments on a synthesized 
video dataset to access the walking patterns of elderly 
people.

Computer vision based proposed assistance mechanism 
is beneficial for the caregivers to take care of older people at 
homes or hospitals. The remaining of the article is organized 
as follows. After the brief literature discussion in Sect. 2, 
Sect. 3 describes the proposed methodology for recogniz-
ing older people based on their movements. In addition, this 
section also includes a brief discussion of the various tech-
niques involved as part of the proposed methodology. The 
experiments and discussion are presented in Sect. 4. Finally, 
the last section involves the conclusion of the paper.

2  Related works

Nowadays, researchers are widely adopting sensor-based and 
vision-based approaches to recognize human acts in real-
time scenarios. The sensor-based approach uses wearable 
sensors like accelerometers, gyroscopes, etc., to track an 
individual’s activity. In contrast, vision-based approaches 
mostly use a Convolutional neural network (CNN) to clas-
sify human activities in real-time video sequences. Convolu-
tion neural network (CNN) (Ansari and Singh 2021; Ojha 
et al. 2017) is an influential innovation in computer vision. 

A CNN is a deep learning approach that automatically learns 
spatial hierarchies of features through back propagation by 
using input, Convolutional, pooling, fully connected, and 
output layers. Some of the researches based on sensors and 
vision are discussed as follows:

Pienaar and Malekian (2019) suggested human activity 
recognition (HAR) system to track the basic activities of a 
person by analyzing raw sensor data. Here, an open-source 
dataset introduced by Wireless Sensor Data Mining Lab is 
used that consists of six activity levels. The outcomes show 
that the model has achieved an accuracy of more than 94. 
Chernbumroong et al. (2013) suggested a HAR system to 
detect activities of daily living by analyzing wrist-worn sen-
sor data. The data produced by sensors is first pre-processed 
and then passed to the feature extraction module to extract 
relevant features. Next, the extracted features are used to 
build a classifier to categorize the involved activities. This 
method shows proficient outcomes in terms of accuracy 
up to 94%. Putra and Yulita (2019) proposed HAR model 
based on the bed-wake gesture. Here, a multilayer perceptron 
network was used to predict activity based on sensor read-
ings. This work has achieved proficient results in terms of 
accuracy of up to 90.17% for MLP and 84.46% for Naïve 
Bayesian.

Ma et al. (2019) employed two-stream deep ConvNets to 
build an expert HAR system system using Inception-style 
temporal Convolutional Neural Network and a Recurrent 
Neural Network. Both networks are used to extract spati-
otemporal information and exploit Spatio-temporal dynam-
ics to enhance the whole system’s performance. This method 
has provided excellent accuracy, up to 94.1% for on UCF101 
dataset and 69.0% for HMDB51 dataset. Ji et al. (2012) 
developed a novel 3D Convolution Neural Network for rec-
ognizing human activities in surveillance videos. The deep 
3D-CNN model evaluates appearance and motion features 
from each video frame. This method has attained superior 
performance with an average accuracy of 90.2%. Zhang and 
Tian (2012) study various Spatio-temporal features-based 
descriptors for activity recognition. They found that the 
probabilistic graphical models are good enough to recognize 
activity patterns over time than SVMs. Li et al. (2018) used 
deep neural networks to recognize various actions based on 
modeling human body posture. The method integrates RGB 
and optical flow streams with 2D posture features to perform 
human activity classification.

The literature, as discussed in sensor-based HAR systems, 
requires wearable sensors such as accelerometers, glucom-
eters, proximity sensors, etc., to recognize human actions. 
However, the range of detecting human actions is limited 
in sensors-based HAR systems. Other side, vision-based 
HAR systems can identify a wide range of human acts using 
camera-based surveillance. They use complex convolutional 
neural architectures to learn temporal relations for human 
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acts. However, improvements are still being required to 
enhance the performance of existing HAR systems. There-
fore, this work proposed a cost-effective solution to differ-
entiate human actions by analyzing human 2D body joints. 
The details related to the proposed system are presented in 
Sect. 3.

3  Proposed methodology

As mentioned earlier in the introduction section, this manu-
script proposes an assistive technology based surveillance 
system to classify young and old persons in real-time sce-
narios. The overall workflow of the proposed system is pre-
sented in Fig. 1. The system takes video stream as input 
through the camera, examines each frame, and categorizes 
younger and older people by analyzing their walking styles. 
So that caregivers can be more attentive in the case of older 

people. The OpenPose algorithm is used to generate the 
human skeleton (pair of joints locations) in each frame. The 
OpenPose algorithm inputs an RGB frame of size “ w × h ” 
and provides the joint locations to form a skeleton for each 
individual within an image. After getting the skeleton joints, 
the skeleton data is aggregated for the first N frames using a 
sliding window of size N. Here, N skeletons are first pre-pro-
cessed and then passed to a feature extraction module that 
extracts relevant features from them. Further, the extracted 
features are used to build a classifier for categorizing young 
and old walks. To achieve a real-time recognition frame-
work, the window slides frame by frame along the video’s 
time dimension and outputs a label for each video frame.

3.1  Human detection and skeleton generation

Human detection and skeleton generation are the primary 
tasks for identifying old and young walks. The work pre-
sented here uses the OpenPose algorithm (Cao et al. 1812) 
for human detection and skeleton generation from an image. 
It can jointly detect the human body and involve key points 
to generate skeleton. The OpenPose provides two Heat 
Maps, one for evaluating joint positions, i.e. Confidence 
Map (S), and the other for associating the joints, i.e. Part 
Affinity Field (PAF) Map (L) in a human skeleton. The 
OpenPose algorithm takes an image as input and spots 
skeletons for the person found in that image. An extracted 
skeleton involves 18 joints, including head, neck, arms, and 
legs, as shown in Fig. 2a. Each joint position is represented 
using spatial pair of coordinates, i.e. (x, y). Therefore, each 
skeleton is represented using 18 pairs of coordinates (a total 
of 36 values), as shown in Fig. 2b.

3.2  Pre‑processing for features extraction

After extracting the raw skeleton, the pre-processing stage 
suppresses the unwanted distortion from the skeleton data. 
The pre-processing stage helps to enhance the characteristics 
of skeleton data, which helps in more accurate classification 
at later stage. The pre-processing includes four steps sum-
marized as follows:

• Considering all head’s joints: Along with the body and 
limb configurations, the head position can help a lot for 
the classification. Therefore, the five joints on the head 
are added manually to make the features more meaning-
ful.

• Coordinate Scaling: The x and y coordinates for rep-
resenting joint position do not follow the same scale. 
Therefore, these points need to be normalized in the same 
unit to deal with different width and height ratios.

• Discard frames that do not have neck and thighs: If 
OpenPose does not recognize a human skeleton or if the Fig. 1  Workflow of the proposed system
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identified skeleton does not have a neck or thighbone 
inside the frame, the frame is considered invalid and 
dropped. The sliding window slides to the successive 
frames.

• Fill the missing joints: OpenPose may fail to recognize a 
full human skeleton in an occluded environment, which 
results in blanks at joint positions. To keep a fixed-size 
feature vector for the classification purpose, these joints 
must be filled with certain values. Here, the position of 
the missing joint is determined by its relative position to 
the neck in the preceding frame.

3.3  Features extraction

After pre-processing, the joint positions are completed and 
ready for use in the feature extraction process. Therefore, 
we used the sliding window of size N with N = 5 to extract 
relevant features from extracted joint positions that help to 
identify the action types. A better presentation with skeleton 
from five consecutive frames is illustrated in Fig. 3.

The salient features are constructed using normalized 
joint positions by calculating the moving velocity of the 
joints and the angle of each joint for N window size. Further, 
a feature vector is created by concatenating these features, 

and then the extracted vectors are fed into a deep FFNN 
Classifier for training. The algorithm for finding more salient 
features from the raw skeleton data is discussed as follows:

Algorithm 1. Finding the more salient features from the raw skeleton 
data

Result: A feature vector appended with the following feature.
    1.    Link all the joints for N frames, Where N = 5 is Sliding 

Window.
    2.    Average the height (H) of the skeleton by considering previ-

ous N frames. This height is equivalent to the distance between 
the neck and the thigh. It is used to normalize all of the charac-
teristics listed below.

    3.    Normalize the joint positions (N), as presented in equation 1.
           (1)                          N = [Joint Positions - mean (Joint Posi-

tions)]/Height (H)
    4.    Velocity (V) between joints is calculated as the next joint 

position minus the previous joint position in the normalized 
coordinate, as presented in equation 2.

           (2)                                               V = N[tk] - N [tk-1]
    5.    Compute the angle of each joint from the joint’s positions.

Fig. 2  a Skeleton representation using OpenPose, b Representation of skeleton in spatial domain

Fig. 3  Raw joint positions



S83Int J Syst Assur Eng Manag (March 2023) 14(Suppl. 1):S79–S86 

1 3

3.4  Deep feed‑forward neural network

A deep feed-forward neural network (FFNN) is a deep neural 
network comprised of two or more layers of neurons. Feed-
forward Network consists of an input layer and an output 
layer. The input layer is responsible for receiving the signal, 
while the predictions about the input are made in the out-
put layer. There are an uncertain number of hidden layers 
between input and output layers in which the actual compu-
tation has to be performed. Only one hidden layer in FFNNs 
is proficient in approximating any continuous function. 
FFNN learns to simulate the correlation between inputs and 
outputs by training on a collection of input–output pairings. 
The model parameters, or weights and biases, are adjusted 
throughout training to reduce the error. Backpropagation 
is utilized to adjust the weights and biases relative to the 
error, and root mean squared error is used for measurements. 
FFNN updates the partial derivatives of the error function 
for many weights and biases using back propagation and the 
chain rule of calculus. Figure 4 shows FFNN architecture 
with hidden layers.

In this work, the deep FFNN model has been used to 
detect and recognize elderly people that contain one input 
layer, three hidden layers, and an output layer. Three times 
dropout has been used to prevent the model from overfitting. 
The input layer has 314 nodes which are features extracted 
from the raw skeleton data. The rectified linear unit (ReLU) 
is used here as an activation function to deal with non-linear 
input data. There are 100 nodes in each hidden layer and 2 
nodes in the output layer. The output layer has 2 nodes for 2 
different classes. The sigmoid function has been used as an 
activation function that is used to calculate the probabilistic 
value of each class with a learning rate of 0.0001. The high-
est probabilistic class will be considered as an output to the 
corresponding input image.

4  Experimentation

Google Colab platform has been used to perform a wide 
range of experiments. PIL (python imaging library) and 
OpenCV have been employed to open, save, and manipulate 
images. Keras library is used for classification purposes by 
incorporating SVM with linear/RBF kernel and Deep Neural 
Network. The Matplotlib library is used here to visualize 
model accuracy and loss curves. Scikit-learn is employed 
to produce the confusion matrix, and TensorFlow is used 
as a data flow.

4.1  Dataset

Dataset is synthesized by ourselves in an indoor and outdoor 
environment using a 16 MP Mobile camera. The dataset con-
tains two types of people walk such as elderly people walk 
and younger people walk. Each class consists of a variable 
amount of videos, ranging from 30 s to 2 min in length. Vid-
eos are captured at the resolution of 640 × 480. For machine 
understanding, the created dataset requires proper formatting 
and labeling for training the model. YAML (Yet Another 
Markup Language), a comprehensible information serializa-
tion language is used for this purpose. The images that are 
going to be used for training and their label are configured 
in a text file containing the information like class name, 
starting and ending index of the video corresponding to that 
class. The distribution of our dataset is presented in Table 1.

Figure  5 shows some instances/samples of video 
sequences representing old people walking and young peo-
ple walking. The clips are shot in different scenarios like 
indoor, outdoor, low lighting, etc.

4.2  Training

The entire dataset is divided as 70% for training and 30% 
for testing. After pre-processing and features extraction 
from the raw skeleton data, the next phase forms a model 
to classify the data. The classification has been done using 
different classifiers, including Neural Network (FFNN Clas-
sifier), Support Vector Machine (SVM), and SVM with ker-
nel method. Setting up the hidden layer and balancing the 
learning rate (Putra and Yulita 2019) are worked out for effi-
cient modeling. To obtain the best outcome for each param-
eter, the experiment was repeated several times to find the 
best amount of hidden layers and the best learning rate. For 
updating the parameters, the loss function partial derivate 

Fig. 4  FFNN architecture with hidden layers

Table 1  Dataset’s frame distribution

Actions Old people walk Young people walk

No. of frames 4526 5246
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w.r.t the model parameters is computed. Validation is done 
along with training. Figure 6 illustrates the performance of 
a posture recognition system on a synthesized dataset where 
people perform the walking action. The trained model is fine 
enough for detecting the old walk or young walk.

4.3  Testing

The model is tested for 2930 test images containing two 
classes, each having 1357 and 1573 images to represent 
old people walk and young people walk, respectively. The 
test images are passed to our method proposed for predic-
tion. The model first processes each test image through the 
OpenPose to detect the human skeleton in that image. The 
skeleton data is passed to pre-processing module, feature 

Fig. 5  Snapshots of two types 
of classes in the training data: 
elderly people and young people 
walk

Fig. 6  Sequences outcomes
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extraction module, and classification module. The model 
weights are adjusted during the training phase, and the win-
dow slides frame by frame along the video’s time dimen-
sion in which the prediction has been made. The proposed 
recognition system’s performance for elderly people has 
been tested on our dataset. Testing videos are also similar 
to training videos.

4.4  Result

This section shows the experimentation outcomes of the pro-
posed model. Table 2 shows the recognition accuracy of the 
proposed method over different classifiers. The outcomes 
show that the proposed method trained over the FFNN clas-
sifier is quite higher than both variants of the SVM classifier.

The Confusion matrix of the Deep Neural Network model 
is given in Fig. 7. Diagonal values of the matrix represent 
correctly classified testing outcomes. Non-diagonal values 
represent miss-classified outcomes. Miss-classified means 
predicted value and actual value are not matching.

Different performance measures (Singh 2015, 2017; 
Reddy and Geetha 2020) like Precision, Recall, F-Measures, 
and Support are used to evaluate the performance of this 
proposed model, illustrated in Table 3.

The performance of the proposed method is compared 
with other existing methods in Table 4. The result drawn in 
Chernbumroong et al. (2013) works on analyzing the sen-
sors’ data for assisted living and provides an accuracy of 
90.23%. In Reddy and Geetha (2020), activities are modeled 

using video-based classification that offers up to 92.16% 
accuracy. However, the proposal in Li et al. (2018) classi-
fies activities by modeling body posture using a deep neural 
network and stands good compared to others with an accu-
racy of 93.61%. The last and our proposed method achieves 
around 96% of accuracy for almost the same activities and 
behavioral modeling.

5  Conclusion

These manuscripts proposed a system to spot human pres-
ence and recognize whether the particular person is an older 
adult by analyzing the human walking style. This system 
constructs features from the pre-processed skeleton data 
constructed over video sequences. The developed method 
aggregates the skeleton data of a 0.5 s window for feature 
extraction. The model used raw features from five consecu-
tive frames to improve the models’ performance. We evalu-
ated the developed model over our synthesized dataset. This 
paper considered a deep neural network model to recognize 
elderly people in the video. There are also two other vari-
ants of the SVM classifier, such as SVM with linear kernel 
and RBF kernel, which achieves good accuracy in elderly 
people’s recognition. The result shows that the deep neural 
network model outperforms Linear SVM and RBF-SVM on 
our dataset, demonstrating good results in real-world envi-
ronments. In the future, the system can be used to deploy 
in different applications like smart homes, theft detection, 
augmentation reality and many more. Additionally, more 
adaptive techniques like advanced CNN architecture can be 
used to upsurge the performance of the proposed system.

Table 2  Recognition accuracy for N = 5

Method Classifier Accuracy 
train (%)

Accuracy test (%)

SVM Linear 88.8 89.1
SVM Kernel 91.6 92.1
FFNN classifier 100 × 100 × 100 98.45 96.16

Fig. 7  Confusion matrix

Table 3  Evaluated performance measures

Metrics name Old people walk Young 
people 
walk

Precision 0.94 0.98
Recall 0.96 0.96
F-measure 0.95 0.97
Support 223 376

Table 4  Comparison with existing methods

Methods Accuracy (%)

Chernbumroong et al. (2013) 90.22
Reddy and Geetha (2020) 92.16
Li et al. (2018) 93.61
Proposed method 96.16
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