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Abstract

Bayesian Networks (BNs) are used in various fields for modeling, prediction, and de-
cision making. pgmpy is a python package that provides a collection of algorithms and
tools to work with BNs and related models. It implements algorithms for structure learn-
ing, parameter estimation, approximate and exact inference, causal inference, and simu-
lations. These implementations focus on modularity and easy extensibility to allow users
to quickly modify/add to existing algorithms, or to implement new algorithms for differ-
ent use cases. pgmpy is released under the MIT License; the source code is available at:
https://github.com/pgmpy/pgmpy, and the documentation at: https://pgmpy.org.
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1. Introduction

Bayesian Networks (BNs), also known as Belief Networks, and related models such as Di-
rected Acyclic Graphs (DAGs), Structural Equation Models (SEMs), and Dynamic Bayesian
Networks (DBNs) are used in a variety of applications (Pourret et al., 2008) like healthcare
(Kyrimi et al., 2021), medicine (Arora et al., 2019), natural language processing (Goyal
et al., 2008), computational biology (Needham et al., 2007; Chen et al., 2022), robotics
(Lazkano et al., 2007; Premebida et al., 2016; Amiri et al., 2022), neuroscience (Bielza and
Larrañaga, 2014), and others. Some of the most common tasks in these applications are
learning model structure from data (structure learning), estimating model parameters (pa-
rameter learning), querying a model for conditional or marginal distributions (probabilistic
inference), causal effect estimation between variables (causal inference), and simulating data
under various generating processes. pgmpy provides algorithms to perform all these tasks
for discrete variable BNs, with a subset of algorithms supporting continuous and mixed
data. We describe the main features and the implemented algorithms in detail in Section 2.

As numerous algorithms for solving BN tasks are continuously being developed, a pri-
mary design objective of pgmpy is to faciliate modifying or adding to the implemented
algorithms and enabling users to quickly implement new ones. To achieve this, pgmpy is
written in pure python for readability with a focus on code modularity. Most algorithm
implementations accept custom user-defined functions and classes as arguments. Each class
of algorithms conform to their abstract base class, enabling users to quickly implement new
algorithms by inheriting these base classes and using them seamlessly with other features.
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Figure 1: Possible workflows in pgmpy for Bayesian Networks

In addition to extensibility, pgmpy ensures scalability of the implemented algorithms by
benchmarking runtime and memory usage (Ankan, 2023), and reliability by extensive unit
testing and validation against other open-source packages.

2. Main Features

This section gives an overview of the main features and the implemented algorithms. The
algorithms only support discrete variables unless stated otherwise.

Structure Learning (SL): Given a dataset, SL algorithms estimate the model structure.
pgmpy implements three general-purpose SL algorithms:

1. PC: A constraint-based algorithm that exploits the conditional independences (CIs)
in the data to construct the model structure. Three variants of the algorithm are
implemented: a) Original (Spirtes et al., 1993), b) Stable (Colombo et al., 2014), and
c) Parallel (Le et al., 2019). The following CI tests are available: a) chi-squared, b) G-
test, c) Cressie-Read Power-Divergence, d) partial correlation, and e) residualization
test (Ankan and Textor, 2023). The partial correlation test can be used only for
continuous data and the residualization test can be used for mixed data. Users can
also specify custom tests as a function.

2. Hill-Climb Search (HC): A score-based algorithm that iteratively makes local
changes in the model structure to improve its score. The following scoring metrics are
implemented: a) K2 Score (Cooper and Herskovits, 1992), b) BDeu (Buntine, 1991),
c) BDs (Scutari, 2016), d) BIC (Schwarz, 1978), e) AIC (Akaike, 1974). Users can
also specify custom scoring methods.

3. Max-Min Hill-Climbing(MMHC): The MMHC algorithm (Tsamardinos et al.,
2006) combines constraint-based and score-based approaches by using the output of
the MMPC algorithm (Tsamardinos et al., 2003), which is a constraint-based algo-
rithm, as the starting point for HC algorithm.

Apart from the general purpose SL algorithms, pgmpy also implements the Chow-Liu
algorithm (Chow and Liu, 1968) and Tree Augmented Naive Bayes (Friedman et al., 1997)
to learn tree structures. Both algorithms are based on constructing a maximum spanning
tree over the variables using a (conditional) mutual information based metric as the edge
weights. Users can use mutual information (or its variants like adjusted or normalized
mutual information) as the edge weights or they can specify a custom edge weight function.

Parameter Learning: The SL algorithms output a DAG, which can be used for causal in-
ference analyses like finding adjustment sets or instrumental variables (Figure 1). However,
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for applications like inference and simulations we also need to learn the model’s parameters.
The following three methods are implemented to estimate the Conditional Probability Dis-
tribution (CPD), also known as Conditional Probability Tables (CPTs), for the variables
from (weighted) data:

1. Maximum Likelihood (ML) Estimator: Learns the ML estimates for the CPDs.
2. Bayesian Estimator: Uses user-specified priors such as Dirichlet, K2, BDeu or

user-defined, for each variable to perform a Bayesian estimate of the CPDs.
3. Expectation Maximization (EM): Uses the EM algorithm to make Maximum

Likelihood estimates in the presence of latent variables or missing data.

Probabilistic Inference: Given a fully specified BN, the probabilistic inference algo-
rithms allow users to query the model for any conditional distribution, P (X|Y = Yi).
Currently, two algorithms are implemented for exact inference, and a simulation-based ap-
proach is implemented for approximate inference. All these algorithms allow users to specify
combinations of hard and virtual (Pearl, 1988) evidence.

1. Variable Elimination (VE): The VE algorithm (Zhang and Poole, 1994) conditions
the model on the given evidence and iteratively sums out all the variables that are
not in the query. The order in which the variables are summed out is crucial for the
computational cost. pgmpy implements some algorithms and heuristics (Koller and
Friedman, 2009) to compute an efficient elimination order: 1) Optimized einsum-based
(Smith and Gray, 2018) 2) Min Fill 3) Min Neighbours 4) Min Weight 5) Weighted
Min Fill. Users can also specify a custom algorithm or a list of variable names.

2. Belief Propagation (BP): The BP algorithm (Pearl, 1982) splits the query com-
putation into two parts – model calibration and query computation. It can be much
faster than VE when multiple queries need to be made on the same model, as the
calibration step does not need to be repeated.

3. Approximate Inference: Depending on the model size and the query, both VE and
BP can become intractable. In such cases, approximate inference can be used which
computes the queried distribution by simulating data from the model.

Causal Inference: The causal inference module provides features to estimate the causal
effect between a given exposure and an outcome variable. This can be done using:

1. Instrumental Variables (IVs): This method finds IVs and conditional IVs (Van der
Zander et al., 2015) that can be used with an IV-based estimator to get the estimates.

2. Adjustment Set: This method finds the minimal adjustment set (Perković et al.,
2018) that can be used with any statistical model to get the estimates.

For continuous datasets, pgmpy implements a Two-Stage Least Squares (2SLS) estimator
for the IV method and a linear regression model for the adjustment set method. For discrete
datasets, estimates are computed using the probabilistic inference engine. Users can also
choose to use pgmpy to find the IVs and adjustment sets, and use other statistical models
for estimation using packages such as statsmodels (Seabold and Perktold, 2010)).

Model Testing: The model testing module provides methods to compare the fit of dif-
ferent models to a given dataset. The following three metrics are implemented: 1) Log-
likelihood Score: Computes the log-likelihood of the dataset given a fully-specified BN. 2)
Structure Score: Computes the structure score of a given model using one of the scoring
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Package SL PL EI AI Sim CaI cSim MT Ex/Im

pgmpy 3 3 3 3 3 3 3 3 3

pomegranate (Schreiber, 2017) 3 3 3 3

pyBNesian (Atienza et al., 2022) 3 3 3

bayespy (Luttinen, 2016) 3 3

DoWhy (Blöbaum et al., 2022) 3 3 3

dagitty (Textor et al., 2016) 3 3 3 3

bnlearn (Scutari, 2010) 3 3 3 3 3 3

pcalg (Kalisch et al., 2012) 3 3 3 3 3 3 3

libDAI (Mooij, 2010) 3 3

Table 1: Feature comparison with other open-source packages. causalnex (Beaumont et al.,
2021) and python bnlearn (Taskesen, 2020) have been excluded as they both
extend pgmpy. SL=Structure Learning, PL=Parameter Learning, EI=Exact
Inference, AI=Approximate Inference, Sim=Simulation, CaI=Causal Inference,
cSim=Causal Simulation, MT=Model Testing, Ex/Im=Export/Import

metrics for the HC algorithm. 3) Correlation Score (Ankan and Textor, 2023): Aims to
help in understanding how well the model explains the correlations present in the dataset
by comparing the d-connected variables with the correlated variables in the dataset.

Simulations: The simulation method allows users to generate data from a fully speci-
fied BN under any combination of the following conditions: a) Hard evidence, b) Virtual
evidence (Pearl, 1988), c) Hard intervention, and d) Virtual intervention.

Exporting and Importing models: Finally, to interface with other packages pgmpy
supports importing/exporting models in the following file formats: a) Bayesian Interchange
Format (BIF) (Hulten and Domingos, 2003), b) UAI (Noetic Systems, 2022), c) XMLBIF
(Cozman et al., 1998), d) XMLBeliefNetwork (Microsoft Research, 1999), and e) NET
(HUGIN EXPERT A/S , 2011).

3. Conclusion and Future Work

pgmpy provides a collection of tools and algorithms to work with BNs and related models
with a design focus on modularity and extensibility. While there are other python and
R packages offering similar features, most are specialized for either probabilistic inference
tasks or causal inference tasks (Table 1). In contrast, pgmpy combines these and allows
users to use methods from both these fields seamlessly.

In the future, we plan to add an alternative logarithmic scale computational backend to
avoid underflow and improve numerical accuracy, expand support for continuous variables,
and introduce more algorithms for approximate inference, such as Gibbs Sampling and
Loopy Belief Propagation. Furthermore, we aim to expand causal inference features by
adding new model classes, such as Maximal Ancestral Graphs and Partial Ancestral Graphs,
and by implementing causal discovery algorithms like Fast Causal Inference and Greedy
Equivalence Search.
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