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Abstract—Virtual machine consolidation (VMC) is an 

important issue in cloud computing, which can be used to reduce 

power consumption and achieve reasonable resource allocation. 

In this paper, an IMBBO algorithm is proposed to solve the 

multi-objective optimization problem of VMC through improving 

the classical Biogeography-Based Optimization (BBO).  An 

improved Cosine migration model and an improved mutation 

model are presented to increase the efficiency of achieving the 

optimal solution. Meanwhile, three optimization objectives for 

server power consumption, load balancing and migration 

resource overhead are mainly addressed. Finally, several 

experiments are done to evaluate the performance of IMBBO by 

comparing with Gravitational Search Algorithm (GSA) based on 

the synthetic and real VM running data. The results show that the 

IMBBO optimizes VM consolidation with higher efficiency.  

 
Keywords—multi-objective optimization; biogeography-based 

optimization; virtual machine consolidation; cloud computing  

 

I. INTRODUCTION 

LOUD computing has been popular in the IT industry since 

2008. The virtualization is the one of core technology in 

cloud computing. Generally, data centers use the deployed 

servers to provide different services and it will underutilize the 

server and increase the energy costs. A great number of virtual 

machines (VMs) which are randomly deployed in data centers 

in order to provide the service for end-users according to the 

required resources. However, this random deployment may 

bring about serious power consumption and 

resource contention. Meanwhile, the load unbalancing is also 

urgent to be solved. For example, data centers consumed about 

1.5% of the total generated electricity in the U.S. in 2006 

according to a report published in 2008. In fact, a great number 

of physical machines (PMs) are in idle state. 

 Recently, many researchers and institutes have focused on 

virtual machine consolidation problem, which can effectively 

reduce the energy consumption in one data center by 

consolidating VMs to PMs and shut down the idle ones. 

However, most methods just consider how to consolidate some 

VMs to some PMs, it will result in the unreasonable resource 

contention because VMC is a dynamic process. For the cloud 

providers, a good VMC scheme should maximize resource 

utilization and minimize power consumption and others. 

Since the traditional VMC scheme just focus on how to 

minimize the consolidation, the similarity among VMs 

resource utilization isn’t considered. More VMs may be 

migrated to the same PM that will extremely result in the 

unstable state of PMs and other VMs. In additional, VMs 

migration not only occupies the network bandwidth, but also 

the CPU utilization in source and destination. PMs may cause 

extra overhead such as more CPU cycle, the high memory 

operation and network transfer. Therefore, these factors should 

be considered in VMC in order to save power consumption.  

In order to solve the above objective optimization problem, a 

novel multi-objective VMC algorithm named IMBBO 

(Improved BBO) is proposed based on improving the classical 

BBO algorithm. The major contributions of this paper are 

as follows. 

 1. The VMC problem is formulated as a multi-objective 

optimization problem, which includes the novel minimizing 

server power consumption, achieving better loading balance 

based on VMs’ resource correlation, and reducing migration 

resource overhead considering in source and destination PMs. 

 2. A novel multi-objective optimization algorithm, IMBBO, 

is presented. The key factors of migration and mutation model 

in IMBBO are modified in order to preferably adapt to the 

VMC problem. Meanwhile, based on synthetic and real VMs 

running data, we compare the proposed IMBBO with 

Gravitational Search Algorithm (GSA), thus explaining the 

advantage of our method. 

The rest of this paper is organized as follows. Section Ⅱ 

discusses related works. Section Ⅲ formulates  the VMC as a 

multi-objective optimization problem. Section Ⅳ introduces 

the proposed algorithm, including its main process and key 

strategies. The simulation results are presented in SectionⅤ. 

And SectionⅥ is the conclusion. 

II. RELATED WORK 

Recently, VMCP is one the well research area in cloud 

computing. Since, this problem is the NP-hard problem, many 

researchers from all world make their vastly effort to explore 

the approximate optimal solution. Generally, the VMCP can be
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classified into two categories in terms of consolidation type, 

including static and dynamic 
[1]

. 

The first type of research focuses on static single-objective 

virtual machine consolidation in tradition. Some research was 

based on off-line historical data and analyses the running 

feature in order to make a correct decision. E.g. the famous 

simulation software cloudSim
[2]

, improving energy efficiency 
[3]

, etc. These algorithms usually use threshold values to judge 

the running status of VMs or PMs. Furthermore, these 

researches just focus on single-objective consolidation 

optimization. However, in really, there is the correlation among 

all kinds of resources. Many extra conditions also should be 

considered in process. E.g. Fei Xu et al. and Raja Wasim 

Ahmad et al. wrote a survey about managing performance 

overhead of VMs and VMs migration in cloud 
[1][4]

, which 

definitely summaries these features and correlation. 

However, these static methods can’t perfectly satisfy the 

rapid growth in the current data center environment. So the 

dynamic multi-objective VMC becomes a great attention 
[1][4]

. 

Since many VMCP just solve a single objective, such as 

resource utilization, power consumption, etc. But, real VMC 

solutions often need to consider multi objectives and make a 

real time decision. E.g. Nguyen Trung Hieu et al. presented a 

VMCUP algorithm for improving the energy efficiency which 

dynamically predicts CPU utilization 
[6]

. Chaima Ghribi et al. 

used B-matching algorithms to minimize the numbers of 

servers 
[5]

. Chaima Ghribi et al. proposed the allocation and 

migration algorithms to minimize overall energy consumption 
[7]

. Changming Zhao et al proposed a novel algorithm named 

Segmentation Iteration Correlation Combination (SICC), 

which integrates the methods of statistic regression modeling in 

order to reduce the difference of peak-mean value of VM 

resource utilization 
[8]

.  

In recent years, other population research usually adopts 

heuristic algorithms to solve VMCP, such as heuristic bin 

packing, Biology-based optimization 
[9][10]

, simulated annealing 

optimization, etc. In bin packing, the problem was formulated 

as a variant of vector bin packing problem, E.g. First Fit, Best 

Fit, Next Fit and Best Fit decreasing, etc. Furthermore, The 

GABA 
[11]

, the ant colony methods 
[12]

, SAPSO 
[13]

 and 

Simulated Annealing algorithm 
[14]

 are also represented. The 

ant methods used to pack VMs to the least number of PM 

necessary for the current workload. The SAPSO
[13]

 focuses on 

self-adaptive particle swarm. The GABA
[11]

 maps the VMs 

according to estimated future workload. Antonio Marotta et al. 

focus on a simulated annealing base algorithm which solves 

VMC by evaluating the attractiveness of the possible VM 

migrations, etc. 

Since this paper focuses on the classical BBO algorithm, 

Biogeography-based optimization (BBO) is a new evolutionary 

algorithm firstly proposed in 2008 
[15]

 and is an extension of 

biogeography theory to evolutionary algorithm 
[16]，which is 

based on the mathematical model of biological species 

distribution and migration
[17]

. The BBO has demonstrated good 

performance on various unconstrained and constrained 

benchmark functions 
[18][19]

. Further, it has been applied to real 

world optimization problems, including sensor selection 
[15]

, 

power system optimization 
[20]

 , etc. 

Recently, some extension researches also have been 

presented. Typically, Haiping Ma 
[21]

 improved the classical 

BBO algorithm and analyzes the equilibrium of migration 

models. Haiping Ma and Dan Simon 
[22]

 discussed migration 

models using markov theory and blended BBO for constrained 

optimization. In real, BBO maps these factors as suitability 

index variable (SIV) and habitat suitability index (HSI) to 

mathematical solution space in order to find the optimal 

solution of a certain problem.  

III. PROBLEM FORMULATION 

The aim goal of this paper is to study the VMCP through 

multi-objective optimization which is based on IMBBO. To 

formulate this problem we will deal with it in the mathematical 

forms: 

N  : The number of virtual machines in data centers (VMs) 

M : The number of physical machines in data centers (PMs) 

vi  : {1,2,3, , }i N , The virtual machine of label i 

jp  : {1,2,3, , }j M , The physical machine of label j  

ijass : The binary value represents whether virtual machine 

vi  is assigned to physical machine jp  

V  : The set of virtual machines, namely 1 2 3, , , , Nv v v v  

P  : The set of PMs, namely 1 2 3p , , , , Mp p p  

j

busye : The energy consumption of jp , when ju =100% 

idle

je : The energy consumption of jp , when ju =0% (just 

running the OS system) 
i

cpuv : The CPU demand of vi  

i

memv : The memory demand of vi  

i

netv : The network demand of vi (bandwidth) 

j

cpup : The CPU capacity of jp  

j

memp : The memory capacity of jp  

j

netp : The network capacity of jp (bandwidth) 

cpu

klS : The coefficient of similarity by CPU utilization 

between kv and lv  

mem

klS : The coefficient of similarity by memory utilization 

between kv and lv  

net

klS : The coefficient of similarity by network utilization 

between kv and lv
 

cpu( )jpm : The current CPU utilization of jpm  

mem(v )im : The memory size of ivm  

net( )jpm : The current NET bandwidth of jpm  

ex : The extra CPU utilization coefficient. 

stopT : The stop time of virtual machine migration. 

VP is a matrix which presents the allocation of VMs to PMs. 

Each element contains two types of value. If ijass =1, vi  is 

assigned to jp . Otherwise, vi  isn’t assigned to jp , where 

1 ,1   i N j M . 



 

 

As above, Eq.(1)-Eq.(3) illustrate the objectives of VMCP 

and Eq.(4)-Eq.(5) are the total constraint condition for these 

objectives. These demonstrate that all required resources aren’t 

greater than the capacity of one PM. 

The first objective Eq.(1) is the minimization of server 

power consumption. The popular power consumption model 

has been introduced in 
[9][10]

 which shows the power 

consumption is linearly proportional on CPU utilization. 

However, the classic equation just pays attention to the CPU 

utilization. The operation of memory and network relating with 

the CPU cycle doesn’t be considered. So more detail 

information of the new power consumption function is defined 

which is divided into static and dynamic parts in this paper.  

When the physical machine doesn’t run any tasks (just OS 

system), the parameter j

idlee is defined in idle status. In addition, 

the configuration parameters 1 and 2 present the weight 

coefficient that the memory and network operation take the 

proportion of CPU cycle. Finally, this scenario illustrates that 

PMs can be turn off, when these consume no extra energy. 

The second objective Eq. (2) is the load balancing based on 

minimization correlation of resource utilization among PMs in 

the data center. The phenomenon shows that the load balancing 

is the similarity average resource utilization among PMs. Since 

the resources competition will result unstable resource 

condition among PMs and VMs, the reasonable solution is that 

these VMs with minimum similarity of resource utilization 

should be consolidated into same PM. In addition, the 

configuration parameters,  cpu , mem and  net , are the 

weight coefficient, which is satisfied with constraint condition

1    cpu mem net .Next, the 2

 jvmcount PC is the permutation and 

combination in order to get average values of similarity. 

The third objective Eq. (3) is the minimization of migration 

resource overhead in data center. When one VM migrates from 

jpm  to kpm , the resource overhead may contain the CPU 

consumption and network bandwidth consumption which is 

both in source and destination PMs. Besides, the stop time of 

VMs and migration times, for example, ( ) / ( )i jmem vm net pm  

also should be considered in process. The parameter ex is the 

proportionality coefficient that the VM migration process may 

extra occupy the CPU cycle. 

IV. IMPROVED BIOGEOGRAPHY-BASED OPTIMIZATION 

In this section, the brief classical BBO algorithm will be 

introduced which includes the theory and the important features. 

Then, the improvement Cosine migration rate model and 

mutation rate model will be discussed in detail. Finally, the 

process of IMBBO will be described by the pseudo-codes. 

A. Biogeography-Based Optimization 

The classical Biogeography-based optimization algorithm is 

introduced by Simon in 
[15]

, which is based on the mathematics 

of biogeography theory and is a population global optimization 

approach. This algorithm can guarantee convergence to the 

optimal solution, if it is given enough generations (iterations). 

Biogeography studies the geographical distribution of species. 

Among them, the most important feature is migration and 

extinction (mutation).  

B. The main improvement in IMBBO 

1) The Improved Cosine Migration Rate Model 

In this paper, the improved migration model is used to 

represent the migration feature. The linear function in BBO is 

basic migration model in BBO, which can be used to share 

SIVs between habitats. However, the linear model is the 

theoretical model with ideal condition. When there are more or 

less species in one habitat, the change rate of immigration and 

emigration will trend to the steady state. Otherwise, the change 

rate is fierce in the real virtualization environment. So this 

situation can be analogized in VMCP. 

Meanwhile, many VMs are placed in the same PM may 

greatly increase the probability of resource contention. Finally, 

some VMs should be migrated to other PMs in order to 

maintain the running performance. From this, the improved 

Cosine migration rate model can be illustrated in Eq. (6) 

k

k

Cos( ) 1
2

Cos( ) 1
2

   

   

 
    

 

 
     

 

I k

n

E k

n

 
(6) 

Where k  and k  are presented by the immigration and 

emigration rates of the number of species k. The I is the 

maximal immigration rate when the number of species is zero. 

The E is the maximal emigration rate, when the number of 

species is to the maximum. So we set I = E in order to decrease 

experiment complexity in this paper. In addition, the parameter 



 

 

  is the negative trigonometric offset angle (typically between 

- / 2  and 0). It denotes the degree of temporary positive 

immigration rate feedback in classical BBO. Next, the 

parameters   and   respectively denote the balance values. 

The migration rate cure for a single habitat is illustrated in 

Fig.1(a). Further, the character of curve is more similar to the 

VM consideration features. 

 
(a) 

 
(b) 

Fig.1 Improved Migration and mutation Rate Curve Chart 
2) The Improved Mutation Model 

The mutation model is another important feature in the 

classical BBO, which realizes mutation through a uniformly 

random function to probabilistically replace SIVs by randomly 

generating new SIVs in a solution. This situation can much 

better avoid search prematurity. However, the random function 

doesn’t adapt to the VM running environment in real. 

The improved descending function in this section, which is 

compared to the random function in BBO, is a more excellent 

strategy. With the increasing numbers of iteration, more 

excellent elitisms will be contained in next generation. The 

system will more tend to be a stable state. That is, the 

probability of mutation should be descended in iterations. The 

Eq. (7) represents the improved mutation model. 

mu exp( )      i i  (7) 

Where the parameter   is the slope value, it is defined by 

0.01 in experiment. In addition, the parameter   will be used 

to decide the degree of mutation rate in a time period. Next, the 

parameter   is the rectify coefficient, it is defined by 0.001 in 

experiment. The Fig.1(b) illustrates the improved mutation rate 

cure in a single habitat. 

 
Fig.2 the pseudo-codes of IMBBO 

C. The analysis of IMBBO 

The main process of IMBBO is similar as BBO. The 

pseudo-codes are as in Fig.2. Further, in order to preferably 

satisfy the VMCP and performance, the improved migration 

model, including immigration and emigration rate calculation, 

is modified in line 7 and 9. In addition, the improved mutation 

model is also modified in line 18. 

The time complexity of IMBBO is as: 

*[ (1) 2* ( ) 2* ( )] * ( )  iteration O O m O mn K O mn  

The m presents the habitat size and the n presets a number of 

independent variables called Suitability Index Variables, which 

simulate the habitat number and features in habitat. So it is 

proportional to m*n. In addition, the space complexity is m*n, 

which presents the matrix size in IMBBO. 

V. EVALUATION  

In this section, experiment environment will be described 

and the results will be evaluated by using two different instance 

types, including synthetic instance and real VM running 

instance. Then, many experiments comparing with GSA 

algorithm are carried out to verify the performance of our 

algorithm from different aspects. Finally, we analyze and 

discuss the experimental results in detail. 

A. Experimental and Method 

1) Experimental Environment 

In the experiment, two types of experiment data are used to 

verify the performance of IMBBO algorithm which is 

compared with GSA. Our experiment environment is based on 

the real VM running environment for ECUST Virtual Cloud 

Laboratory System. Meanwhile, IMBBO algorithm will be 

deployed on Monitor Server. The Virtual Cloud Laboratory 

System was developed on OpenStack. This system will provide 

basic experiment courses for students. The cluster is composed 

of a numbers of Dell PowerEdge R730 which is viewed as the 

computing node. Each server consists 2 physical CPUs 

(IntelE5-2650 v3 2.3GHz, 25M) and 256GB main memory. 
TABLEⅠ 

PARAMETER VALUES FOR IMBBO AND GSA ALGORITHM 

 
2) Experimental Method 

The different configuration coefficient will be used to verify 

this IMBBO algorithm. Some parameter values of IMBBO 

algorithm and GSA are defined in Table I. In order to getting 

average and exact results, each set is optimized by running 

independently 20 times and the average value is reported for 

each result. The Gravitational Search Algorithm (GSA) will 

view as the comparing algorithm for verifying the performance 

of IMBBO algorithm. Meanwhile, in order to keep the 

performance, two algorithms use the same set of initial data. 

In the synthetic data: Servers are based on homogeneous 

framework. idle

je and busy

je  are set to 162W and 215W. The 

0 5 10 15 20 25 30 35 40 45 50
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

PopulationSize

m
ig

ra
ti
o
n
 r

a
te

The improved migration model

 

 

emigration rate

immigration rate

0 5 10 15 20 25 30 35 40 45 50
7

7.5

8

8.5

9

9.5

10

10.5

11
x 10

-3

populationsize

m
u
ta

ti
o
n
 r

a
te

The improved mutation model

 

 

Improved Mutation Model



 

 

synthetic data is configured according to the reference 
[9]

. The 

items in dataset independently follow the normal distribution, 

which has been adopted in previous researches, including CPU 

demands generated with N(0.15,0.05), Memory demands 

generated with N(0.10,0.08) and Network demands generated 

with N(0.03,0.01). 
TABLE Ⅱ 

AMAZON EC2 INSTANCE 

 
(http://aws.amazon.com/cn/ec2/instance-types/) 

In the real-world data: Sixteen types of instance (Table Ⅱ.) 

referring to Amazon EC2 are also used to simulate in Virtual 

Cloud Laboratory System, which are divided into three 

categories including general, computing optimized and 

memory optimized. Since the reference just contains CPU and 

memory except network, the network parameter will be set 

through simulation or get by using the data collection tools 

which are developed by shell (Linux) or C# (Windows). 

B. Experimental Results 

1) Experimental Results of Synthetic Instances 

In the synthetic data, there are 500 physical machines in one 

data center. The initial habitat is set with 500. The number of 

virtual machines is 200. Next, the initial power consumption is 

500*162W and the detail result information is presented in 

Table Ⅲ of synthetic data. 
TABLE Ⅲ 

EXPERIMENTAL RESULT OF SYNTHETIC AND REAL VM RUNNING DATA 

 
(AL: algorithms, AS: active servers, CC: cost consumption, SE: 

similarity evaluation, MRO: migration resource overhead) 

The improved migration rate model and mutation rate model 

are adopted in IMBBO(1). Meanwhile, the improved migration 

rate model and constant probability value of mutation model 

are adopted in IMBBO(2). Finally, the IMBBO(1) algorithm 

only needs 49 active servers to support these VMs running. 

The IMBBO(1) can reduce the power consumption from 

500*162 to 9937.83. That is, it saves 87.71% of power. 

The similarity evaluation value of IMBBO(1) is -0.4351, 

which is greatly smaller than others. This situation 

demonstrates that the algorithm can gain better performance 

and achieve the smallest similarity among virtual machines in 

order to reduce resource competition. 

The migration resource overhead value of IMBBO(1) reach 

14004.37 through 1000 iterations. The CPU extra utilization 

and transfer times in source and destination PMs are considered 

in this process. Finally, the IMBBO(1) algorithm can reduce the 

resource overhead in migration process compared others. 

Fig.3(a)-(c) show the comparisons of the three algorithms on 

synthetic data. The IMBBO algorithm rapidly finds the best 

solutions. The blue cure presents the BBO. The green cure is 

the IMBBO(2). The sky blue cure is the GSA. However, the red 

cure is the IMBBO(1). 

In conclusion, the IMBBO algorithm shows the better 

performance both in reducing power consumption, achieving 

good load balancing (minimizing similarity values among VMs) 

and decreasing the migration resource overhead. The reason is 

that IMBBO algorithm considers the special migration model 

and dynamic consolidation judgment strategy. At the same time, 

the mutation rate trends to much more stabilization with the 

iteration. Besides, the different configuration parameters may 

display the different performance in the experiment. These 

parameters need to be adjusted according to the real VM 

running situation. Finally, the GSA algorithm just focuses on 

finding the massive particles. The correlation of iteration 

doesn’t been contained through the iteration. 

2) Experimental Results of Real VM running Instances 

In the real VM running environment, we set 80 VMs which 

simulate 80 students to attend class in Virtual Cloud Laboratory 

System. The initial configuration needs 150 servers. The 

experiment results are described in Table Ⅲ  of real VM 

running data. 

For experiment, The IMBBO(1) algorithm just needs 19 

active servers to support these VMs running. The IMBBO(1) 

can reduce the power consumption from 150*162W to 4045.58. 

That is, it saves 83.36% of power. In addition, the similarity 

evaluation value of IMBBO(1) is -0.0891, which is greatly 

smaller than others in reducing resource utilization competition. 

Meanwhile, the migration resource overhead value of 

IMBBO(1) reach 3559.00 through 1000 iterations. 

Fig.3(d)-(f) show the comparisons of the three algorithms on 

real VM running environment. These curve styles are the same 

as the synthetic instance. After the 1000 iterations, all of these 

curves approximately trend to line. Since a great number of 

VMs run in real data center environment, the appropriate 

running time and convergence time are the much more 

important parameter index. 

Since these experiments are arranged based on 

homogeneous server architecture, some extra situations and 

different configuration parameters haven’t been detailedly 

considered in process. It may exist others factors to influence 

the process of optimization.  Besides, the emergency situation 

in some VMs also is the reason to affect optimization process. 

Since the EA algorithms may lead to premature convergence 

(local optimization), including the BBO, the different strategies 

also should be adapted to avoid it. The appropriate parameters 

adjustment and the different situation analysis should be 

pre-done for the different objective functions. 

VI. CONCLUSION 

In this paper, the VMCP is formulated as a multi-objective 

optimization problem, which contains three configurable 

objectives, that is, server power consumption minimization, 

load balancing minimization based on resource utilization 

similarity and reducing migration resource overhead. A novel 

multi-objective optimization algorithm named IMBBO is 

proposed to solve VMCP based on the classical BBO. The 



 

 

migration and mutation model was improved, which can better 

meet the actual situation of VMCP. The experiment results 

show that the IMBBO can improve the performance of optimal 

solutions and convergence characteristic by comparing with 

GSA by using the synthetic and real VMs running data. 

In future, we will focus on parallelization of IMBBO and 

research re-configuration migration and mutation model in real 

problem. The appropriate adjustment also should be used to 

solve the different objective function in order to avoid 

shortcoming of premature convergence. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig.3 The experiment results of different comparing algorithms in synthetic and real VM running data
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