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Abstract. In biomarker research, there is a growing demand for com-
putational methods to efficiently identify novel metabolite-disease asso-
ciations (MDAs). Current approaches, however, do not take into ac-
count the underlying geometry of the MDA space. Here, we show that
classifiers leveraging hyperbolic embeddings achieve comparable results
to their Euclidean counterparts with significantly lower dimensionality,
aligning better with the association network’s scale-free nature. Finally,
through a case study, we provide an interpretation of the model embed-
dings and investigate newly predicted associations. Our results demon-
strate the intrinsic non-Euclidean geometry of the MDA space, providing
direction for further research. A Pytorch-based implementation is avail-
able at https://github.com/PDomonkos/hyperbolic-MDA-prediction.

1 Introduction

Concentrations of certain metabolites in patients with specific diseases differ
from those in healthy individuals. Identifying these specific metabolites can
significantly contribute to disease diagnosis. Nonetheless, conventional biolog-
ical experiments are often resource-intensive in terms of time and cost. Thus,
there is a growing demand for computational methods that efficiently identify
new relationships between metabolites and diseases. One possible solution is
to utilize machine learning models such as matrix factorization or graph neural
networks [1, 2]. However, current approaches do not consider the underlying
geometry of the MDA space.

Recently, research on hyperbolic embeddings has been gaining attention for
their ability to effectively represent datasets with intrinsic hierarchies and com-
plex networks with heterogeneous degree distributions [3]. Incorporating non-
Euclidean geometry into machine learning approaches enables learning contin-
uous, hierarchy-preserving representations automatically [4]. Among various
biological applications, hyperbolic models have already been applied to predict
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drug-target interactions [5], yet, to the best of our knowledge, no prior study
has explored non-Euclidean embeddings for MDA prediction.

To address this issue, we utilized matrix-factorization-based machine learning
models and investigated the applicability of non-Euclidean embedding spaces.
Through our experiments, we showed that models utilizing hyperbolic distances
are better suited for predicting MDAs. Later, we also gave an explanation
relying on the scale-free nature of the association network rather than underlying
biological hierarchies.

The paper proceeds as follows: First, we briefly introduce the used data,
models, and experimental settings. Then, we present the results of our com-
parative study. Finally, we investigate the hyperbolic latent representations and
validate the model by showcasing that newly predicted associations have already
been verified in recent literature.

2 Materials and Methods

2.1 Metabolite-disease associations

To obtain MDAs, we utilized the Human Metabolomics Database (HMDB 5.0),
currently the most comprehensive dataset on human metabolites [6]. After ex-
tracting all associations, an outlier disease linked to over 20,000 metabolites was
excluded. Finally, we represented the MDA network with a binary adjacency
matrix comprising 2,583 metabolites in rows, 656 diseases in columns, and 7,650
positive associations between them, resulting in a density of 0.45%.

2.2 Models and manifolds

Our objective was to compare different models equipped with Euclidean and
non-Euclidean embeddings. Following the work of A. Poleksic [5], we applied
shallow representation learning modules to learn a d-dimensional latent embed-
ding for each metabolite and disease. The trainable parameters comprise these
latent vectors stored in the weight matrices, initialized with standard normal
distributions in the corresponding manifolds. Predictions for the binary asso-
ciation output are made based on similarities between metabolite and disease
representations, adopting a generalized matrix factorization approach. Keeping
the emphasis on the manifold distances, we chose a simple activation function,
1/(1 +D), to convert distances into predicted similarity scores.

Baseline models operate with representations on the Euclidean manifold Ed =

Rd, utilizing the Euclidean distance, DE(x,y) =
√∑d

i=1 (xi − yi)2.

For the non-Euclidean version, we employed the Lorentz (or hyperboloid) model,
favored in machine learning applications for its numerical stability [4, 5]. The d-
dimensional representations reside on the hyperboloid manifold Hd,β embedded
in a (d+1)-dimensional Euclidean ambient space. Hd,β is defined as follows:

Hd,β = {x = (x0, ..., xd) ∈ Rd+1|⟨x,x⟩L = −β, x0 > 0},
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where −1/β is the constant negative curvature of the space, and ⟨x,y⟩L =

−x0y0 +
∑d

i=1 xiyi is the Lorentzian inner product. Distances between vectors
are measured using the manifold distance, DH(x,y) = arcosh(−⟨x,y⟩L).

2.3 Implementation details

We utilized the Pytorch and geoopt [7] libraries to implement the models and
trained them on a 32GB NVIDIA Tesla V100 GPU utilizing Adaptive Moment
Estimation (Adam) and Riemannian Adam [8] optimizers for the Euclidean and
hyperbolic versions, respectively.

We found that the obtained results are robust across the various model config-
urations and applied the following hyperparameters: For the hyperbolic models,
we chose a constant curvature of -1, i.e., β = 1, and used one extra latent di-
mension compared to their Euclidean counterparts since Hd,β is one dimension
smaller than the Euclidean ambient space used for the representations. Models
were trained for 32 epochs with a batch size of 256 and a learning rate of 0.001

log2(d)
,

where d is the latent dimension, as we found that the optimal learning rate de-
pends on the model complexity. To obtain the negative samples, for each known
positive pair of the MDA network, we took five times as many negative associ-
ations from all the possible pairs, increasing the density of the MDA matrix to
2.71%. Addressing class imbalance and the uncertainty in the negative samples,
we applied weighted binary cross-entropy as the objective function with a 5 to
1 positive sample weight ratio.

3 Experiments and results

3.1 Cross-validation

To compare different models, we conducted cross-validation using five folds and
ten repeats, with new negative samples in each repeat. We utilized the area
under the receiver operating characteristic and precision-recall curves (ROCAUC
and PRAUC) for evaluating the binary classification task, as they rely solely on
prediction scores rather than a predefined threshold and are widely used to
measure predictive performance in unbalanced scenarios.

Figure 1 presents the results. Classifiers with a hyperboloid manifold achieve
comparable AUC scores to Euclidean models with ≈ 16 times larger latent di-
mensionality. Both reach similar predictive performance above 2,048 dimensions,
yet hyperbolic versions notably outperform in lower dimensions. We can also
see that Euclidean models show higher variance across the 50 runs. Besides,
non-Euclidean versions require fewer epochs overall. Nevertheless, this does not
necessarily translate to faster convergence in time, as the exponential and loga-
rithmic maps slow down the Riemannian optimization.
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Fig. 1: Cross-validation results, with box plots summarizing the outcomes across
the five folds and ten repeats. (A) ROCAUC and PRAUC scores reached in the
final epoch for models with various latent manifolds and dimensions. (B) Lateral
view of a slice from A, corresponding to models with 128 latent dimensions,
showcasing training curves for a Euclidean and a hyperbolic model.

3.2 Case study

After fitting a classifier equipped with a 256-dimensional hyperboloid latent
manifold utilizing all the available MDAs, we investigated the resulting latent
embeddings and predicted associations.

We found no indication that metabolite or disease hierarchies are reflected
in the embeddings. Therefore, we looked for an alternative explanation for the
superior performance of hyperbolic models. Figure 2 illustrates the connec-
tion between the degree of the nodes and their latent hyperbolic embeddings.
Straight lines in the log-log scale scatterplot suggest that the degree distribution
follows a power law, meaning that the MDA network is scale-free [9], further
indicating that a hyperbolic space might be more suitable than flat Euclidean
embeddings [3]. To test this hypothesis, we investigated the embedding norms
and observed a strong negative correlation between norms and degrees. Indeed,
as hyperbolic space grows exponentially, it is suitable for embedding a few large
degree nodes and many small degree nodes, even with smaller dimensionality.

Finally, we investigated the predictions for Alzheimer’s disease to validate
the classifier. Figure 3 depicts the similarity scores for all the metabolites. The
predictions follow a positively skewed normal distribution, with some metabolites
scoring notably high. Plotting the known associations against the prediction
percentiles confirms that associated metabolites and diseases are close to each
other in the resulting latent space. Table 1 shows the top 10 scoring metabolites
for Alzheimer’s disease. The majority are already in the HMDB database, while
the others can be verified with external references.
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Fig. 2: Relationship between degree distribution and hyperbolic embedding
norms. (A) Degree distribution of different modalities in the bipartite asso-
ciation graph. (B) Node degrees plotted against their corresponding embedding
norms given by a model employing a 256-dimensional hyperboloid manifold.
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Fig. 3: Model outputs for Alzheimer’s disease based on distances in the 256-
dimensional hyperboloid manifold. (A) Histogram of predictions given to each
metabolite. (B) Observed association frequencies for each prediction percentile.

ID name score in HMD external ref
HMDB0000190 L-Lactic acid 0.5196 ✓
HMDB0000182 L-Lysine 0.5090 ✓
HMDB0000562 Creatinine 0.5011 ✓
HMDB0000925 Trimethylamine N-oxide 0.5005 × [10]
HMDB0000122 D-Glucose 0.5001 ✓
HMDB0000062 L-Carnitine 0.4993 × [11]
HMDB0000696 L-Methionine 0.4980 × [12]
HMDB0000159 L-Phenylalanine 0.4970 ✓
HMDB0000161 L-Alanine 0.4966 ✓
HMDB0000067 Cholesterol 0.4966 × [13]

Table 1: Top 10 predicted metabolites for Alzheimer’s disease, ranked by predic-
tion score. Out-of-dataset associations are verified through external references.

4 Conclusion and future work

Through cross-validation and subsequent analysis, this paper demonstrates the
suitability of hyperbolic embeddings for MDA prediction. Contrary to previous
assumptions, we attribute the non-Euclidean nature of the MDA space to its
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heterogeneous degree distribution rather than metabolite and disease hierarchies.
Consequently, further research should aim at integrating hyperbolic repre-

sentations into existing, more complex model architectures, such as those based
on graph neural networks [1] or matrix factorization [2], to enhance biomarker
identification. Another theoretical question arises regarding the scale-free nature
of the MDA network. It should be further investigated whether this phenomenon
stems from biological mechanisms or aligns with the Barabási model’s concept
of continuous growth and preferential attachment [9] driven by the discovery
process as biomedical scientists often select well-studied molecules and diseases
to anchor their findings [14].
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[12] Amal Alachkar, Sudhanshu Agrawal, Melica Baboldashtian, Khawla Nuseir, Jon Salazar,
and Anshu Agrawal. L-methionine enhances neuroinflammation and impairs neurogenesis:
implication for alzheimer’s disease. Journal of Neuroimmunology, 366:577843, 2022.

[13] Femke M Feringa and Rik Van der Kant. Cholesterol and alzheimerâs disease; from risk
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