
Linguistic Constructions Translation Method Based on Neural 
Networks 
 
Eugene Fedorov and Olga Nechyporenko 

 
Cherkasy State Technological University, Shevchenko blvd., 460, Cherkasy, 18006, Ukraine 

 
 

Abstract 
The paper proposes a linguistic constructions translation method based on recurrent neural 
networks. The novelty of the study lies in the fact that to ensure the interaction of software 
agents representing subjects within supply chains, four artificial neural network models for 
the translation of the linguistic structures were created, a criterion for evaluating the training 
effectiveness of the proposed models was selected, and the parameters of the proposed 
models were identified based on the Adam method. In the created models, unlike the existing 
translational neural networks, the decoder does not have feedback from the output layer to the 
hidden layer. The developed models and methods for their parametric identification make it 
possible to improve the accuracy of translation of natural language constructions. The created 
natural language constructions translation method based on neural networks can be used in 
various intelligent computer systems that use the translation of linguistic constructions. 
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1. Introduction 

Currently, one of the important problems in the field of natural language processing is the 
insufficiently high probability, adequacy, and speed of translation [1, 2]. This leads to the fact that the 
natural language interaction of computer agents in multi-agent systems may be inefficient. Thus, the 
creation of models and methods that increase the efficiency of using natural language constructs for 
the interaction of computer agents is an urgent task. 

The work aims to develop a natural language constructions translation method. To achieve the 
goal, the following tasks were set and solved: 

• analyze existing methods of translation; 
• propose neural network models of translation; 
• propose a criterion for evaluating the effectiveness of neural network translation models; 
• create methods for determining the values of parameters of neural network translation models; 
• perform a numerical study. 

2. Literature review 

In this paper, the interaction of computer agents of multi-agent systems representing subjects that 
interact within supply chains is chosen as the scope of linguistic constructions [3-5]. 

Examples of multi-agent systems for supply chains are [3, 4]:  
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– Agent Building Shell. Coordinating the actions of agents representing the firm and supply chain 
actors interacting with it (for example, suppliers and customers) using the COOL coordination 
language; 

– MetaMorph. Coordination of the actions of agents representing the firm, supply chain actors 
interacting with it and intermediaries, using the actions of intermediaries; 

– NetMan. Management of agents representing business units of firms and interacting within the 
same firm and between firms through agreements; 

– BPMAT &SCL. BPMAT models firm activity, SCL models inter-firm flows; 
– MASCOT. Coordinating the actions of agents representing the company and the subjects of the 

supply chain interacting with it. Used to improve supply chain flexibility through planning and 
scheduling. Coordinates production across multiple sites and evaluates new products and strategic 
business decisions (such as production, purchase, or supplier selection) based on capacity and material 
needs across the entire supply chain); 

– DASCh. Management of agents representing the firm, product flows, and information flows to 
investigate gaps in these flows; 

– Task dependency network. Management of agents representing the firm and supply chain entities 
interacting with it using the auction protocol (selection of agents through an auction); 

– MASC. Management of agents representing the firm and supply chain entities interacting with it 
using the auction protocol (selection of agents through an auction); 

– OCEAN. Management of agents representing the firm and the subjects of the supply chain 
interacting with it through negotiations. Uses competition at the local level and cooperation at the 
global level. 

Specified multi-agent systems do not provide computer simulations of the interaction of supply 
chain entities based on linguistic constructs and soft computing. 

Today, artificial intelligence methods are used to translate linguistic constructions, while the most 
popular is the connectionist approach [6-8], which for many networks allows the use of parallel 
learning methods [9-11]. 

The following recurrent networks are most often used as neural networks for translation: 
• Elman neural network (ENN or SRN) [12, 13], the simplest of recurrent neural networks; 
• bidirectional recurrent neural network (BRNN) [14, 15], which is built based on two Elman 
neural networks; 
• long short-term memory (LSTM) [16, 17]; 
• bidirectional recurrent neural network (BLSTM) [18, 19], which is built based on two LSTM 
neural networks; 
• gated recurrent unit (GRU) [20, 21]; 
• bidirectional recurrent neural network (BGRU) [22], which is built based on two GRU neural 
networks. 
The advantages of neural networks are [20, 23]: 
• the possibility of their training and adaptation; 
• the ability to identify patterns in the data, their generalization, i.e., extraction of knowledge 
from data, therefore knowledge about the object (for example, its mathematical model) is not 
required; 
• parallel processing of information, which increases computing power. 
The disadvantages of neural networks are [24, 25]: 
• the high probability of the learning and adaptation method hitting a local extremum; 
• the difficulty of determining the structure of the network, since there are no algorithms for 
calculating the number of layers and neurons in each layer for specific applications; 
• inaccessibility for human understanding of the knowledge accumulated by the network (it is 
impossible to represent the relationship between input and output in the form of rules), since they 
are distributed among all elements of the neural network and are presented in the form of its 
weight coefficients; 
• the difficulty of forming a representative sample. 
Thus, none of the networks satisfies all the criteria. 



 

3. Proposed methodology 

3.1. Modified neural network Seq2seq 

Figure 1 shows proposed in this article a modified Seq2seq neural network for translation, which is 
a recurrent network. The modified Seq2seq neural network includes an encoder and a decoder (unlike 
the classical Seq2seq neural network [26, 27], there is no feedback from the output layer to the hidden 
layer in the decoder). 

 
 

 
 
Figure 1: Proposed modified neural network Seq2seq 

 
Let us limit our consideration to the functioning of the ANN and the case when the encoder and 

decoder are based on ENN. 
It is assumed that a text input sequence of length P has already been converted to an encoded input 

sequence x  (for example, by word2vec), and the length of each encoded word of the input sequence 
is )0(N . It is assumed that an encoded output sequence y  of length P will be converted to a text 
output sequence, and the length of each encoded word of the output sequence is equal to )3(N . The 
number of hidden layers in the encoder and decoder is equal to )1(N  and )2(N  respectively. 
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3. Checking the completion of encryption. If Pn < , then 1+µ=µ , 1+= nn , go to 2. 
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5. Checking the completion of the decryption. If Pm < , then 1+= mm , go to 4. 

3.2 Modified additive attention neural network 

Figure 2 shows proposed in this article a modified additive attention neural network for translation 
(proposed by Bahdanau), which is a recurrent network. The modified additive attention neural 
network includes an encoder, an attention mechanism, and a decoder (unlike the classical additive 
attention neural network [28], there is no feedback from the output layer to the hidden layer in the 
decoder). The attention mechanism allows the decoder to focus attention on certain outputs of the 
encoder. 

 
 

 
 
Figure 2: Proposed modified additive attention neural network 

 
Let us limit our consideration to the functioning of the ANN and the case when the encoder and 

decoder are based on ENN. 
It is assumed that a text input sequence of length P has already been converted to an encoded input 

sequence x  (for example, by word2vec), and the length of each encoded word of the input sequence 
is )0(N . It is assumed that an encoded output sequence y  of length P will be converted to a text 
output sequence, and the length of each encoded word of the output sequence is equal to )3(N . The 
number of hidden layers in the encoder and decoder is equal to )1(N  and )2(N  respectively. 
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2. Calculation of the output signal for the hidden layer of the encoder 
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3. Checking the completion of encryption. If Pn < , then 1+µ=µ , 1+= nn , go to 2. 
4. Additive attention. Concatenative (additive) attention is used, which connects the encoder's 
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6. Checking the completion of decryption. If Pm < , then 1+= mm , go to 4. 

3.3 Modified multiplicative attention neural network 

Figure 3 shows proposed in this article a modified multiplicative attention neural network for 
translation (proposed by Luong), which is a recurrent network. The modified multiplicative attention 
neural network includes an encoder, an attention mechanism, and a decoder (unlike the classical 
multiplicative attention neural network [29], there is no feedback from the output layer to the hidden 
layer in the decoder). The attention mechanism allows the decoder to focus attention on certain 
outputs of the encoder. 

Let us limit our consideration to the functioning of the ANN and the case when the encoder and 
decoder are based on ENN. 

It is assumed that a text input sequence of length P has already been converted to an encoded input 
sequence x  (for example, by word2vec), and the length of each encoded word of the input sequence 
is )0(N . It is assumed that an encoded output sequence y  of length P will be converted to a text 
output sequence, and the length of each encoded word of the output sequence is equal to )3(N . The 
number of hidden layers in the encoder and decoder is equal to )1(N  and )2(N  respectively. 

 
 



 

 
 
Figure 3: Proposed modified multiplicative attention neural network 
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3. Checking the completion of encoding. If Pn < , then 1+µ=µ , 1+= nn , go to 2. 
4. Calculation of the output signal for the hidden layer of the decoder 
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5. Multiplicative attention. Multiplicative attention is used, which links the hidden layer of the 
encoder and the hidden layer of the decoder. 
5.1. Calculation of weights (estimates) of attention: 
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7. Checking the completion of decryption. If Pm < , then 1+= mm , go to 4. 

3.4 An additive attention neural network with pointing 

In this paper, we propose an additive attention neural network with an indication for translation 
(similar to Figure 2), which is a recurrent network. The author's additive attention neural network with 
pointing includes an encoder, an attention mechanism, a pointing mechanism, and a decoder (unlike 
the classical additive attention neural network [30], the decoder does not have feedback from the 
output layer to the hidden one and the pointing mechanism is added). The attention mechanism allows 
the decoder to focus attention on specific encoder outputs. The pointing mechanism allows the 
decoder to focus on specific encoder inputs. 

Let us limit our consideration to the functioning of the ANN and the case when the encoder and 
decoder are based on ENN. 

It is assumed that a text input sequence of length P has already been converted to an encoded input 
sequence x  (for example, by word2vec), and the length of each encoded word of the input sequence 
is )0(N . It is assumed that an encoded output sequence y  of length P will be converted to a text 
output sequence, and the length of each encoded word of the output sequence is equal to )3(N . The 
number of hidden layers in the encoder and decoder is equal to )1(N  and )2(N  respectively. 
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3. Checking the completion of encryption. If Pn < , then 1+µ=µ , 1+= nn , go to 2. 
4. Additive attention. Concatenative (additive) attention is used, which connects the encoder's 
hidden layer and the decryptor's hidden layer. 
4.1. Calculation of weights (estimates) of attention 
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6. Calculation of the output signal for the hidden and output layers of the decoder 
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3.5 Criteria for evaluating the effectiveness of neural network translation 
models 

In this work, for the training of neural networks translation models, the criterion of model 
adequacy was chosen, which means the choice of such values of parameters W  that delivers 
maximum accuracy (the coincidence of the model output and the desired output): 
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Training of neural network translation models is subject to criterion (1). 

3.6 Method for determining the values of parameters of neural network 
translation models based on the Adam method 

Let the weight vector be defined as  

( ) ( )TN
TL

NN
nwnwnwnwn

wLL )(),...,()(),...,()( 1
)()1(

11 )()1( == −w , 

where L  – maximum number of layers.  
Let the ANN energy error be defined as 

∑=
j

j nenE )(
2
1)( 2 , )()()( nyndne jjj −= , 



 

where )(nyj  – output of the jth neuron of the output layer, 

)(nd j  – training output of the jth neuron of the output layer. 
Let the vector of partial derivatives (gradient) be defined as 
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Step 1. Initialization. 
Step 1.1. The initial vector of the weights )0(w  is set. 
Step 1.2. The initial vector of the first moments 0m =− )1(  is set.  
Step 1.3. The initial vector of the second moments 0v =− )1(  is set. 
Step 1.4. Parameter η  is set, which determines the learning rate (typically 001.0=η ), decay rates 

of the first and second moments are set as 1β  and 2β  respectively, )1,0[, 21 ∈ββ  (typically 9.01 =β  
and 999.02 =β ), and a stability parameter of ε  is set to prevent division by zero (typically 

810−=ε ). 
Step 1.5. An initial gradient of )0(g  is calculated. 
Step 1.6. n=0. 
Step 2. The vector of the first moments is calculated based on the exponential moving average 

)()1()1()( 11 nnn gmm β−+−β= . 
Step 3. The second moment vector is calculated based on the exponential moving average 
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Step 4. The vector of weights is calculated (the moments are corrected due to their initialization by 
zero and the training step is scaled): 
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• variant AMSGrad 
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Step 5. Gradient )1( +ng  is calculated. 

4. Experiments and results 

The numerical study of the proposed methods for determining the parameter values was carried out 
in the Google Colaboratory environment using the Tensorflow package. 

To determine the structure of the Seq2seq modified neural network model, additive attention, 
multiplicative attention, additive attention with pointing with 256 input neurons, i.e., determining the 
number of hidden neurons, several experiments were carried out, the results of which are presented in 
Figure 4. 

The standard data set spa-eng (English-Spanish dictionary) was used as input data to determine the 
values of the parameters of the neural network translation model from 
http://www.manythings.org/anki. The data set contained 20000 records (18000 for training and 2000 
for validation). The criterion for choosing the structure of the neural network model was translation 
accuracy.  
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Figure 4: Graph of the dependence of the translation accuracy value on the number of hidden 
neurons 

 
As can be seen from Figure 4, with an increase in the number of hidden neurons, the accuracy 

value increases. For translation, it is sufficient to use 256 hidden neurons (corresponding to the 
number of input neurons), since with a further increase in the number of hidden neurons, the change 
in the accuracy value is insignificant. Similar studies were carried out on the standard datasets fra-eng 
(English-French dictionary) and ita-eng (English-Italian dictionary) and similar results were obtained. 

Table 1 presents a comparative description of neural networks for translation. 
 

Table 1 
Comparative characteristics of neural networks for translation 

Network 
 
 

Criterion 

modification 
Seq2seq 

modification of 
additive 

attention 

modification of 
multiplicative 

attention  

modification of 
additive 

attention with 
pointing 

Accuracy 0.80 0.85 0.90 0.92 

 
Table 1 shows that modified additive attention with pointing has the highest translation accuracy. 

5. Conclusions 

1. To solve the problem of improving the accuracy of the translation of linguistic structures, the 
existing methods of neural network translation were investigated. These studies have shown that 
today the most effective is the use of recurrent neural networks. 
2. To improve the quality of the translation of linguistic structures, mathematical models of 
modified Seq2seq neural networks, additive attention, multiplicative attention, and additive 
attention with pointing were created. Unlike the corresponding traditional neural networks, in the 
decoder of the proposed modified neural networks, there are no feedbacks from the output layer to 
the hidden one, i.e., the decoder's structure coincides with the encoder's structure, which simplifies 
the practical implementation of the decoder. 



 

3. In the course of a numerical study of neural network translation models, their structure was 
determined. The experiments performed showed that with 256 hidden neurons (corresponding to 
the number of neurons for encoding one word), the accuracy value does not change significantly, 
and the selected network gives translation results with maximum accuracy. 
4. The proposed approach can be used in various intelligent systems that use the translation of 
linguistic structures. For example, in computer systems for supply chain management, where 
natural language interaction between subjects, which are represented by computer agents, plays an 
important role. 
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