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Abstract

Differential elliptic flow spectrax(pr) of 7~, K, p, A have been measured @Byn= 17.3 GeV
around midrapidity by the CERN-CERB$A45 experiment in mid-central RtAu collisions
(10% of ogeq). The pr range extends from about 0.1 Ge\V0.55 GeVec for A) to more than
2 GeVjc. Protons below 0.4 Gg¥ are directly identified bdE/dx. At higherpr, proton elliptic
flow is derived as a constituent, besiggsandK*, of the elliptic flow of positive pion candidates.
This retrieval requires additional inputs: (i) of the pealgicomposition, and (ii) of(pr) of posi-
tive pions. For (i), particle ratios obtained by NA49 are adapte@ERES conditions; for (ii), the
measured-(pr) of negativepions is substituted, assuming andr™ elliptic flow magnitudes to
be suficiently close. Thes(pr) spectra are compared to ideal-hydrodynamics calculgtitm
synopsis of the series™ - Kg - p- A, flow magnitudes are seen to fall with decreasmgpro-
gressively even below hydro calculations with early kiodteeze-out ;= 160 MeV) leaving
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not much time for hadronic evolution. The protes{pr) data show a downward swing towards
low pr with excursions into negative values. The pion-flow isospin asymmetry observed re-
cently by STAR at RHIC, invalidating in principle our worlgrassumption, is found in its impact
on proton flow bracketed from above by the direct proton flotagdand not to alter any of our
conclusions. Results are discussed in perspective of reismous hydrodynamics studies which
focus on late hadronic stages.
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1. Introduction

Among the prominent results from the Relativistic Heavy @allider (RHIC) are observa-
tions of strong elliptic flow|(1}12,/3,/4) in non-central csilbins characterised by azimuthally
anisotropic particle yields in the plane transverse to ts@nb direction/ (5,16, 7, 8). Elliptic flow
is quantified by,, the second harmonic cfiient of the azimuthal particle distribution with
respect to the reaction plane. The observations direcgrashe importance of strong inter-
actions among constituents of the expanding, hot and deegda&m by which the geometrical
anisotropy of the almond shaped overlap zone evolves igtoitbmentum space anisotropy that
is measured. This evolution is described by relativistidioglynamics/(9). More specifically,
the largev, values agreed surprisingly well with predictions of hydyodmics without dissipa-
tion. This was interpreted as the early-time response otallpequilibrated system of a very
peculiar kind, the strongly interacting Quark Gluon Plag®@&P), behaving as a nearly perfect
liquid with a very small ratio;/s of shear viscosity to entropy density (10 11).

From /syn= 200 GeV at RHIC toy/syn= 2.76 TeV a bold step upward in nucleon-nucleon
centre-of-mass energy was recently taken with the operafithe Large Hadron Collider (LHC).
First measurements of elliptic flow in RPb collisions repont,(pr) for charged hadrons of sim-
ilar magnitude and shape than at comparable centralitiR$1&€ (12,13| 14). The average is
~20% larger at the LHC but this increase is mainly due to thelérgsr spectrum at LHC ener-
gies. This is in agreement with hydrodynamic predictionsapolated from RHIC data without
change in the (very low) viscosity to entropy density! (15), 5 well as a hybrid calculation
treating the QGP by ideal hydrodynamics and the late stagasiadronic cascade model (17).

At the Super Proton Synchrotron (SPS) energgyn= 17.3 GeV, elliptic flow magnitudes
are about 30% lower than at RHIC. Thefdrential flow datas,(pr) at SPSI(18, 19, 20), though
strikingly similar in shape to the RHIC and LHC data, stay Ivdlow calculations of ideal
hydrodynamics (21). It should be noted that even at the IsigRElIC energy some significant
deviations remain_(22).

The failure of hydrodynamics at low energy, large impactpaeters or large forward rapidi-
ties has been ascribed to ifBcient number densities at very early collision stages thatper
thermalization|(23). Strong dissipativéects are bound to set in after chemical freeze-out with
growing mean free paths during the late hadronic expandioni(l, 24, 25).

We present dferential elliptic flow datav,(pr) of of strange particles\ and Kg for mid-
central 158AGeV PbrAu collisions collected by the CERE$A45 experiment at the SPS (26);
of negative pions complementing earlier, more peripheash (19| 27); and of protons directly
measured at loypr by dE/dxidentification and retrieved at highpt from the measured elliptic
flow data of positive pion candidates containing besidesgand protons also kaons. The latter
task assumes charge-independent pion flow, at least to amaagcallowing to substitute the
negativepion vo(pr) measured for theositivepion vo(pr) required. The particle composition
also needed for the retrieval is fixed by particle ratios friva NA49 Collaboration that are
adapted to CERES conditions.

Elliptic flow data of identified particles as presented heresparse at the SPS, especially for
massive particles, and reaching down to lpy We foresee these data to contribute valuable
information on late stages of collective expansion which b@en characterized by rescattering
in the ‘hadronic coronal (28) as an interplay between straatial flow, elliptic flow, and thermal
motion set by the freeze-out temperature (21). The protendiata may turn out worth ouifirt
as a probe specifically sensitive to hadronic viscosity .(29)

The assumed pion-flow isospin symmetry has recently beardfnvalidated by results of the
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‘beam energy scan’ of the STAR Collaboration/(30), in minimbias collisions at lowy/Syn
and low pr. The yet unknown centrality dependence of tikee will be discussed in view
of diverse physics scenarios. As a worst case remedydioectly measured proton-flow data
provide an upper limit for the uncertainty in protesinflicted by the pion-flow asymmetry.



2. Experiment

The 158AGeV PbrAu data were collected with the upgraded CER®ESA5 spectrometer
during the heavy-ion run in 2000 at the CERN SPS. The CERE&rgmeeter is axially sym-
metric around the beam direction and covers full azimuth@dampangles 7.7 < ¢ < 14.7,
corresponding to a pseudorapidity rangé®< n < 2.70 close to midrapidityymig= 2.91); it is
thus very well suited for elliptic flow studies. A cross-dentview of the spectrometer is shown
in Fig.[d. A detailed description of the CERES experimeniigg in @).
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Figure 1: The CERESIA45 spectrometer during final data taking in 2000.

The radial-drift Time Projection Chamber (TP@(BZ) is agted inside a magnetic field with
maximum radial component of 0.5 T, providing a precise deieation of the momentum. Par-
ticle identification is achieved by theftirential energy lossEfdx along the tracks in the TPC.
A doublet of radial Silicon Drift Detectors (SDdﬂ33), laea at 10 and 13 cm downstream of
a segmented Au target, is used for vertex reconstructionti@eting outside the field region.
Charged particles emitted from the target are reconstdugyematching track segments in the
SDD and in the TPC using a momentum-dependent matching win@ibe two Ring Imaging
Cherenkov Counters (RICH1, RICH2) for electron identificatvere used in a previous CERES
flow study of identified charged pions (19), but not in the nieasient reported on here.

2.1. Momentum Resolution

The momentum is measured by determining the deflection aféteés within the TPC. The
momentum resolution is therefore depending on the spatiektresolution, but is degraded by
multiple scattering in the detector material.

The results of an extensive Monte-Carlo study of the deteesponse were shovdﬂ34) to be
well approximated by the simple expression

Ap/p = /(20%F + (1.0%. pGeV/c])2. )



2.2. Trigger Samples

A sample of 30L0° events of 158\GeV PbrAu collisions was collected by a mixed-trigger se-
lection with average centrality/ogec= 5.5%; this choice was made to enhaete™ production,
CERES'’ main objective. The track-multiplicity distribati for ‘all triggers’, shown in Fig.I2 by
squares, has an average track numy,qc>,, = 157.9. It strongly deviates at low multiplicities
from the minimum-bias distribution labeled)(in Fig.[2: for the same average multiplicity, the
minimum-bias distribution would have to be cutNifack= 129.1 or at the top 11.4% ofgeo

The limited statistics of our strange-particle spectravaéid for only two centrality classes.
The ‘top-central’ part matches the minimum-bias distribotalmost to its cut f§ at Nirack= 159
and comprises Witk Nyack>,,,= 176.9 the top central 2.4% ofge, The remainder are ‘mid-
central’ triggers,< Niack>,,,= 136.2; these were used almost exclusively to collect thptiell
flow data. A precise definition of these triggers can only bavjated by the distribution itself,
together with the minimum-bias curve. For comparison teo#xperiments, we quote the slice
cut from the minimum-bias distribution that has identicati@ge multiplicity: it extends from
5.3% to 14.5% ofbryeo With a weighted averager/ogee = 9.8%.

2.3. Pion and Proton Identification

Tracks in the TPC were reconstructed in the pseudorapiditge 2.05 n < 2.70. They had
to pass quality cuts that required

e transverse momentupy above 50 Mek;

e a minimum of 8 to 12 hits per track, depending on polar arfgle
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Figure 2: TPC track density for various trigger selectiq@a3,minimum-bias, (b) peripheral, (c) central. The combora
of all triggers (‘all triggers’), dominated by (c), has a whkted mear{o/ogeo) 0of 5.5 %. It is split into ‘mid-central’
triggers (left, Nirack < 159) of 9.8 % by which most of the flow data were collected; ang-tentral’ triggers (right,
Nirack = 159 ) of 2.4 %, respectively. The horizontal scélg/ogeo) 0N top applies to (a) only. See text.
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Figure 3: Contour plots of the specific energy loss of chaggaticlesvs momentum times charge sign. Full lines show
Bethe-Bloch energy loss far, K, p, dashed lines the1.50 cut selecting pions. RelativeEddx resolution, depending
on number of hits per track, is typically 10%.

e TPC and SDD tracks of charged pions and primary protons tehmaithin a+30- pr-
dependent window.

Pion candidates are identified by their specific-energy s@sapled along the tracks in the
TPC. On average, there are more than 10 hits per track.

In the two-dimensional scatter plot of Fig. 3, the measuetHic energy loss E/dx is
shown as function of particle momentymfor both negative and positive charges. Shown are
the cuts of Eq.2 selecting pion candidates inlebo, i.e. +15%, window (dashed lines) around
the nominal energy loss for charged pions according to thkd3Bloch (BB) formula (full lines).
The dE/dx cut is defined as

dE dE dE
0-85&(@ ) lgg< &(p) Imeasure& 1-15&(9 ) |gs - 2

Also shown are the Bethe-Bloch lines for kaons and protond,itis obvious that over ex-
tended ranges in momentum pions will be mixed with kaons aotbps, in case of positive
charge. Antiprotons are only about 6% of protons at middyi At very low momenta protons
are well identified by &/dx as can be observed from Fig. 4.

2.4. Reconstruction of and K2
The A particles are reconstructed via the decay chamneb p + 7~ with branching ratio

BR = 63.9% and mean decay length= 7.89 cm ). Particle identification is performed
6
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Figure 4: The low momentum part of F[g. 3 for positive chargéth lines indicating the cut to select protons.

using the d/dx samples from the TPC by applying+£l.50 and +1.00- window around the
momentum dependent Bethe-Bloch values for pions and psptespectively. The long decay
length allows to accept onli decays which have no match to a SDD track withBy- window.
On the pair level, @1 dependent opening angle aty,- is applied. In addition, an Armenteros-
Podolanski cuﬂEG) witlgr <0.125 GeVc and 0.& « < 0.65 is applied in order to suppress
background, admittedly with a considerable loss of sigfidle @ variable is a measure of the
longitudinal momentum asymmetey,= (g —q;)/(q +d;), whereg; andq, denote longitudinal
momentum components @ andp- calculated with respect tgy = g* + . Theqr variable

is the momentum component @f in the transverse plane perpendiculapio In the case of
theA (Kg) particle one should exchangg with px (riKg) in the above definitions. Fifl 5 is the

2-dimensionafr — gr scatter plot which shows the signatures'\ofK and Kg reconstructed from
the experimental dat@37).

24.1. A

The combinatorial background is determined by rotatinggmacandidate tracks around the
beam axis and constructing the invariant mass distribuffordecrease statistical errors in back-
ground assessment, ten rotations by random angles aremedo

The raw mass spectrum is shown in the left panel of[Hig. 6. Tine signal after subtraction
of the combinatorial background shown at the right side hasraGaussian shape. This is owed
to the facts that the observed mass and width depemg andy and that the displaced secondary
vertex is not used for recalculation of angles. The analgsi®ne separately ipr — y windows
suficiently small in size to keep the reconstructednass and width practically constant. The
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Figure 5: Armenteros-Podolanski plot showsi of A, A and Kg reconstructed from experimental data; taken frbm (37).
See text.

signal distributions are fit by a Gaussian on constant backgll. The mass ofA particles
strongly depends opy but practically not on rapidity, while the width depends altfb@di).
Once the mass and width are established for a givemd pr both are kept constant for the rest
of the analysis.

With these cuts, values of the signal-to-background r&fiB and the significanc&/ VB of
about 0.04 and 500, respectively, are obtained. H8rsefands for the signal anB for the
background. Both quantities strongly dependmrof the A. The largest values @&/ VB reside
atpr  1- 15 GeVjc withy =~ 2; this is the most populated area in the pr plane of the
reconstructed.

An example of reconstructeslin a giveny-pr-¢ bin is shown in Figld7 (left). The yield of the
A in a given bin is obtained by fitting the invariant mass disttion with a Gaussian. Plotting
the yield versus for differentpr andy values one can construct thilg/dg distribution (Fig[Y,
right). Fitting these distributions with a functiaiil + 2v, cos(2)], the observed elliptic flow
valuesyv, for differentpr andy were extracted. The obtaine codficients were corrected for
the event plane resolution as described in $éct. 3.

24.2. B

The Kg particles are reconstructed via the decay chamgel—> x* + 7~ with branching
BR = 68.95% and decay lengtbr = 2.68 cm EB). In order to increase statistics, the/dk
window is opened up te2 o around the nominal Bethe-Bloch energy loss value for pions.

found to be compatible with zero.
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Figure 6: Left: A small enhancement of the signal is visiliiehe region of theA mass. Right: The invariant mass
distribution of theA signal after subtraction of the normalized combinatoratkground is significantly non-Gaussian.
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Figure 7: Left: A reconstructed for 2 < y < 1.69 in rapidity, 0675 < pt < 0.8 GeV/c in transverse momentum, and
15° < ¢ < 30° in azimuth. Right: Elliptic flow pattern reconstructed frahe A yield in ¢ bins for pr ~ 2.7 Ge\jc.

As the Kg particle comes from the primary vertex, a possibility to grgss fake track com-
binations is given by a cut on the radial distance betweempdiiret where the back-extrapolated
momentum vector of tth candidate intersects the- y plane in the primary vertex. The nu-
merical value of this cut is 0.02 cm. An opening-angle&ut- > 50 mrad is applied on pair
candidates. Additionally, a cut on tagposition of the secondary vertex$ 1 cm) was applied.
In order to suppress the contaminatiorrondA particles, an Armenteros-Podolanski cut with
gr > 0.12 GeVc was applied (see Figl 5).

For subtraction of the combinatorial background the mirednt technique is used. To pre-
serve the event topology, only events with similar multijtyi and orientation of the event plane
are allowed for mixing. Windows are set #10% and+22°, respectively. The event mixing is
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Figure 8: Left: The invariant mass distribution of tK@ signal (red line) and the normalized combinatorial backgh
(black line). Right: The invariant mass distribution of tﬁ@ signal after subtraction of the normalized background.

repeated 10 times.
The Kg signal on normalized combinatorial background and aftekbeound subtraction is
shown in Fig[8. Mass and width of the reconstrud@exhibit pr and rapidity dependences.

Values ofS/B andS/ VB of ~ 0.92 and 500 are obtained, respectively.
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Figure 9: Left: Kg reconstructed for D75<y < 2.15, 02 < pr < 0.35 GeVc and 48 < ¢ < 60°. Right: Elliptic flow
pattern reconstructed from theg yield in ¢ bins forpr ~ 1.7 GeVjc.

In Fig.[d an example ng reconstructed in a giveyrpr-¢ bin (left) and aKg flow pattern
(right) is shown. The evaluation of the elliptic flow magmi&iis done in the same way as for the
A particles.

10



3. Elliptic Flow Analysis

The flow analysis uses the event plane (EP) method, see ie&y/19, 26) and further refer-
ences therein. We give here only a short outline to clarifiations. The elliptic flow parameter
Vv, is the second term in the Fourier decomposition of azimuiheicle distributions in the plane
transverse to the beam and with respect to the orientatidheofeaction plane. However, the
orientation of the reaction plane, being not knoapriori, has to be reconstructed as ‘event
plane’ (EP) for each event,

dN
d(¢i — Dep)

Here,¢; represents the azimuthal angles of outgoing particles.ahisotropy parametef, is
smaller thans, in magnitude due to the finite EP resolution.

The azimuthal acceptance was divided into 100 adjacergssdicb, ¢, d, a, b, c, d, a, ...
such that every fourth slice was assigned to a subeagehbt ¢, or d, respectively. To avoid
autocorrelations, particle tracks employed for recorediom of the EP and of, were taken from
non-adjacent slices only.

Together with the reconstruction of the EP one calculatesetolution as the averagefer-
ence< @, — @, > between the EP’s reconstructed from two subevants Its inverse is the
correction factork given by

= Al 1 + 2, cos(26i — Dep)) 1. 3)

K = (2 cos(2(ba - Dp))) 4)
by which the measured second harmonic is upcorrected,
Vo = KV, (5)

As the EP resolution depends on multipliciti was calculated for dlierent centralities.
Fig.[10 shows for pion data the growing dispersion in EP a&ton with multiplicity reflect-
ing the fact that the decrease in anisotropy wins over the gastatistics in deteriorating the
resolution.

~
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Figure 10: The correction factars TPC multiplicity for the 2-subevents method (pion data).
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To reduce autocorrelatiorffects, tracks chosen to be candidates for daughter parices
excluded from the determination of the event plane in case ahd Kg. The event plane reso-
lution was calculated for each multiplicity bin separaté€lye correction factor (Eq.[4), the
inverse of the resolution, are plotted in Higl 11 over TPCtiplitity for Kg andA.

Due to instrumental inhomogeneities, the reconstructedteplane density dN/d®gp > is
not flat as it should be. In order to make it flat it is enough tplgguccessively first the method
of recentering, and then the Fourier method of flattening (7)

3.1. Correcting for HBT gects

As we deal with a majority of charged pions, quantufieets among identical bosons give rise
to space-momentum correlations of Hanbury-Brown and Tiyipe (HBT): pions of the same
charge tend to cluster in azimuth if their momentuieiencepi — pz| is comparable to or below
the uncertainty limita/R. The critical momentum dlierence, with a typical source radiis~
5 fm, is about 40 MeYt. Since the average pion momentum is much larger, fieetas of short
range in azimuth. The HBTfiect correlates pairs of low relative momentum; it is a pesiti
correlation which fakes genuine flow.

In subtracting the HBT contributions t6 we followed Ref.|(38) and used the source param-
eters (in the standard Bertsch-Pratt parametrizatiorginetl from CERES HBT data (39,/40).
The correlation function has been modified to take into antthe dfects of the Coulomb repul-
sion (41). Several iterations of the correction procedueeennecessary to stabilize on the final
value of the integrated elliptic flow; the latter decreadseteby in relative size by10%. The
results are shown in the next section.

Concerning systematic uncertainties of the HBT correglimmge relative corrections, and un-
certainties are met with small magnitudes of flow at lowy and whilev, quickly increases above
0.5 GeVc, the corrections diminish in relative size even more rigpichd so the uncertainties.
An error estimate is reached by an educated guess based onex &iudy (Ref.28) where errors
in the source parameters have been included. The chaqimigmeter was given a large error
margin of+50% in view of unknown influences of long-lived resonancks,momentum reso-
lution and of pairs in which one or both pions are not primadeof rho-decay origin. This lead

12



to an estimate of the relative uncertainty in the correctiba25%. The resulting relative errors
in the HBT-corrected values amount+d 8% and+13% at pE 0.25 GeVc and 0.325 Ge)¢,
respectively. At pE 0.50 GeVc, the systematic error is down #8%.
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4. Postanalysis of Elliptic Flow of Candidate Pions

4.1. Overview

As illustrated in Sedi.2]3, ourEldx cuts do not &ectively filter out kaons and protons. In
order to purify the elliptic flow data of~ candidates (denoted™"), the knowledge of the~
fraction as a function opr is required, but also oK~ differential elliptic flow. We sketch the
recovery of negative-pion elliptic flow in Sdct.%.2.

Positive pions are mixed with positive kaons and protonfarl.2 GeVc. In order to isolate
theprotonelliptic flow from the measured data ofr* candidatesl;”“, we will use the particle
ratios at 158AGeV which recently became available from measurements-ePBltollisions by
the NA49 Collaboration (42).

The composition of the particle flux as accepted by the CERiESteometer and filtered by
the previous analysis culs (26) has to be reconstructed .ntieindatory to properly simulate the
effects of the pion-tunedifdx cut on kaons and protons. The&gx filter requires knowledge
of particle momentg= pr/singd. Unfortunately, at the time this analysis was started, tifieri
mation on polar anglg from the doublet of Silicon-Drift Detectors was no longecessible.
Without it, the resulting spread in girover the acceptance, of almost a factor of two, would have
blurred the d&/dx resolution. To avoid such degradation in quality, recouvas taken to a full
Monte-Carlo (MC) simulation. We give details on the recomstion of protonv; in Sec{4.B.

In a first approach to the acceptance correction we used tanahgthods; although these
calculations were made obsolete by the MC simulation, tlegyesas a valuable check on the
final result. Besides, some are quite instructive and haea liestrumental for preparing the
input parameters of the MC simulations.

4.2. Processing elliptic flow af~ candidates
The expression linking the™ differential elliptic flowv] to the available data is

Vi =V A (v g ). (6)

Here, v  is the flow parameter ok, ry denotes the particle ratig = Nk- /N,-. All quan-
tities are functions opr. Statistical errors enter in a way that forbids to apply d&d error
propagation. Therefore, a simulation was performed tngatihe three experimental inputs as
Gaussian random variables with widths equal to their siegiserrors. For every channel of the
pr spectrum to be incremented, the flow paramei€pr)™ is given by the average over many
trials, its statistical error by the dispersion.

As input forvk~ we use the dferential elliptic flow data forKg which will be presented in
Secl.Y. Because of the very similar mass and quark contékéoas, a possible ffierence inv;
can be considered small compared to the present accurachétmy).

To improve on the statistical significance of thg elliptic flow data, we have combined
our results with those of NA49 (43, 44). The latter data hagerbcollected at the top 13%
of ogeo The two data sets are shown in Higl 12 together with a 1-petemiit according to
Va(pr) = A p2 exp(-pr). The best fit resulted ig?/nd f= 0.44. Shown is the best-fit curve for
A = 7.18- 1072 in the centre, sandwiched between thdo statistical error bands of 17%
relative.

To quantify the unknown admixture &, we have used thi€~ andz~ transverse momentum
spectra measured by the NA49 collaboration (42, 45). Deta# given in the following section
for the analogous case of positive-pion candidates. Apstend procedures, like centrality
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Figure 12: Kg differential elliptic flow combining CERES data (this work; fdlsymbols) with NA49 data (ref.(43);
open symbols). Centralities are (5.3 - 13)%ogk, for CERES (average 9.8%) and top 13% for NA49 data. The three
lines show the best-fit within the &-errors bands. Errors are statistical.

matching, d&/dx cut and acceptance corrections within the Monte-Carlo Kitian, fully apply
also to the negative-pion sample.

4.3. Processing elliptic flow af" candidates
4.3.1. Outline

To determine the dierential elliptic flow of the minor component of protons franeasured
Vo(pr) data ofr™ candidates, we make the simplifying assumpt'r§nz v; , and use the dier-
ential flow of = derived in Sedi.4]2 as substitute fgx*) in the proton flow analysis below.
For a discussion of possible violations of this assumpti@nrefer to Sedi.6.1.1 and for our
assessment of related uncertainties to Bectl6.2.1.

The measured elliptic flow;”“ of the "n*” candidate sample contains a contribution of proton
elliptic flow v,

V' = (Nes V3 + Nir VB + Np VB) /(N + Ni+ + Np). 7)
More explicitly, the unknown magnitudg of the proton elliptic flow is derived as

Vo= (L4 +1p) V5" =V —Tie V5 )/Tp. (8)

On the r.h.s., we substitute the measurg(daKg) for vo(K*) . The only quantities yet unknown
are the particle ratiog; = Nk+/N,+ andr, = Np/N,+ specifying the contents &€* and protons
in the “7** sample, respectively.

4.3.2. Dfferential particle yields
Invariant yields of charged pions, charged kaons and psxibmidrapidity for inelastic Pb-Pb
collisions at+1/Syn = 17.3 GeV,
®?N(pr) 1 d°N
dydpr 2npr dydpr y:O,
15

(9)



=0
=
o
3
+

A

H
o
N
L LA s o e N B e LA I e N e e A
o
~
o
(@]

= =
o o

(1/2rp,) d°N/dydp , (1/(GeVic)® aty

[y
o

N

(=Y
o

P

-6
N B T B ST BT R
10 0 05 1 15 2 25 3 35 4

p, (GeVic)

Figure 13: Invariantpr-differential yields ofr™, K*, K= and protons from Refl (42) with statistical errors, shown
together with 3-parameter fits obtained by minimizjfg K+ data and curve are divided by 10, proton data by 100. The
7~ spectrum, very close to that af, is left out in order not to overload the figure.

which are relevant for the present study are those displmyieid). 8 of Ref.(42). Thepr spectra
are adjusted to CERES centrality as described below. Fgouhgose of samplingy values at
random which obey the proper density distributions, speate fit by 3-parameter exponential
functions. The fits to the data are shown in Figl 13. The astbbRef.(42) have estimated
the systematic errors, compounded frof/d, feed-down yields and acceptance corrections,
as 2.2% for charged pions ad, 4.5% forK*, and 3.7% for protons. The fits also shown in
Fig.[13 deviate form the data points by typically less than 1%

4.3.3. Matching Centralities

Our mid-central collision window (5.3-14.5)% ofye, does not find a close match among
NA49 centrality classes. Since data for the closest (5)%2 gelection were not available (46),
we have used a linear combination of centrality classes)¥-&nd (12.5-23.5)%. By visual
inspection of the NA49y spectra for dierent centrality classes, a composition with equal
weights seemed most appropriate. We also calculated trghveei meanséo/ogeo for the two
slices representing the NA49 centrality classes 1 and 3 terméne the required composition
quantitatively: the mixture of 55% of class-1 centrality§% combined with 45% of class-
3 centrality (12.5-23.5)% well reproduces the mean ceityraf 9.8% of CERES mid-central
triggers and was used.
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rapidity (ymia = 2.91) with decreasingr, the stronger the more massive the particle species, asnshexe for pions,
kaons, and protons. Theacceptance 2.057 <2.70 coincides with y-acceptance at infinite momentgmX).

4.3.4. Acceptance

CERES accepts a cone in polar angle a° &< 4 < 14.7°. The small acceptance in pseudo-
rapidity, A =0.65 units, spans the range 2:905; < 2.70 and is close to midrapiditymiq =
2.91. Forprc smaller than particle masac, the acceptance is shifted down in rapidity with
decreasingr as shown in Fid_14.

The practicable assumption is made that the doulfieidintial yields of EqLI9 factorize in
y and pr. Particle yields within the CERES acceptance are then wbdaby integrating the
corresponding rapidity distributions between fhedependent rapidity corners denoting the ac-
ceptance for givemandpr, i.e. those shown in Fig.14. We use the NA49 parametrizatidime
rapidity distributions by two identical Gaussians of widtlwhich are shifted from mid-rapidity
by equal and opposite amountgs (47),

2 2

‘;—s = N |expY2YSS 20}’23) )+exp(_—(y;0f’§) ). (10)
The values used in the present calculation for parameers, andys are listed in Tabl&]l.
Those for charged pions and kaons were taken from Table Redf (47). The yield parameter
for 7+ was downscaled relative to that for by the same factor by which both the total multiplic-
ities and the values dfiN/dy)<06 are observed to scale, by inspection of Table Il of Ref. (47).
For protons, the N/dy parameters were determined by best-reproducing thellision labeled
CC2 in Fig. 6.6 of Ref.[(48). This centrality class corresp®mo (5-12.5)% 0bryeo, Close to
CERES centrality.

Particle invariant yields have to be averaged over the daoep before taking ratios; those
will no longer reflect yields at mid-rapidity alone, but wélso depend on the shapes of the
dN/dy distributions with appreciable fierences among the particle species. In addition, the shift

17
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Figure 15: Acceptance correction functiotg. of Eq.[11 transforming NA49 particle ratios to CERES accepta

in rapidity is taken into account.

A suitable reference for the acceptance corrections ofrth&riant particle yields is the geo-
metrical acceptance for massless partighesk) for which pseudo-rapidity coincides with rapid-
ity, n = y; Fig.[14 would consist of two horizontal straight linesyat —0.86 and aty = —0.214.
With such reference, the acceptance correction is quahbfehe ratio

V(17 high; M, Pr) dN y=1nigh=-021 4N
[ & dy] / [ [ (d—y)dy]. (1)

Y(1ow; M, Pr) y=n1ow=—0.86

AacdPr, M) =

2we quote centre-of-mass rapidities downshifted from lgtidities by the rapidity of the centre of mass in the lab,
2.91.

T ot K~ K+t P

N 107.6£1.8 | 104.4£1.8 12.840.3 23.4£0.6 28.9£1.5

o 1.1840.02 | same as 7~ | 0.81£0.02 0.88+0.04 1.0140.02

Ys 0.72+0.02 | same as 7~ | 0.727+0.010| 0.839+0.012| 1.41+£0.012

Table 1: Parameters used to simulai/dy distributions using Eq._10. From Ref. (47). See text.
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The resulting correction functions are shown in Higl 15 floe three particle ratios. The
rapidity shift has oppositefiects on the yield of protons and kaons: due to the rather compa
distribution of kaons compared to the well-separated detioimps in the N/dy distribution

of protons, the particle composition around 0.5 Gei6 reduced by about 6% in kaons but
enriched by 15% in protons over tge= 1 reference.

4.3.5. Monte-Carlo simulation

Transverse momenta for given particle type are generated fihe respective probability densi-
ties, using standard methods|(49). Before doingiscspectra are adjusted to CERES centrality
as described. ‘Events’ are filtered by conditions of acasqeeand &/dx cut. Oncepr is cho-
sen, boundaries of the acceptance for the respective lpaspecies are defined in rapidity, as
shown in Fig[I¥. Thew is chosen at random from the density distribution of [EF. li@githe
parameters of Tabld 1. Rapidity values outside the acceptamdow result in rejection of the
event. At this stage, the entire event is defined: the partimbmentunyp is calculated from
m, pr, andy, which also fixes the Bethe-Bloch most-probablgdk value. Gaussian noise is
added to simulate the experimental resolution0.10 d=/dx|gg. The historical filter set to (0.85-
1.15)dE/dx|g Of pionsduring data analysis is activated. Now, the survival fraasiof kaons and
protons are determined as error integrals over tB&ld distributions between ther-dependent
boundaries of the cuts on charged pions. phepectra are incremented by survival fractidns
O0<f<1.

Monte-Carlo generated spectra require subsequent naatial to the experimental data after
which they were modell& The NA49 particle yields are summed up from 0.30 @Gg\the
lower boundary of the first entry in the published spectra teasonable upper boundary, i.e. to
4.0 GeVc. The normalization is achieved by setting the initial Migtgl, prior to any filtering
and summed-up over the sgigl range, equal to the sum over the respective data spectrum.

The pr-integrated yield is multiplied by a factog to transform the mid-rapidity yield to the
yield averaged over acceptance,

Xs = (dN/dy)s=RES / dN/dyly-o . (12)

The transformation factors for particle ratios are listedrable[2. Using identical binning, the
statistical data errors are adopted.

3Since only particlgatios enter into Eq_B, there is allowance for one free parametemeon to all spectra.

particle ratio K*/n* K= /n~ p/n*
Xs ratio 1.401+0.026 1.473+0.015 1.415+0.016

Table 2: Factors transforming MC-generated yield ratiomatrapidity to ratios of yields averaged over CERES’ y-
acceptance (Ef_12). Errors are propagated from Table 1.
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5. Elliptic flow of charged pions: Results

We present here the elliptic flow results of negative piolgstrating the &ect of the HBT
correction and the subtraction of tke component as outlined in Selcf. 13.1.

The elliptic flow of negative pion candidates is shown in Eig.before and after the HBT
correction. It is quite satisfactory to see that data starylose to zero and follow a quadratic
pr dependence for smatir.

N
> B o "1t", before HBT correction
0.08 - . "1t”, after HBT correction |
0.06|— 4 + |
-+ ——
0.04— N
L ‘#
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Figure 16: Elliptic flowv,(pt) of =~ candidates before (open circles) and after (filled circtesyection for the HBT
effect (mid-central trigger).

The pr-differential elliptic flowv,(pr) of negative pion candidates is displayed in Figl 17,
together with thes,(pr) spectrum of negative pions obtained by subtractinggkheomponent.
Both spectra are corrected for HBT correlations as outliimetthe previous section. Statistical
errors are obtained by Monte-Carlo sampling along[Eq. @Gtimg all input data as Gaussian
random variables. The estimate of 25% for the relative syatee error in the HBT correction
amounts to about 15% of the corrected value arope 0.30 GeVc (for details see Se¢i. 3.1).

The K~ impurity is seen to have only a minoffect. The correction starts out positive, raises
thev, value by about 0.005 at 0.6 GgY decreases in size and changes sigorat 1.4 GeVfc;
it turns negative where, of pions and kaons cross each other. The smallness of thectiom
follows from the rather smalNk- /N, ratio and the two elliptic flow parameters being close in
magnitude.
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6. Elliptic flow of protons

6.1. Systematic uncertainties

Protonv, parameters in the present study are obtainedféerdnces between two ‘large num-
bers’, the two pion flow measurements entering[Eq. 8. Alagnais this might be in anticipation
of relative errors getting out of control, the following dwation will dispel such concern. A de-
cisive advantage is that both measurements were performdrealyzed in identical settinas.
In addition, CERES’ full azimuthal coverage minimizes unamties in the EP determination
and the flow measurement itself.

Other uncertainties common to pions of both charges ar¢ectla the centrality determina-
tion, and thedE/dx and acceptance cuts. Summing up the individual error estsrin quadra-
ture yields 6%. A ‘common-mode’ error of this size is appltedoth pion flow parameters and
the response is calculated for the fpil range of interest. The deviations in protenrise from
negligible levels with increasingr to Av, ~ 0.008 at 2.5 Ge)¢.

Uncertainties linked to HBT correlations and the correztimeasures taken are common to
both pion flows and treated aslative errors. The HBT correction is largest at the lowest
pr bin of 0.325 GeYc. A systematic relative uncertainty of 15% in the correctatles at
pr ~ 0.30 GeVc causes an uncertainty in proton flowsf, < 0.004 which decreases quickly
with rising pr to practically vanish around 0.6 G&¥/ The directly identified protons (the four
asterisk points in Fig. 19 below) are free of HBT correlat@md related uncertainties.

One may think also of uncertainties in only one of the two glow parameters which remain
unbalanced. The subtraction of tdie component from the#~" candidate flow parameter is the
only such example we are aware of. An estimated relative efi®% inv, of K~ combined with
a 5% relative uncertainty in thi€~/n~ particle ratio has little impact.

We have not corrected the pion elliptic flow data for non-flaavrelations apart from HBT.
Autocorrelation &ects of short range between the samples used for flow measotemd for
determining the event plane, respectively, were avoideddmgpting only non-contiguous com-
binations. In the proton flow analysis we may assume that erege non-flow correlations in the
positive and the negative pion samples cancel each othahdaemaining proton elliptic flow
we argue that jet-like correlations, the main physics sewfcnon-flow correlations for pions,
have negligible proton content at this energy.

So much to systematic uncertainties in CERES data. The M(lation introduces additional
uncertainties. Errors in particle ratios have been deriv@th dn/dpr spectra of Ref.(42) as 5.0%
for K*/n*, and 4.3% forp* /nx*. The MC-generated spectra carry small normalization srror
quoted in Tablé]2. Further errors arise by simulatdtgy/dx cuts and acceptance corrections,
to our estimate of 3% each; they add up to 6.8% and 6.1% foKther+ and p/n+ ratios,
respectively. The calculated uncertainties induced inqure, are largest at lowpr but remain
below 0.003. More harmful is the relative uncertaintyjof K2: although deviations in proton
v, start well below 0.001, they approach 0.008 at the largest

6.1.1. Adigression: pion flow asymmetry

Our derivation of protons(pr) rested on the plausible assumption thigtr™) and v (™)
are stficiently close. With recent dicussions of exciting new phgsklated to chiral magnetic

4An exception is the dierent sign of track curvature in the TPC. The zero-defleatias fine-tuned by reconstructing
the same mass fox andA (32).



effects (50), an asymmetry in elliptic flow of particles and patticles has come into focus
and its observation was recently reported by the STAR Cotatiion (30). Preliminary data for
minimum-bias Au-Au collisions aty/Syn= 7.7 and 11.5 GeV show sizeable asymmﬂries

A= (vo(n™) = va(n™))/valn™) (13)

at very Iopr@

There are reasons to assume the pion flow asymmetries withh&aerably reduced towards
more central collisions. We will go along some of the argutadimat have been suggested, mostly
by the authors of Refs. (50, [30) with emphasis on the expegteahd centrality dependence.
We start with the more conventional scenarios.

Resonance decays have been discussedtite on pion elliptic flow/(51) and possible vi-
olations of the naive quark coalescence model (52). OtlaardhmesonsA(1232)-resonances
may induce charge-dependeffeets in flow by two reasons: (i) the isospin asymmetry between
u andd flavourd gives an edge to excitation & andA~ overA* andA**, causing a surplus
of n~ overn™ decays. (ii) AsA’s are likely to be recombined from two hadronsx), their
v, will increase over strict number-of-constituent-quarkQ@) scaling, and decay pions are to
showlarger v, than directly produced pions (51,/53). Sintelecay pions are very soft, the flow
asymmetry should show at very lopy.

The asymmetry is transmitted only by decay pions which lelveefireball without being
rescattered prior to thermal freeze-out. The condition & by only a small fraction ofA's
decaying close to thermal freeze-Guihe number of unscathed decay pions should be rather
independent of centrality: production afs grows with N¢, as do rescattering losses due to
increased density. However, the asymmetry in the pion sarfgsl more central collisions is
reduced by an increasing share of thermal pioad\i,). At the bottom line, A induced by
resonance decays should scale inversely witR., >. For our 10% trigger we estimate a drop
to about 40% relative to the (0-80)% minimum-bias triggethef STAR data.

Another scheme for violation of NCQ scaling has been propgqs8) in which partons carry
larger amounts of flow strength arriving at midrapidity fratopped baryons, than those from
qq pairs. This &ect yields the correct sign, but is rather smallish: \&yn= 8.86 GeV, the
asymmetry is about 1%. At 17.3 GeV, it is further reduced byetdr 2.6. In this model,
the fraction of constituent quarks transported by baryon stopping decreases from 0.6Q24
between 8.86 GeV and 17.3 GeV, respecti@lyThis suggests an equal reduction in proton
density at midrapidity and hence of Coulomb repulsion ofifpaspions as a possible cause of
the asymmetry, whatever its importance might be.

The Chiral Magnetic Eect (CME): a transient magnetic field induces an electricesurat
finite baryo-chemical potential in presence of a chiral asyetry between left- and right-handed
qguarks. The current generates an electric quadrupole waiitipely charged poles ‘above’ and
‘below’ the reaction plane causing the asymmetfyr™) > vo(r*) (50). The numerical estimates
of (50) are by and large consistent with the preliminary d&f#. It is seen from Ref.(56) that

Swe changed the sign so th@t > 0 in accord with the STAR resullts.

Swe read from the J. Phys. papkr|(30), Fig. 2 (top rightjalues fory/Sun= 7.7, 11.5, and 39 GeV arpgr= 0.3 GeV
of 30%, 26%, and 10%, respectively, whichpat= 0.5 GeV, reduce to to 11%, 8%, and 4%; minimum-bias trigger.

the neutron-to-proton ratio for Pb-Au is 1.52.

8reduction of resonance yields relative to stable partialas described recently (54).

9using the parameters of Ref. (55) and particle data from N457.3 GeV.

10quoting values oKXt defined in Refi(55).
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Figure 18: Diterential elliptic flowv,(pr) of #* candidates (open circles) and of identified negative pifithsd circles)
shown already in Fid_17. The two flow spectrdfeii by theK* and proton admixtures to the former, open-circled
spectrum. A possible pion-flow asymmetry has been neglected

observables which measure the correlation of pogitegative charges to the reaction plane (57)
are reduced by one order of magnitude between semi-pedptatisions of 50-60% centrality
and mid-central collisions below 20% of the geometricalssrsectiom Itis plausible to assume
that a CME-inflicted pion flow asymmetry is reduced also by orteer of magnitude at our 10%
centrality, compared to the minimum bias results.

In summary,A-resonance decays and the CME seem plausible candidatesdfaing an
isospin asymmetry on pion flow at loyw, of the correct sign and possibly of the magnitude
indicated by the preliminary STAR data (30). The argumengs@nted suggest that is con-
siderably reduced in more central collisions compared toimiim-bias collisions studied by
STAR.

6.2. Results

The primary data entering the proton flow analysis are digalan Fig.[I8. The indication
of a negative excursion im, of the "z*” candidates at lowpr, absent int~ flow, gave the
incentive for the present reanalysis. The derivation oftqumar,(pr) is performed by Monte-
Carlo simulation of E4.18 using owg(pr) data forKg andpr spectra of charged hadrons from the
NA49 Collaboration. The simulation serves to adapt the NAdSed particle ratios to CERES
conditions and not to introduce any model assumptions.

The resulting protorvy(pr) spectrum between 0.30 GégVand 2.60 Ge)¢ is displayed in
Fig.[19. It extends over the range where data both of parisétra and kaon flow were avail-
able. At lowerpr, four additional points of directly identified prot(Esare shown by asterisks.

Ureferring to the plot o, a__ vscentrality in Fig. 3 of Refl(86).
125eed E/dx plot Fig.[ in Sec{Z]3.
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Figure 19: Protov,(pr) (upper panel, filled circles) reconstructed from té™ candidate sample. The first four points
apply to protons directly identified byE/dx (solid asterisks). Statistical errors derive from CERE8#*") and vz(Kg)
data, and NA49 particle spectra, by Monte-Carlo samplingd-téntral events, (5.3-14.5)% ofeo, Weighted average
9.8%. Lower panel: Systematic errors applicable to datatpan upper panel, plotted to scale; see $ect. 6.1.

The first three of these data points, frggp= 0.05 GeVc upward, are compatible withp= 0,
the fourth seems to bridge to the reconstructed points irppar@ntly abrupt downward swing.
Considering the large statistical errors, the sawtoothr@sgion may be misleading. The excur-
sion at low transverse momenta of proton elliptic flow magghés below zero takes its minimum
close to 0.4 Ge)¢ with vo=-0.029G: 0.0092, 3.2 below zerdH.

The systematic errors estimated in Sect.6.1 are display#tkibottom panel of Fig, 19. The
uncertainties due to the pion flow asymmetry are quantifigerfollowing sectiofl 6.2]1.

6.2.1. Setting an upper bound on the flow asymmetry

An asymmetry in pion elliptic flow threatens to falsify thestdts on proton elliptic flow we
derived under the assumption thats are equal forr* andz~. Moreover, the subtraction of
Vo(n7) in place of the smallev,(r*) in Eq.[8 would be an overcorrection that might have caused
the peculiarity of the proton flow data, i.e. its turn to négatalues at smalpr.

A meaningfulupper boundn the asymmetry, however, is obtained from the proatodata:
the lowest of the reconstructed points@t= 0.325 GeVec is close to thes, point of directly
identified protons apr= 0.35 GeVc, marked by an asterisk in Fig.]19; being independent of the
asymmetry issue, it serves as reference point. By tuningsimmetry parameter in the Monte-
Carlo simulation such as to move the reconstructed pointri®ystandard deviatioabovethe

L3yeighted mean of fourth direct and first reconstructed datatpn Fig.[T9
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Figure 20: Monte-Carlo simulation of proton fixing the asymmetry in pion flowA at 8.6% atpr= 0.325 GeVc
such thatv»(0.325) (the first of the full-circle points) deviates by androm the directly identified point at 0.35 Ggy/
(the last of the four asterisk points). At highef, the A values are made to decrease rapidly, modelling the stpang
dependence of the preliminary STAR data (full circles). phatonv, data of Fig[ZIP based afi= 0 are shown by open
circles. See text.

reference poirlt}, anupper boundA,a,(0.325)= 8.6% is obtained. To proceed further, we turn
to the STAR data which show a dramatic decreas# ofith pr, between 0.3 and 0.5 Ggy/by
a factor of~ 3 (see footnote on p. 24). We use thisdependence to extend our upper bound of
asymmetry-related uncertainties beyond the calibrat@ntpin the simulation shown in Fig. 20,
A is taken to decrease linearly to 0.7%mt= 0.525 GeVc and stay constant above. We like
these calculations be understood as defining the systearatis of the protow,(pr) data with
respect to the pion-flow asymmetry issue.

If the asymmetry were caused hydecays, the STAR data scaled to our centrality would come
very close to our bound; and the stropgdependence would be understood. If caused by CME,
the scaledA would be much smaller than our upper bound.

14gpeaking about thems of the combined data point errors
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6.2.2. The rapidity window for proton flow

Fig.[21 demonstrates that protons for which the elliptic fldatav,(pr) has been derived
originate from about 1.2 units below midrapidity. This refiethe rapidity shift of the acceptance
for low-pr protons while the; acceptance of CERES can be recognized inrthdistribution

(reduced five fold).

/5
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MC dn/dy a.u.
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Figure 21: dN/dy of protons andr*, in log scale. Monte-Carlo simulation.
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7. Elliptic flow of A and K¢ particles

7.1. Results

The upper part of Fid. 22 shows theTdrential flow data fng. Statistical errors are large,
mostly due to the strong cut on the secondary vertex positioing reconstruction. We show
here the CERES data alone and refer to a comparison of theisethBERES and NA49 data
with hydrodynamical calculations to Selct. 8.

Absolute systematic errors ¥ of K2, estimated by varying the cut on tgosition of the
secondary vertex, aré) %0 for pr < 1.25 GeVc and "300 for pr > 1.25 GeVc. Systematic
errors are quadratically small compared to statisticadrstr

TheA elliptic flow displayed in the lower part of Fig. 22 showgadependence characteristic
for baryon elliptic flow. In the region of smalbr, the magnitude ofr, is small but steadily
increases wittpr. At pr ~ 1.7 GeVc, v» exceeds 5% and rises further. The absolute systematic
error Av, is estimated from two dierent ways ofA reconstruction with emphasis either on the

SiOZOeO of the signas, or on the signal-to-background ragyB; itis *3 %0 for pr < 1.6 GeV/c and
+0.

002 for pr > 1.6 GeV/c which is again small compared to the statistical errors.
For both speciexg andA, the lowest, value atpr = 0.175 GeVYc and 0.55 Ge)¢, respec-
tively, lies by about 1 below zero.

7.2. Comparison to NA49 and STAR experiments

A comparison to results from NA49 (44) at the same energsiy = 17.3 GeV) and to STAR
results|(58) aty/Syn = 200 Ge is shown in Fi§. 23. The NA49 and CERES data are in raedépn
good agreement. In order to compare STAR to CERES resuttdotimer have been rescaled
to the centrality used in the CERES experiment. The appatgfactor is obtained by plotting
the STARv; valuesvs centrality for diferent transverse momentaafandK? particles. After
rescaling, the STAR the, values measured at the RHIC energy are-29% higher due to the
higher beam energy.
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8. Comparison to ideal hydrodynamics calculations

8.1. Overview

We compare the results to ideal-hydrodynamics calculatlmnP. Huovinen (19, 59). These
are performed in 21 dimensions assuming boost-invariant longitudinal flomitidl conditions
are fixed by reproducing thpy spectra of negatively charged particles and protons iFRb
collisions at top SPS energy. Assumed is a first order phassition to quark gluon plasma at
a critical temperature of ;= 165 MeV. The calculations were done for two choices of kineti
freeze-out temperatt@ Tt =120 MeV andT; = 160 MeV.

Kinetic freeze-out afl; = 160 MeV may be a handy way to shorten the evolution of the
hadronic fireball and reduce thereby, but it fails in describing the protgw spectra which
come out too steep due to ifBaient radial flow, as noticed some time agal (19). However, by
comparing the data to alternative freeze-out conditiorespvay find out how much the elliptic
flow gains in magnitude during the hadronic fireball evolntior even looses.

8.2. n~ elliptic flow
The top-central data appear to be in perfect agreementtiordardT¢ = 120 MeV, as shown
in the upper part of Fi . However, it is hard to rule out, or it may even be likely, tiize

15also known as decoupling temperatiig.
18for easy comparison figures in Sédt. 8 are plotted to the saale s, and inpr.
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Figure 25: Kg elliptic flow data from Fig[CZIR compared to ideal hydrodynamcalculations foil t= 120 MeV (blue
solid line) andT ;= 160 MeV (red dashed line).

good agreement occurs by accidental cancellation betwaetuditions that raise, and flow-
damping éects reducing it. For mid-central collisions, the data seerprefer a position in
between the two hydro curves till about 1.0 Ge\dnd then saturate, whereas the hydro curves
continue to rise about linearly withr, see Figl.2K, bottom. Note, that until about 1.2 Gethe
mid-central pion flow data remain significantipovetheT; = 160 MeV curve as to be expected.
This is at variance with earlier CERE Sfidirential flow data taken with more peripheral trig-
gers ¢/ ogeo= 13% - 26%)(19). These elliptic flow data fbr and identifiedr*, the latter with
pr threshold at 1.2 Ge, stay considerably below the predictions far= 120 MeV, but fall
right on top of theT; = 160 MeV lin€. In fact, the two CERES data sets seem to confirm that
departures from ideal hydrodynamics increase with inénggispact parameter of the collision.
Similar conflicts with ideal hydrodynamics have also beeported from RHIC experi-
ments|(58, 60). Whether this indicates incomplete thematbn during primary stages (23,/61),
or increasing viscous corrections (24} 29), or a mixtureathbremains to be seen.

8.3. K elliptic flow

The CEREBNA49 combined elliptic flow data fng are compared in Fig_25 to ideal hy-
drodynamics calculations. Surprisingly, fpf <1.1 GeVc data points tend to falbelowthe
T+ = 160 MeV line.

8.4. Proton elliptic flow

The proton elliptic flomv,(pr) data are shown again in Fig.126 for comparison with hydro-
dynamics calculations. With standard freeze-out tempegathe calculation overpredicts the
data as in the pion case. What appeared to be a tendenK@ figrfor protonv,(pr) plain fact:
the majority of data points resideéglowthe T¢= 160 MeV line. With decreasingr, the ideal-
hydro curve bends smoothly towards zero while the data waatto fall about linearly until
about 0.2 GeYt. For such early freeze-out, as implied by the lafgeit is hard to attribute

Ureferring to Fig. 1c inl(19).
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Figure 26: Protorvy(pr) data of Fig[CID compared to ideal hydrodynamics predistifam two freeze-out temperatures
(see Figl2h).

the v» reduction to a decreased contribution from hadronic irtiiwas. The observation rather
seems to suggest that a suppression mechanism or dissifatibwork which is not present in
the ideal-hydro calculation.

To what extent negative, values are reached is surely a matter of the asymmetry viiue;
our upper-boundA, all negativev,’s with one exception remain negative. But more important,
the perception that, data for protons towards loyey fall further below and away from the
160 MeV-ideal hydro curve as in the casel(ﬁ remains fully valid. The theory seems to miss
some basic ingredient, at least in the present modelling¢tount for the marked reduction in
Vv, at low pr already indicated fng.

8.5. A elliptic flow

The reduction inv; is seen in Figl_27 to persist fax elliptic flow. The A results could be
termed ‘perfectly in line’ with previous findings, would thaot be an overstatement in view of
the large statistical errors and the sparse lpwdata in case of tha. Even an excursion into
negativev, values as seen for protons would fit into thdlow data at very lowpr.

The data suggest that deviations from ideal hydrodynamims gvith particle mass. That in
fact the deviations seen it flow are not stronger than those in proton flow may well be due to
the small lever arm: the relative gain fram{p) to m(A) is only 19%, compared to the steymér)
to m(K) (250%), andn(K) to m(p) (90%); and to limited data precision.

33



S T T T T
3 Hydro, Tf:160MeV R
015 Hydro, T =120 MeV 7
01— a
F A ++ ]
e s ]
ok o mid-central events ]
. + ‘ oo, L= 9.8% ]
IS IR AR AU AU IURNOT B

0

3 35
pT(GeV/c)

Figure 27:A elliptic flow data and predictions of ideal hydrodynamicsTe = 120 MeV (blue solid) and = 160 MeV
(red dashed). Mid-central events. Errors purely stagistic

34



9. Discussion and Conclusion

We have presentedftiérential elliptic flow measurements(pr) at y/Sun= 17.3 GeV ofK2
andA in mid-central collisions, supplemented ta(pr) of negative pions. We presented also
differential elliptic flowv,(pr) of protons, at lowpr by direct identification, fopr >0.35 GeVc
by reconstruction from impure positive-pion samples. Tyreopsis of dfferential elliptic flow
spectra fromr to Kg to pandA in comparison with calculations of ideal hydrodynamicstises
a marked decrease w values towards lowpr, getting stronger the larger the hadron masses.
That negative values are reached in protgmaybe seen as the most prominent feature of this
trend.

These results were shown to be robust with respect to is@gyimmetries in elliptic flow of
charged pions as reported recently by STAR at RHIC (30) faiimmiim-biasAu+ Au collisions.

An upper limit onA could be derived by using our direct proton point for refererat the lowest
pr measured wherél is supposedly largest.

Indications of negative-valued elliptic flow of heavy paltis from SPS and RHIC experiments
at low py and central to mid-central collisions have been repoit&d €, 64), but dierential
flow data at SPS or RHIC energies — with more than one or twotpbielow zero — have to our
knowledge not been presented before. A tendency of masaitielps towards negatiwe values
at low pr is ascribed to the conjunction of elliptic flow and strongighéxpansion under specific
freeze-out conditions. The authors of Ref.|(21) like tosthate and quantify these phenomena
using a ‘blast-wave’ description (65) which is based on aerplay of transverse flow, imparting
a momentum gain proportional to particle mass, and ellifiez anisotropy which renders such
momentum shift larger in-plane then out-of plane. The pktdensity at lowpy is depleted
in-plane more than out-of plane, and elliptic flow valuegitembecome negative. The depletion
mechanism works best for stegp spectra, i.e. those with low inverse slopes or temperature.

In a recent hydrodynamic study (29) a large hadronic shesgogity-to-entropy ratio was im-
plemented to calculatg; spectra and diierential elliptic flow of hadrons produced in 200 AGeV
Au-+Au collisions. While viscosity in the late hadronic phaspptesses elliptic flow in general,
the consequences are striking for protons: #ps > 0.42 andT; < 120 MeV, protonv, turns
negative at smalpr and the similarity to our data can hardly be over88efihe authors stress
that this dfect is entirely owed to viscous correctiofis (24) creating large average transverse
pressure. The viscous mechanism, growing wwith appears to initiate a kind of blast wave with
the potential to producdlects very similar to those we observe in proton elliptic flow.

Some caution is advised. An earlier but related viscousdgyitamics study (66) remained in-
conclusive as proton spectra and charged hadron ellipticfflere found to have non-compatible
requirements on the size of (constamty. Besides, Rel.(67) points to possible consequences of
yet unresolved ambiguities in viscous hydrodynamic caltoihs for identified particle observ-
ables.

We hope that our results are useful to better understandthef shear viscosity during the
late hadronic stages that terminate heavy-ion collisiaadl @nergies.

18yve refer to Fig. 3d and Fig. 4d. of Ref, [29).
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