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Abstract—Dynamic Airspace Sectorization (DAS) is a future
concept in Air Traffic Management. Its main goal is to increase
airspace capacity by reshaping - thus optimizing - airspace sector
boundaries based on the specifics of different air traffic situations,
weather conditions and other factors. The primary objective for
the optimization is to balance and reduce the workload of Air
Traffic Controllers (ATCs). Many researchers have made efforts
in this topic in the past years. However, air traffic changes
continually, and DAS has to be adaptive to each change; be it in
terms of aircraft density, dynamic routes, fleet mix, etc. Therefore,
instead of sectorizing the airspace each time a change occurs,
we should re-sectorize it by maintaining maximum similarities
between each sectorization.

In this paper, we propose a multi-objective evolutionary
computation methodology to re-sectorize an airspace. We use a
similarity measure between the existing sectorization and the re-
sectorization as an objective to maximize during the evolution. We
test the methodology with different air traffic conditions with four
objective functions: minimize ATC task load standard deviation,
maximize average flight sector time, maximize the minimum
distance between traffic crossing points and sector boundaries,
and maximize the similarity of two airspace sectorizations.
Experimental results show that our re-sectorization method is
able to perform airspace re-sectorization under different changes
in the air traffic, while satisfying the predefined objectives.

I. INTRODUCTION

Large organizations such as Eurocontrol in Europe, FAA
in the USA, and Airservices in Australia are working towards
improving the future airspace. Dynamic Airspace Sectorization
(DAS) is one of the future Air Traffic Management (ATM)
Concepts that is being proposed to manage the increase in
airspace capacity while managing the workload on Air Traffic
Controllers (ATCs). The primary focus of DAS is ATCs’
workload. One primary question is how to maintain a balance
in an ATC workload through the sectorization process. It is
then obvious that a dramatic change from one sectorization to
another is not recommended. It overloads the ATC by exposing
an ATC to very unfamiliar sector shapes. Therefore, there is
an urge for Dynamic Airspace Re-sectorization techniques.

In the last decade, a large number of researchers have been
working on 2D airspace sectorization. A common approach is
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to cluster the flights based on their trajectories [1]. Air traffic
flow is composed of 4D aircraft trajectories; each trajectory is
a temporal-spatial data set. Flight trajectory clustering groups
flight track positions together to sectorize the airspace. Sector
boundaries are then formed around the groupings of flight
route segments.

Some authors formulated the problem as a Mixed Integer
Programming (MIP) model. They discretized the airspace into
hexagonal cells. These cells are then clustered based on the
estimated controller task load in each cell' and a connectivity
measure [2], [3].

Another approach is to use Voronoi Diagrams. Here, the
airspace is partitioned and a meta heuristic technique, such
as genetic algorithms, is used to optimize the partitions [4],
[5], [6]. The airspace is decomposed using Voronoi Diagrams
into subdivisions around given generating points. All air traffic
footprints (such as radar points) in a specific region of the
airspace, and which are associated with a specific generating
point are closer to that generating point than any other gener-
ating point. The task of a genetic algorithm is to discover the
location of these generating points to optimize the problem.

Some DAS methods were also introduced for a three
dimensional airspace. To partition an airspace, an Agent-
Based Model (ABM) [7] is combined with a genetic algorithm
(GA). GA is used to determine the initial locations of agents,
and the agent-based model is used to cluster the cells. The
airspace is tiled with uniform grid cells in three dimensions. A
number of drawbacks can be identified with this approach [8];
these include violation of the convexity constraint associated
with the shape of sectors, and the right prism constraint
which guarantees that a 2D projection of the 3D airspace
on a controller screen does not confuse the controller. In

IThe terminology “workload” was used in most DAS approaches. However,
“workload” is not measured by cognitive metrics or other factors directly
from ATC but by the air traffic data, such as aircraft counts and traffic
loads. Although they reflect the ATC workload somehow, they are really
measurements of “task load” rather than “workload”. Therefore, “task load”
is used instead of “workload” in this paper.



addition, the ABM has a high computational cost. In our
previous work [8], we developed four new models for 3D
DAS to overcome all limitations that exist in the ABM, and
we also found that two of these models have more balanced
performance and efficiency.

However, all mentioned methodologies focused on dynamic
airspace sectorization rather than continuous airspace re-
sectorization. Methodologies for re-sectorizing an airspace
according to the air traffic situations are lacking in the lit-
erature. The main difficulty of re-sectorization is to minimize
the changes to the sector boundaries between sectorizations,
because training an ATC to be familiar with all sector
characteristics, including geographic characteristics, airways,
navigation waypoints, traffic flows, and procedural rules, is a
time consuming process. Smaller changes to sector boundaries
make it easier for ATC to manage the air traffic during
dynamic airspace re-sectorization.

In this paper, we present an approach based on evolutionary
computation for Dynamic Airspace Re-sectorization in a 2D
airspace. The experimental results show that our approach can
satisfy the predefined objectives and sector design constraints,
and it also can maintain similarities of sector boundaries
between consecutive sectorizations.

II. METHODOLOGIES FOR DYNAMIC AIRSPACE
RE-SECTORIZATION

In this section, we present the methodologies for Dynamic
Airspace Re-sectorization in 2D airspace, focusing mainly on
the method of measuring similarity of airspace sectorizations
and evolutionary optimization technology. First, the definitions
used in Dynamic Airspace Sectorization and Re-sectorization
are described in the next section.

A. Problem definitions

For Dynamic Airspace Sectorization and Re-sectorization,
the inputs are a given airspace and a set of flight trajectories,
and the output is a set of partitioned sectors that satisfy
specified objectives, such as balancing ATC workload.

In this paper, our proposed model works on a continuous
airspace. The continuous airspace is defined as R(X ), where
X = {z1,%2,23,...x,} is all points included in R. z; =
(lat;,lon;, alt;) is a 3-tuple recording latitude, longitude, and
altitude.

The air traffic is a set of trajectories: T = {t;} Y ,, where

ti = (xij, Spdij, tz'meij)j]‘/ik,ll
t; is the trajectory of flight ¢, consisting of a set of ordered
points z;; = {lat;;,lon;;,alt;;} and the speed (spd;;) and
time (time;;) associated with each point.

In airspace sectorization, only the trajectories located within
R are considered. Therefore,

Viand Vj : z;; € R

The airspace R is partitioned into K sectors Sk, (k =
1,2,3,..., K). S(X) is used as a sector notation for the

continuous approach, where S is the superset of X and X
is a subset of X. Additionally, for sector definitions,

R = Uf:l Sk
and
SiﬁSj =0;1 #], 1,] € {1,2,3,...K}

After the space is partitioned as Sy, all points z;; in 7" must
satisfy

Vi and Vj : IF x;; € Sy, THEN z;; ¢ (R\ Sk)

For Dynamic Airspace Sectorization and Re-sectorization,
it is necessary to model the ATC task load mathematically. In
this paper, the task load of a sector is measured by the count of
traffic hits within the sector during a given period. Equation 1
describes the task load measurement we use:

N

>

i=1,,; €Sk

Wi = [ti(ziz)| (1)

Wi is the task load of a sector Sy, which is measured by the
count of z;; within .S, from all trajectories ;.

Sector flight time is also measured in this paper. It con-
tributes to the alignment between sectors and traffic flows,
which minimizes the traffic flow cut and therefore reduces the
handover task load for ATCs. It is modelled as Equation 2:

N M . .
dim1 Zj:l,xmesk,xijﬂesk (timeij11 — time;;)

SFTy = I7(t)

i €Sk

()
The sector flight time is derived from the time stamps (time;;)
of its continuous radar signatures in ¢;, which contain positions
(x;5) at time;; located within the sector (Sk). T'(¢;) is a set
of trajectories in the space R as described above. Therefore,
the count of all trajectories ¢; that have some parts x;; located
within a sector Sy is the number of flights flying within Sk.
According to these, the sector flight time for a sector can be
produced by Equation 2.

The minimum distances (D) between traffic crossing points
and sector boundaries is considered in this paper as well. A
larger distance between crossing points and sector boundaries
gives an ATC more time to respond in order to resolve a
potential conflict. The crossing points of air traffic flows (C P)
are identified based on the 4D flight trajectories (t;(xi;)),
where the two flight footprints satisfy Equation 3:

Dist(zpu(latpy, long,), Tgu(latq, long,)) < bnm \/

|Zpu (altpy) — 2o (altqw)] < 1000t \/

[timepy, — timeg,| < 300sec

3)

Zpy and x4, are the locations of two flights p and g at time,,,
and timeg,. As shown in Equation 3, we take Snm lateral
distance and 1000ft vertical separation within 300 seconds
time window as a threshold to identify the crossing points
between flights. The two flight footprints are treated as the
crossing points of traffic flows. Then the minimum distance



between a traffic crossing point and the corresponding sector
boundaries for a sector can be calculated as:

P
D, = mi{l(Dist(CPi, Boundaries(Sy))) IF CP; € Sy
1=
(4)
where P is the total number of crossing points identified in the
given airspace R and the minimum distance (Dy,) is calculated
for the sector Si only when C'P; is inside it.

B. Airspace Sectorization Method

A Constrained Voronoi Diagram-based model (CVDM)
for 3D Airspace Sectorization has been developed in our
previous work [8]. A Voronoi diagram is a special kind of
decomposition of a metric space, determined by distances
to a specified discrete set of objects (sites) in the space. A
Voronoi diagram guarantees convexity for each Voronoi cell.
Although Voronoi Diagrams can partition 3D space, they can’t
guarantee to satisfy right prism constraint. In this model,
Voronoi Diagram is only used for lateral partitioning; vertical
division is achieved by the vertical value of Voronoi sites,
to satisfy the right prism constraint. Therefore, it is called
Constrained Voronoi Diagram based Model.

In this paper, we use the Constrained Voronoi Diagram
Model (CVDM) in 2D, in which the third dimension (vertical)
is switched off. Therefore, we only consider the lateral points
as the Voronoi sites to partition airspace and to satisfy the
airspace sectorization objectives.

C. Similarity of Sector Shapes

In our approach, the similarity of Sector shapes is measured
by the overlapping of two sector shapes from two airspace
sectorizations. One current sector may overlap with multiple
previous sectors and multiple current sectors may also overlap
with one previous sector, as illustrated in Figure 1. The boxes
with dashed boundaries are the sectors from the previous
airspace sectorization and the boxes with solid boundaries are
the sectors from the current results.

Fig. 1: An Example of Overlapping between Sectors from Re-
sectorization and Original Sectors

In the example, sector S; has overlapping areas (A and C)
with two previous sectors; S2 has overlapping areas (B and

D) with those previous sectors. Only the maximum area (A)
is considered as the overlapping area of S; with the previous
sectors. The figure shows that both A of S; and B of S
belonged to the same previous sector but A is bigger than B.
Therefore, although the overlap (B) is bigger than the area
(D) for sector S, D is considered as the overlapping area of
So with the previous sectors.

The overlapping between two sector shapes is generated by
Weiler-Atherton Clipping algorithm [9] and then the area is
calculated. The maximum overlapping area of a sector with
all sectors in the previous airspace sectorization is used as the
similarity of this sector to the previous sectorization, which is
calculated based on Equation 5:

ap = maijzl (Sk’d+1 N Sj’d) ke [1, K] 5)

where S 4 is one of the sectors generated from the previous
airspace sectorization (d) and Sy 441 is a sector produced in
the current airspace sectorization (d + 1). ay is the maximum
overlapping area of S, 441 with all sectors from the previous
airspace sectorization.

»

Fig. 2: An Example of Similarity Measurement by the Ratio
of Overlapping Area and Origin Sector

To find out if two airspace sectorizations are similar or
not, the absolute value of maximum overlapping area is not
accurate enough as the similarity metric, because the areas of
each sector are usually different. For example, in Figure 2,
S1 is more similar to the original sector than Ss although
the overlapping area of Sy with the original sector is bigger
than S;. Therefore, we use a normalized value to represent
the similarity of a sector to the original sector, as calculated
by Equation 6:

= ©)
where S 4 is the original sector which has the biggest overlap
with the current sector Sy and ay is the area calculated by
Equation 5. Therefore, 7, is the ratio between the overlap area
and the original sector area. In our approach, the measurement
of the similarity of two individual sectors is based on 7. A
higher value of r; means the current sector is more similar to
the original sector.



III. DAS AS A MULTI-OBJECTIVE OPTIMIZATION
PROBLEM

In Dynamic Airspace Sectorization, we have four objectives:

e Minimizing task load standard deviation, aiming to mini-
mize the task load variance between sectors with a given
sector number.

o Maximizing average sector flight time, aiming to maxi-
mize the time for which flights stay within a sector and
to align the traffic flow with sectors in order to reduce
the flow cuts.

« Maximizing distance between traffic flow crossing points
and sector boundaries, aiming to maximize the minimum
distance between the flow crossing points and sector
boundaries to ensure enough time for an ATC to respond
to resolve a potential conflict.

o Maximizing the similarity of two airspace sectorizations,
aiming to minimize the sector shape changes between two
airspace sectorizations and thus make it easier for ATC to
manage the air traffic within similar sector configurations.

The first two objectives do not conflict directly, but there
is implicit conflict between them. Equation 11 shows that to
maximize the flight time within a sector, the sector should have
more traffic hits from the same flights. That means a sector can
achieve longer sector flight time by aligning its shape with the
major traffic flows, to minimize the flow cut. This may cause
sectors to encapsulate as much traffic flow as possible, but this
will violate the objective of balancing ATC task load.

Therefore it is a multi-objective problem, and there is no
straightforward way apart from multi-objective optimization
to generate a trade-off set for the given objectives.

A. Multi-objective Optimization by NSGA-1I

NSGA-II is an efficient multi-objective evolutionary algo-
rithm based on the Pareto optimal concept. It applies non-
dominated sorting to rank individuals, and uses crowding
distance to maintain diversity without specifying any addi-
tional parameters. The improved sorting approach reduces the
computational complexity. It also uses an elitist strategy to
expand the sample space. NSGA-II is widely used in many
applications to solve multi-objective optimization problems.

NSGA-II is adopted as the optimization algorithm here, as
follows:

1) Randomly initialize the first population
2) Continue the following steps until the termination con-
dition (maximum generation reached) is satisfied:
a) Airspace sectorization by proposed models
b) Evaluate the fitness functions for each individual
c) Sort the population and produce offspring by
crossover and mutation

3) Represent the optimal solutions

B. Chromosome Representation and Operators

The inputs to our airspace sectorization approaches are the
same: a list of points specifying latitude and longitude in an
airspace. Each chromosome contains a list of 2D points. Each

point has values of latitude and longitude as shown in Figure 3.
These points represent Voronoi sites for the 2D CVDM.

Lat1 Lc)n1 Latz Lon2 Lat3 L0n3 Lat Lon

Fig. 3: Chromosome Representation in NSGA-II for 3D
Airspace Sectorization

For recombination, we use the standard the simulated binary
crossover (SBX) operator [10] with cross-over probability
pe = 0.9 and a distribution index of 7. = 15.

Equations 7 and 8 detail the mutation operator employed
by the genetic algorithm (see [11]):

yi = z; + (27 — xF)5; (N
5 = [ @)t — 1 if <05 ®
POl 1= |2m] Y m D) otherwise

where z; is the value of the i parameter selected for

mutation; y; is the result of the mutation; xf and sz are
the lower bound and the upper bound of x; respectively, and
r; is a random number in [0,1]; n,, is a control parameter
(M = 20 in our study).

C. Fitness Function

With four objectives, we specify four fitness functions to be
used by NSGA-IIL

The first objective is modelled as the standard deviation of
the sectors’ task load, as shown in Equation 9:

K
1
F(W) = E Z (Wk’ - Wavg)2 ©)
k=1

Wy, is the task load of sector Sy, which is derived from
Equation 1. Wy, is the average task load of all sectors in the
given airspace. K is the number of desired sectors, which is
predefined as an input to the optimization. Wy, is calculated
by Equation 10:

N
> im0 er [ti(@ij)]
K

The second objective is modelled as the average sector flight
time of all sectors, as shown in Equation 11. SFT} is the
sector flight time of sector Sy, produced by Equation 2:

K
SFETy,
F(SFT) = 72'@:;( k (1)

The third objective is modelled as the minimum distance
between traffic flow crossing points and sector boundaries
among all sectors, as shown in Equation 12:

Wa'ug = (10)

K
F(D) = mi(r)l D; (12)
1=
where D, is calculated by Equation 4. F(D) is the minimum
distance among all sectors which excludes the distances be-
tween the crossing points and the airspace boundaries.



These three objectives are used in our DAS model first.

After the optimized sectorization results are generated, the
fourth objective (to minimize the sector boundary changes dur-
ing the re-sectorization) is added into our Dynamic Airspace
Re-sectorization Model. As mentioned in Section II-C, the
similarity of individual sectors is measured by the ratio (r)
between the overlapping area and original sector area. To
maintain the similarity of all sectors in two airspace sectoriza-
tions is to improve the minimum 7, from all sectors. Therefore
the fourth objective is modeled as Equation 13:

F(r) = mingCy (ry) (13)
IV. EXPERIMENTS AND RESULTS
A. Experiments Design

The framework of our experiments is presented in Figure 4.

Airspace Sectorization Model (2D CVDM)
and NSGA-II
+  Minimizing task load standard deviation
Maximizing avg. flight sector time
+  Maximizing min. distance between air
traffic crossing points and sector
boundaries

Air Traffic Data 1 [l

A Balanced Airspace Sectorization
Solution

Airspace Re-sectorization Model (2D
CVDM) and NSGA-II

+  Minimizing task load standard deviation

* Maximizing avg. flight sector time

*  Maximizing min. distance between air
traffic crossing points and sector
boundaries

+  Maximizing min. overlapping area
between new sectors and the previous
sectors

Air Traffic Data 2 [l

Optimized Airspace Re-sectorization
Results (Sectors)

Fig. 4: The Framework of Dynamic Airspace Re-sectorization
Experiment

There are two components in our experiments. The first is
to perform an airspace sectorization by our 2D CVDM, with
the following three objectives:

o Minimizing task load standard deviation.

o Maximizing average sector flight time.
« Maximizing distance between traffic flow crossing points
and sector boundaries.

From the Pareto front of the first component, a balanced
solution is picked. This solution, as the original sector con-
figuration, is the input to the second component. Then the
second component is to undertake an airspace re-sectorization
by 2D CVDM, aiming and to satisfy not only the above three
objectives but also to maximize the similarity of the current
output with the original sectors.

Therefore, each component needs different air traffic data to
conduct the experiments. The air traffic data and experiments
settings are explained in the following sections.

1) Air Traffic Data: Two sets of air traffic are simulated by
ATOMS [12] at the same airspace location for our airspace
re-sectorization experiments. The simulated air traffic hits are
visualized as color maps in Figure 5. The first set of air
traffic is used in our 2D CVDM for airspace sectorization,
and the second set is used in our 2D CVDM for airspace re-
sectorization.

Although the total traffic hits of both air traffic data sets are
similar (Air Traffic 1 has 23619 traffic hits and Air Traffic 2
has 23308 traffic hits), the traffic patterns are quite different.
The first set has very clear air traffic flows and is congested
along these flows, as illustrated in Figure 5a, while the second
set is more distributed in the airspace with some congestion at
the top-right and bottom-left corners, as shown in Figure 5b.
These characteristics of the air traffic increases the difficulty
to maintain the sectorization similarity during airspace re-
sectorizations and help us to investigate our approach.

2) NSGA-II Settings: We expect to partition the given
airspace into 10 sectors according to the air traffic, therefore,
there are 10 points (20 real numbers) in one chromosome. The
population sizes for both airspace sectorization and airspace
re-sectorization are 500 in our experiments. The number of
generations for both is 500. Other settings including crossover
and mutation are set as described in Section III-A. Both
components are run with 10 seeds.

3) A Balanced Airspace Sectorization Solution: From the
Pareto set resulting from the first component, we first selected
all task load balanced solutions which satisfy these conditions:

FW) <=W,
We = Wang X €w

where ¢,, is set as 0.2 (as in our previous work [8]). Therefore,
all solutions with the task load standard deviation less than
472.38 are selected because the average task load of Air Traffic
1 is 2361.9 for 10 sectors.

A balanced solution is one that has the highest weighted
sum of all normalized objective values. The objectives are
weighted equally. For Air Traffic 1, the balanced solution
(F(W) = 280.41 traffic hits, F(SFT) = 620.82 sec, and
F(D) = 0.89 nm) is selected from these acceptable solutions;
it is visualized in Figure 6. The sector shapes are taken as the
input to the second part for similarity measurements. When
the same sectors are used for Air Traffic 2, the four objectives

(14)
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Fig. 5: The Air Traffic Used in CVDM for Dynamic Airspace Sectorization and Re-sectorization. The Traffic flow on the left
hand (a) has clear air but congested traffic flows, whereas the Traffic flow on the right hand (b) is more distributed with some

congestion at the top-right and bottom-left corners.
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Fig. 6: A Balanced Airspace Sectorization Solution for Air
Traffic 1

are: F'(W) = 441.40 traffic hits, F(SFT) = 488.49 sec, and
F(D) = 0.07 nm which are all worse than the results achieved
in Air Traffic 1. Therefore an airspace re-sectorization is
required.

B. Airspace Re-sectorization Results

After airspace re-sectorization is undertaken in our second
experiment part, the Pareto set is generated. The acceptable
solutions (according to Equation 14) from the airspace re-
sectorization are visualized in Figure 7, where the standard
deviation of task load of each solution is less than 466.16
(calculated by 2330.8 x 0.2). The color of the points shows

Maximizing Min Distance

I
g
]

200 0.1

Maximizing Avg Flight Sector Time 400 o

Minimizing STD of Task Load

Fig. 7: The Task Load Balanced Solutions from the Pareto
Set of Re-sectorization (F'(W) < 466.16). The red dots mean
higher similarity while the dark blue dots show mean lower
similarity.

the similarity value of each solution: red dots mean higher
similarity while the dark blue dots show lower similarity.
As shown in the figure, the solutions with higher similarity
are congested in the middle of the solution space. When the
standard deviation of task load is reducing, the similarity is
also decreasing. The similarity is increasing when the flight
sector time and minimum distance between air traffic crossing
points and sector boundaries are reducing. This shows that the
airspace re-sectorization sacrifices the similarity to achieve the
other three objectives. Maintaining similarity of sectors to the
previous airspace sectorization means there is less flexibility
to adjust the sector boundaries for other objectives. (The trade-



offs between the other three objectives are analysed in [8].)
Five examples are selected to investigate our airspace re-
sectorization model further:

e A solution that has the minimum standard deviation of
task load.

o A solution that has the maximum average flight sector
time.

e A solution that has the maximum minimum distance
between air traffic crossing points and sector boundaries.

o A solution that has the maximum similarity to the previ-
ous sectorization.

e A solution that has the balanced achievements on all

objectives.

Solutions - Objectives

Min. F(W) | Max. F(SFT) | Max. F(D) | Max. F(r)
Best F(W) 62.328 432.18 0.20 0.34184
Best F(SFT) 350.21 536.82 0.04 0.37
Best F(D) 456.13 469.36 4.49 0.38
Best F(r) 348.34 508.46 0.09 0.85
Balanced 187.89 502.58 1.82 0.68
Original 441.41 488.49 0.07 N/A

TABLE I: The Best and Balanced Solutions from Airspace
Re-sectorization by 2D CVDM

Table I lists their fitnesses, and also shows the trade-off
between the four objectives. The first three objective values
from the original sectorization are also listed in the last line
of the table. This table shows that all solutions from the re-
sectorization are better than the original sectorization on at
least one objective.

The sectors from these five solutions are plotted in Figure 8.
The dashed lines are the original sector boundaries. Comparing
the re-sectorization results with the original sectorization, the
sector shapes from the first three solutions (with the minimum
task load standard deviation, the maximum average flight
sector time, and the maximum minimum distance between air
traffic crossing points and sector boundaries respectively) are
different from the original sectors, as illustrated in Figure 8a,
8b, and 8c. The sector boundaries from the solution with the
maximum similarity are very close to the original sectors,
as shown in Figure 8d, which shows that the similarity
measurement in our airspace re-sectorization model achieves
good results. The similarity of the balanced solution is not
bad where the sector shapes are similar to the original sectors,
although some sectors located on the top are more different
from the original ones.

V. CONCLUSION

In this paper, we propose an approach for Dynamic Airspace
Re-sectorization according to the different air traffic situations.
This approach is a 2D airspace re-sectorization methodology,
based on our Constrained Voronoi Diagram Model, with the
consideration of ATC task load balancing, maximizing average
flight sector time, maximizing the minimum distance between
air traffic crossing points and sector boundaries, and also
maximizing the similarity of re-sectorization to the previous

airspace sectorization. A similarity metric for 2D airspace re-
sectorization is mathematically modeled and developed. Since
the multi-objective airspace partition is an NP-hard problem,
an evolutionary computation technology NSGA-II is applied
in our approach.

The experimental results presented in this paper show that
our proposed airspace re-sectorization model can undertake
continuous airspace sectorization according to different air
traffic situations, and can achieve all four objectives. In our
analysis, we found that our similarity metric for airspace
re-sectorizations can provide the correct information to the
optimization method and can guide it to better solutions in
the landscape. The trade-off between objectives is also found
in the experiment results.

The proposed airspace re-sectorization model is experimen-
tally proved in this paper. However, at present it is only a 2D
approach. To use it in a 3D airspace, several problems have to
be solved first. The most important issue is how to measure
the similarity between two sectorizations in 3D, which we will
investigate in our future work.
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Fig. 8: The Sectors of 5 Solutions from the Air Airspace Re-sectorization and Comparison with the Original Sectors



