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Abstract: Cancellations play a critical role in the lodging industry. Considering the time horizon,
cancellations placed close to check-in have a significant impact on hoteliers, who must respond
promptly for effective management. In recent years, the introduction of personal name records (PNR)
has brought innovative approaches to this domain, but short-notice cancellation prediction is still
underdeveloped. Using real PNR data with more than 10k reservations provided by a four-star hotel,
this research aims to combine fuzzy clustering with tree decision techniques and random forest under
R software version 4.3.3 to forecast cancellations placed close to the entry day, slightly improving the
performance of individual techniques.

Keywords: hotel cancellation forecast; decision tree algorithm; fuzzy C-means clustering; machine
learning; random forest

1. Introduction

Tourism stands out as a globally expanding industry with huge relevance to the
economies of multiple countries worldwide. Its economic significance is undeniable,
contributing to national economies through expenditures, taxes, job creation, or business
development. However, the dynamic nature of the tourism environment forces it to
deal with constant uncertainties, including political instability, weather events, or natural
disasters [1]. All these factors have an impact on the hospitality sector, especially within
the lodging industry, where effective room occupancy management becomes crucial for
revenue optimization. Unoccupied rooms translate to missed revenue opportunities. In fact,
some studies affirm that cancellations can contribute to a substantial income loss, potentially
reaching up to 20% [2]. Hence, having an accurate forecasting system helps to enhance
hotels’ operational efficiency. However, forecasting hotel demand presents challenges
due to the changing nature of this industry. With the aim of addressing this issue more
effectively, some authors point out the importance of “net-demand” [3], which consider
not only the raw demand, but also the cancellation of reservation previously placed.

Despite its relevance, the literature on cancellation forecasting remains underdevel-
oped, particularly on individual cancellations [4]. In addition, the factors that traditionally
motivated hotels’ cancellations, such as guest illness or adverse weather conditions, now
become more complex with the increasing prevalence of internet bookings and the ease
of canceling reservations [5]. In fact, during the last decades, the increasing use of online
travel agencies has further intensified this issue. As these platforms allow for easy cancel-
lation, cancellation rates have increased [6,7]. This customer behavior forces hoteliers to
act rapidly to avoid unsold inventory, normally requiring a reduced price [6]. Hence, the
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notice period when the cancellation is placed becomes a critical parameter to reduce the
risk of revenue loss.

In recent years, the use of artificial intelligence (AI) for forecasting within the tourism
industry has experienced exponential growth [8]. Regarding cancellation forecast, the
use of the information given by the clients during their reservation, known as personal
name records (PNR), has brought excellent results in detecting customers likely to cancel,
reaching up to 90% accuracy [4,6,9,10]. However, these works do not focus on cancellations
placed a few days before the check-in date but cancellations in general. On the other hand,
researches addressing short-notice cancellations require assembling multiple supervised
models [11]. This study aims to contribute to the literature on short-notice cancellations in
hotels using a forecasting model that combines unsupervised and supervised techniques.
The goal of this approach is to detect which clients are likely to cancel close to the check-in
day by exploring if the outcome of fuzzy clustering techniques can be used as an input in
later models for improving their results. To address this problem, the literature suggests the
use of binary classification techniques, such as decision tree algorithm and random forest.
For this purpose, more than 10k real reservations recorded from 2016 to 2018 were used.
These data were provided by a four-star hotel in Gran Canaria, one of the most important
touristic locations in Spain.

2. Literature Review
2.1. The Cancellation Issue in Hotels

In the hospitality industry, where hotels grapple with managing room occupancy in an
uncertain environment, unclear incomes and inherent business risks become unavoidable.
The impact of demand uncertainty extends beyond occupancy organization and scheduling,
affecting internal matters like budget planning, which is heavily reliant on accurate future
demand forecasting [12]. With the aim of reducing this uncertainty, the lodging industry
has implemented overbooking strategies, cancellation policies, and pricing strategies. Over-
booking strategies involve accepting reservations exceeding the establishment’s capacity,
assuming that some bookings will fail. However, this may lead to extra costs if actual
hotel occupancy surpasses its capacity, resulting in guest compensation or relocation and
potential damage to the hotel’s reputation. On the other hand, cancellation policies aim to
mitigate revenue loss from cancellations, particularly last-minute cancellations. Imposing
penalties for cancellations beyond a certain day has been shown to significantly decrease
cancellations [13]. Nevertheless, strict cancellation policies may adversely affect corporate
social reputation and income due to a discouraging effect on clients or significant price
discounts [6]. Strategies like price wars are discouraged due to potential long-term impacts
on business strategy [14], with varying effectiveness across tourist segments [15]. Attending
to this problem, a reliable cancellation forecast is crucial for managerial decision-making,
reducing cancellation risks, and facilitating the establishment of appropriate cancellation
policies or pricing strategies.

Recent decades have witnessed changes in customer behavior due to information
technologies, making it more challenging to predict future demand and cancellation rates.
Customers now have access to more information about establishments and services, en-
abling them to compare different offers based on previous customer experiences. Web
portals facilitate easy booking and cancellation, encouraging multiple bookings on similar
dates across different hotels, with customers ultimately choosing one option and canceling
the rest [7]. This has led to an apparent increase in demand on websites, coupled with
higher cancellation rates. This circumstance has occurred simultaneously with a significant
increase in last-minute offers, leading to a rise in cancellations as customers attempt to take
advantage of a more economical option [16]. These trends have added complexity to net
demand forecasts, requiring adaptation to evolving customer behaviors and preferences.
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2.2. Demand and Cancellation Forecasting with AI in the Lodging Industry

While non-causal time series models and econometric models have been widely used
within the loading industry for forecasting purposes, the latest studies using AI methods
have achieved excellent results [17]. According to the objective of this research, this
literature review is focused only on AI developments in the hotel industry.

One of the first machine learning approaches within the cancelation forecast pro-
posed several techniques in order to compare their performance across different time
frames [18]. More specifically, tree decision-based methods, naive Bayes, and support
vector machine (SVM) were employed in their research, concluding that SVM showed
promising results in the matter. Subsequent research in this domain has extended the appli-
cation of similar AI techniques to forecast individual cancellations, achieving a high level
of accuracy [4,6,9,10,16]. While some of them advocate for the use of tree-based models,
others conclude that artificial neural networks (ANN) are the best candidate to address
this problem. These approaches show excellent results on general cancellation forecast;
however, short-notice cancellation studies within the lodging industry are still underdevel-
oped. The articles that address last-minute cancellations within the hotel industry resort
to assembling models of different nature [11]. This analysis becomes more challenging
due to the time window constraints, which require reducing the number of positive cases,
thus affecting the training processes of the techniques. Recent studies on hotel cancellation
forecast propose the use of cluster techniques to improve their predictions, improving the
accuracy for all time horizons tested [19].

3. Model Development

In order to ensure a systematic approach, this research has been developed follow-
ing the standard Cross Industry Standard Process for Data Mining (CRISP-DM), which
delineates the life cycle of a data-mining project across six phases [20]. The objective was to
construct an AI model for predicting short-notice cancellations. This section specifies the
preprocessing steps undertaken, followed by a detailed account of the techniques employed
in the research.

3.1. Data Source and Pre-Treatment

This study applied diverse machine learning techniques to real data provided by a
hotel chain, encompassing over 10k booking records collected from 2016 to 2018. These
data contain personal information given by the client during the reservation process
(e.g., number of guests, personalized requests, or their nationality). This information is
saved for each reservation, forming a set of feature vectors called personal name records
(PNR) file. For this research, the PNR data were provided by a four-star hotel located
in Gran Canaria (Spain), a prominent European sun and beach tourism destination [21].
Typically, these kinds of hotels offer swimming pools, fitness areas, outdoor sports tracks,
food services, saunas, spas, and additional services such as bike rentals or massages.

Following previous studies [9,11], this research intends to use only the most com-
monly requested variables by customers when booking through online travel agencies,
the hotel, or external platforms like Booking or Trivago. Even guest identities were not
used during the dataset construction, avoiding database queries, and thereby significantly
reducing computational time and resource requirements. Specifically, 13 variables were
used (Table 1), including nationality, number of nights, and channel, with the “weekend”
variable, representing the number of weekend days during the stay period, derived from
the original dataset.
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Table 1. Description of the variables used in this study, followed by the type of data (C: categorical;
N: numeric).

Name Description Type

Status Canceled within the specific range (0 to 7 days) C
Adults Adult headcount N
Entity Entities offering room reservation services for customers. C

Nationality Guest’s nationality C
Advance payment Whether advance payment is required C

Nights Duration of stay in the hotel in nights N
Notice period Days between the booking date and the arrival date. N

Day of creation When reservation was placed (day) N
Month of creation When reservation was placed (month) N

Day of check in Entry day on the reservation N
Month of check in Entry month on the reservation N

Mean price Average price N

Sales channel Channels utilized for reservations, organized into nine entities (e.g., business
to business, hotel website, call center or tour operator) C

Weekend Count of Saturdays and Sundays during the stay N

The reservation status was designated as a dependent variable, indicating whether
the booking was canceled “with sufficient time” or “close to the entry day” among the
existing cancellations, exploring different horizons ranging from 0 to 7 days before the
service date. In this manner, our dataset is transformed into a labeled dataset where
the dependent variable is binary, with “one” indicating cancellations made within the
specified time horizon, and “zero” representing cancellations occurring further in advance.
It is worth mentioning that while prior studies have achieved excellent results on general
cancellations [4,6,9,10,16], with some of them exceeding 90% of accuracy, the aim of this
research is to concentrate on short-notice cancellations. Consequently, this study focuses on
cancellations made close to the check-in day among general cancellations, excluding other
categories. According to the existing literature in the field, this issue can be addressed using
binary classification techniques, as proposed in the next section. Lastly, all variables were
numerically coded and normalized so that each variable is standardized with mean zero
and a standard deviation of one. This procedure is useful for diminishing model sensitivity
to diverse scales, ensuring consistency when comparing outputs across different models.

3.2. Methods and Validation

The problem of short-notice cancellations implies a reduced number of positive cases,
typically leading researchers to deal with a highly imbalanced dataset. This research
aims to contribute to forecast this type of cancellation by using clustering techniques
to complement later methods. Clustering fits into the unsupervised machine learning
category, which uses all given data as input with the aim to discover patterns, relationships,
or groups [22]. Differently to other works in which raw data are divided into multiple
groups for individualized treatment [19,23], this research applies clustering techniques as
the input for later supervised models. This approach may contribute to improving the
forecasting capabilities of the models to be trained with scarce positive cases by providing
a more complete dataset. Unlike traditional “hard” clustering methods (such as kmeans),
where each data point is assigned exclusively to a single cluster, this research uses fuzzy
C-means clustering (FCM), which provides membership degrees for each group. As a
result, we obtain the percentage of membership for a given point, allowing a single item to
belong to different clusters simultaneously [24]. This approach allows for a more flexible
representation of complex relationships within the data, making it well suited for scenarios
where data points may exhibit ambiguity in their cluster assignments [25].

Once fuzzy clusters are calculated and integrated with the original data, the subse-
quent step involves the deployment of supervised models. According to the characteristics
of this problem several binary classification techniques can be used. In this vein, artificial
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neural networks have achieved excellent results in general cancelation forecast [6,9], but
they have proven to be not effective for small training sets [11]. Therefore, this research
proposes to use decision tree algorithm and random forest (RF) as they have output good
results in similar problems [9,16,18]. The C5.0 algorithm falls into the decision tree models,
where the goal is to identify the feature that effectively separates classes and organizes the
data based on the values of this feature [26]. This process iteratively divides the training
set into smaller subsets, seeking partitions containing only one class [27]. On the other
hand, RF is also a tree-based method, which ensemble several trees using the bagging
method [28].

The implementation of the models proposed in this work were coded using the
following packages: C5.0 [29], E1071 [30] and randomForest [31]; all of them are available
for R statistical software in version 4.3.3 [32]. The model was validated using the repeated
random subsampling technique, recommended especially in cases involving a dichotomous
dependent variable and an imbalanced distribution of raw data, as evident in the present
study [33]. This method advocates dividing the entire dataset into a training set for
model construction and a testing set for model validation. The process is iteratively
repeated 100 times, and the final evaluation is based on the mean value obtained from
these repetitions. Considering the imbalanced nature of the dataset, the subdivision
process involved balancing both sets to guarantee an equitable representation of each class.
Consequently, each dataset comprises 50% of instances from each class for every single run.
This balanced subdivision process ensures that each class is equally represented in both the
training and testing datasets, thereby preventing the model from being biased towards the
majority class and allowing a model generalization. By maintaining this equilibrium, the
model can learn from a more diverse range of examples, leading to better performance and
reliability in real-world scenarios.

4. Results

This section aims to show the measures used to evaluate the performance of the
proposed models.

As commonly used in two-class problems, a confusion matrix was used to evaluate
the performance of the models. This matrix serves as a contingency table, illustrating the
disparities between the actual and predicted classes calculated during the test phase [34].
Several performance measures were then applied to assess the models, including sensitivity,
which expresses the proportion of true positives correctly detected by the test; specificity,
intended to measure the proportion of true negatives correctly identified by the test [35];
precision, which calculates the ratio of true positives forecasted to the total positive items
predicted by models; and accuracy, which expresses the proportion between the true
positives forecasted and the total positive items [36]. Additionally, a widely used method to
evaluate model performance involves the ROC curve, illustrating the relationship between
true positives and true negatives forecasted across different cutoff points in a graph [34].
The Area Under this Curve (AUC) is a key metric in two-class forecasting problems, and it
was also assessed in this research. This parameter ranges from 0 to 1, with 1 representing a
perfect forecast.

Various time horizons were explored, ranging from cancellations generated on the
same day as the check-in to those occurring a week in advance. For each scenario, up
to 10 fuzzy clusters were tested, which allows to explore the behavior of the proposed
methodology without incurring an excessive number of groups. This choice is made with
consideration to previous findings, which suggest that adding a large number of clusters
may diminish the discriminative power of the tool [37] and potentially introduce noise for
subsequent techniques. Therefore, the selection of 10 clusters aims to achieve a balance
between a comprehensive exploration and maintaining the effectiveness of the analysis.
For clarity, all measures are presented for each time horizon without using any cluster
(Table 2), while the effectiveness of fuzzy clusters are presented by the variation of AUC, in
percentage, compared to the model trained without clusters (Table 3).
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Table 2. Performance measures for cancellations placed multiple days in advance. Each row corre-
sponds to a different time horizon specified in the first column.

Days before Cancellation
Accuracy Precision Specificity Sensitivity AUC

C5.0 RF C5.0 RF C5.0 RF C5.0 RF C5.0 RF

0 0.658 0.691 0.622 0.650 0.647 0.676 0.670 0.708 0.709 0.755
1 0.693 0.717 0.651 0.695 0.678 0.708 0.710 0.727 0.749 0.783
2 0.694 0.717 0.646 0.674 0.677 0.700 0.715 0.737 0.758 0.777
3 0.705 0.723 0.673 0.685 0.693 0.707 0.719 0.742 0.771 0.795
4 0.701 0.722 0.644 0.671 0.680 0.701 0.727 0.746 0.766 0.794
5 0.729 0.740 0.686 0.687 0.711 0.717 0.751 0.769 0.803 0.818
6 0.732 0.741 0.691 0.696 0.714 0.721 0.753 0.765 0.813 0.828
7 0.729 0.746 0.686 0.710 0.711 0.730 0.751 0.765 0.809 0.830

Table 3. Variation of AUC in percentage, respective to the case without cluster calculated indepen-
dently for each time horizon. The highest value in each row is represented with bold text.

No. of FCM

Number of Days before the Check-In

0 1 2 3 4 5 6 7

C5.0 RF C5.0 RF C5.0 RF C5.0 RF C5.0 RF C5.0 RF C5.0 RF C5.0 RF

2 2.59 1.26 1.70 0.17 −0.42 −0.22 0.00 0.94 0.38 0.41 −0.56 0.55 −0.30 0.16 0.12 −0.35
3 2.79 2.82 1.53 1.63 1.40 2.40 1.46 1.86 1.27 0.78 0.41 0.52 0.34 0.04 0.85 −0.28
4 0.61 −2.15 0.94 1.41 1.16 1.41 0.78 0.45 1.91 0.81 0.95 0.53 0.50 0.43 1.66 −0.09
5 1.54 −3.40 0.87 0.04 1.63 1.47 1.40 0.31 2.27 1.40 1.23 0.88 0.79 0.72 1.54 −0.09
6 −0.91 1.56 1.28 0.16 1.75 2.46 1.32 0.66 1.89 1.67 2.07 0.77 0.17 1.17 1.11 0.33
7 1.38 4.14 1.68 2.02 2.54 1.18 1.07 1.35 2.77 1.68 1.46 1.50 0.88 0.71 2.15 1.27
8 2.08 0.18 1.35 1.88 2.20 3.17 2.37 1.38 3.77 1.52 1.69 1.85 1.95 1.84 1.82 0.99
9 1.67 1.46 2.47 2.17 1.47 3.03 1.76 0.99 2.81 1.03 1.85 2.35 1.92 1.21 2.82 1.37
10 2.79 0.32 2.47 1.34 1.81 1.96 2.05 1.21 3.03 1.12 2.20 1.64 1.76 1.20 1.34 1.43

The accuracy values range from 65.8% to 73.2% for C5.0 algorithm and from 69.1% to
74.6% for RF, tending to increase with higher time windows for both cases. The sensitivity
and specificity values are balanced across the various time frames, meaning that the
proposed methodology does not predict one category over the other consistently. The same
can be observed for AUC values, ranging from 70.9% to 81.3% in the first case and 75.5% to
83.0% in the second case. Generally, as the number of days before cancellation increases,
there is an improvement in the performance metrics. This suggests that the model tends to
perform better for larger time horizons. This phenomenon can be explained considering
the low number of positive cases for the shortest time frame (t = 0 days), which increases as
the time window expands.

Regarding the utilization of fuzzy clustering as an input for the supervised model,
it can be observed that the results can be improved by up to 2.6% for C5.0 and 2.3% for
random forest on average. The findings indicate that better AUC values can be achieved
for all cases by employing several clusters for both supervised techniques. Specifically,
the optimal AUC values are obtained when more than seven clusters are utilized. These
results suggest that the information extracted during the clustering process is beneficial for
feeding both tree-based models.

5. Conclusions and Future Works

This work aims to contribute to the short-notice cancellations in hotels combining fuzzy
C-means clustering with two different tree-based algorithms for classification. Given the
limited existing literature on the subject [4,38], this work intends to expand the knowledge
on the field. Moreover, it focuses on individual short-notice cancelations, which has been
occasionally addressed [11].

From a theoretical perspective, the methodology proposed allows to detect individual
guests likely to cancel within short period of notice before the check-in day without having



Eng. Proc. 2024, 68, 43 7 of 9

to resort to complex methodologies such as ensembles of multiple techniques [11]. In
addition, the utilization of variables commonly required in the reservation process and the
lack of necessity for customer history led to an efficient methodology.

Several practical perspectives can be drawn. First, the presented methodology enables
an easy implementation in hotel chains, allowing hoteliers to retrieve information from
the data they store with low investment. Second, this approach focuses on short-notice
cancellations, which are particularly problematic for hotel managers [7,39] as they leave
them with little margin, often compelling them to resort to price reductions to avoid idle
capacities. Considering the increase in last-minute cancellations during the last years [16]
due to the convenience provided by online platforms to book and cancel easily, this ap-
proach comes to address the challenge. Third, reliable cancellation forecasts may help
managers to handle the risk of taking overbooking strategies. This way, they can maximize
the utilization of their capacities, mitigating the probability of reputation deterioration or
incurring additional costs for guest relocation. It can be extended to pricing strategies,
in which cancellations’ predictions can be used to improve revenue management. Some
authors recommend offering only top-class rooms instead of standard accommodation in
certain periods, assuming that more economic options are almost guaranteed [40]. While
such actions can enhance profitability, they come with the risk of losing already-placed
standard room reservations without access to a reliable short-term cancellation forecasting
tool. Fourth, having insights into guests likely to cancel close to the service time enables
hoteliers to take proactive actions to retain the client. Reminders or special offers of addi-
tional services provided by the hotel (e.g., meals or sauna) are just examples of measures
that can be addressed. Finally, the promising results obtained in this study underline the
importance of maintaining a reliable historical database in the lodging industry and the
additional value it provides to organizations.

Future research could involve applying the presented methodology to datasets from
other hotels with different characteristics, including location, customer target, market niche,
or hotel policies (e.g., pricing or overbooking strategies). On the other hand, incorporating
new variables may improve the results. New data related to the number and kind of special
requests or booking purpose may be beneficial for a better model fit.

Regarding limitations, forecasting models relies on historical records, thus, the models
must be trained frequently, so they can capture the latest market trends. However unprece-
dented events (e.g., pandemics) may affect the effectiveness of the predictions as the new
situation may change the customer’s pattern dramatically.
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