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Abstract: Although widely applied in varied scenarios, unmanned aerial vehicles (UAVs) suffer
severe flight time and flight range limitations due to constrained onboard battery capacity, causing
frequent battery recharging when performing persistent missions. The wireless power transfer
technology is a promising solution for UAV charging by utilizing unmanned ground vehicles (UGVs)
equipped with wireless charging facilities, where charging time slots are auctioned and assigned to
UAVs. However, UGVs themselves also have limited energy capacity, resulting in the need to revoke
a UAV charging transaction after auction to satisfy their own demand if necessary. In addition, as
UAVs and UGVs are mutually distrustful, inherent security and privacy concerns must be resolved
during the revocation. In this paper, we resort to blockchain technology for secure and efficient
revocable charging in vehicle-assisted wireless UAV networks. We present PAS, an efficient privacy-
preserving attestation scheme for revocable UAV charging based on hybrid state channels, where
UAVs and UGVs perform off-chain operations as blockchain users for privacy and efficiency, while
security and fairness are guaranteed by the on-chain mechanism. PAS consists of a multi-party state
channel and multiple two-party state channels responsible for charging scheduling and transaction
revocation, respectively. PAS ensures fair and private revocation negotiation and compensation in
a trust-free manner by developing a set of carefully designed modular protocols. We provide PAS’
constituent primitives in detail, prove its security properties following the universally composable
(UC) framework, and present experimental results to demonstrate its feasibility and scalability.

Keywords: unmanned aerial vehicle (UAV); unmanned ground vehicles (UGVs); charging; privacy
preservation; revocation; state channel

1. Introduction

Featured with low cost, high maneuverability, and rapid deployment, unmanned
aerial vehicles (UAVs) can be immediately dispatched to environmentally harsh areas
to collect information in an on-demand manner [1]. With these advantages, UAVs have
been widely applied in varied scenarios such as disaster recovery and rescue, agricultural
production, surveillance, environment monitoring, etc. [2–5]. Due to space and weight
constraints, UAVs have inherent battery limitations, restricting their flight time and flight
range [6]. Nevertheless, many computing-intensive applications, like video streaming and
image processing, require extensive battery endurance, which cannot be addressed by
simply optimizing UAV’s energy management. Therefore, effective battery recharging is
urgently needed for the practical deployment of UAV applications [7–9].

A promising solution to address the UAV charging issue is to utilize wireless power
transfer (WPT) technology, including stationary WPT [10], unmanned ground vehicle
(UGVs)-assisted WPT [11], and UAV-assisted WPT [12]. Of all these wireless charging
solutions, UGV-assisted WPT is a good choice [13], as UGVs are convenient and widespread
for on-demand UAV recharging. Shin et al. [11] proposed an auction-based model to allocate
UGVs’ time slots to UAVs using deep learning. However, UGVs themselves have limited
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energy capacity and may need to travel a long distance to perform urgent tasks after
the charging scheduling. Despite the easy availability, UGVs face the need to revoke the
charging transaction for their own sake, when they have problems providing the scheduled
charging time to UAV. In addition, as users in mobile networks are mutually distrustful [14],
inherent security and privacy concerns should be fully settled in the open energy trading
environment. One main challenge is to conduct autonomously revocable UAV charging
with collision avoidance in a secure and private manner.

Blockchain, as an immutable distributed ledger, can facilitate security and transparency
in a decentralized and trustless pattern among various entities. It has been adopted in
various scenarios, such as charging scheduling [15], data sharing [16,17], and task offload-
ing [18]. The peer-to-peer model of blockchain technology perfectly adapts to UGV-assisted
UAV networks. Some recent works have proposed using blockchain for UAVs commu-
nication [19,20] and charging [11,21,22]. Although it is proven to be efficient in creating
a distributed network for UAV communication and charging, there exist fundamental
constraints of blockchain that restrict the use of this technology in revocable UAV charging.
First, the inefficiency of on-chain operations is not suitable for energy-constraint UAVs.
Second, the transparency property of on-chain information creates privacy concerns. Third,
the immutability of the blockchain ledger hinders the fair revocation of charging transac-
tions. Therefore, it is still an open and critical issue to develop a revocable UAV charging
scheme with fairness, efficiency, and private on-chain attestation.

In this paper, we aim to realize fair and decentralized UAV charging with reliable
revocation, as shown in Figure 1, by resorting to state channel technology. Our framework
and method are also suitable for other Internet of Things (IoT) applications with revoca-
bility. To achieve our goals, we face two challenges: energy-efficient privacy protection of
users’ commercial secrets and fair revocation negotiation. The first is how to protect users’
commercial secrets from unauthorized exposure during both charging scheduling and
revocation procedures with efficiency, and the second is how to realize fair and reliable ne-
gotiation and compensation between both trading parties. To address these challenges, we
present PAS (a hybrid-channel-based privacy-preserving attestation scheme) for revocable
UAV charging, which combines a multi-party state channel and multiple two-party state
channels for efficient charging scheduling and fair revocation, respectively. For fairness,
we design a specific off-chain revocation protocol. PAS’ off-chain protocols and on-chain
contracts jointly realize efficient revoking negotiation and reliable revoking attestation in
blockchain-based transaction revocation. The main contributions of this work are threefold,
as follows.

• A privacy-preserving and fair revocation attestation framework is proposed for the
first time based on hybrid state channels. It is suitable for revocable UAV charging.
The system framework consists of a multi-party state channel responsible for efficient
and private charging scheduling, and multiple two-party channels for reliable and
fair transaction revocation;

• To realize private and fair charging scheduling and revocation, we have designed a
series of novel and modularized protocols. A two-round revocation negotiation proto-
col is proposed to balance the efficiency and success ratio of transaction revocation.
The smart contract is used for reliable attestation to incentivize and supervise rational
and selfish users’ legitimate performance;

• We have proved the proposed scheme’s security properties under the universally
composable (UC) framework, and conducted extensive experiments over a simu-
lated Ethereum network to verify that it can achieve efficient revocation and fair
compensation at low system overheads.
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Figure 1. The UGV-assisted UAV charging network with revocability.

2. Related Work

The tamper-proof and immutability properties of blockchain technology create barriers
to transaction revocation. Redactable blockchain-based solutions [23–26], aimed at erasing
illicit content, can be utilized to delete the recalled transactions. However, these rewriting
approaches require massive computation and communication consumption. Because
multi-party redaction consensus is necessary to ensure the security of the blockchain
system. In addition, they have several shortcomings for transaction revocation, such as
the inability to engage in two-party negotiation and fair compensation, the lack of reliable
privacy-preserving attestation, and inefficiency. To realize channel recall in the spectrum
auction, recall-based schemes have been proposed [27–30], where the sellers preempt the
buyers to guarantee their own demand without fair negotiation with the buyers. In [30],
compensation is instantly transferred, and the recalled channels can be returned to winners
to improve spectrum efficiency and seller utility. However, the recall-based schemes are
specific to spectrum sharing and there is no fair negotiation between both trade parties.
To guarantee the charging fairness and security between UAVs and UGVs, transactions
should be revoked effectively on the UAV’s agreement. Furthermore, privacy-preserving
attestation for fair transaction revocation is inevitable. We resort to state channels for secure
and efficient resolution.

There are two categories of blockchain channels: a payment channel and a state chan-
nel, where the former is limited to payment transactions and the latter is generalized. Many
research efforts have been devoted to two-party and multi-party payment channels [31–36],
while the state channel has emerged in recent years [37]. The state channel allows users to
execute complex smart contracts off-chain efficiently and maintains the blockchain prop-
erty of trustlessness. Dziembowski et al. [37] first presented the formal definition of the
state channel, where only two parties were supported in a channel. It was not applicable
to scenarios with multiple parties. Close et al. [38] presented an n-party state channel
framework. It could run a restricted set of state channel applications. As a proof of concept,
they implemented the protocol for the two-party case on Ethereum. McCorry et al. [39]
presented an application-agnostic state channel construction, Kitsune, which supported n
parties and allowed the channel to be turned off such that the application’s progress can
continue via the blockchain. However, an honest party will not use the dispute process if it
is too costly. This will clearly hamper real-world use of state channels [40].

Recently, Nguyen et al. [41] extended the original concept of state channels to support
multi-party computation, in order to realize an iterative double auction. They presented
a decentralized and trustless auction framework without a trusted third party, where a
double auction can run efficiently on a blockchain network without high latency and
on-chain fees. The resulting protocol is not revocation compatible. For spectrum recall,
Liu et al. [30] proposed a state channel-based method where instant compensation can be
transferred efficiently in the channel. The recall-based schemes are specific to spectrum
sharing and there is no fair negotiation between both trading parties.

In this work, we establish a secure and fair UAV charging system with revocability
based on hybrid state channels. First, we establish a multi-party channel that can support
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privacy-preserving trade matching among multiple UGVs. In addition, we also provide
additional functionalities to guarantee the creation of two-party state channels between
UGVs and UAVs where the private revocation is performed. Based on this hybrid state
channel framework, we design our privacy-preserving attestation scheme and prove its
security properties in the UC model.

3. System Model and Design Goals

Before working with the specific scheme, we describe in detail the system model, the
threat model, and our design goals in this section.

3.1. System Model

We introduce a privacy-preserving transaction revocation model based on hybrid state
channels, as illustrated in Figure 2, where multi-party state channel Mchl is for charging
scheduling and two-party state channel Tchl is for transaction revocation. We consider
a set of sellers (UGVs) S and buyers (UAVs) B connected to a blockchain network. We
denote U = B ∪ S = {U1, U2, ..., Un} as the set of n users. Buyers require energy resources
from sellers and the trades are matched in Mchl among all users. On creating Mchl, each
user should pay a deposit of amount (α + β), as shown in Figure 3—α for the charging
scheduling process and β for creating Tchl, respectively. The deposit is large enough and
used to prevent the users from aborting or behaving maliciously. If losing the auction with
no trade matched, a user gets all the deposit (α + β) back after the matching stage. For
winners in the matching stage, part of the deposit β is used to reinforce the creation of a
two-party channel Tchl for trading or revocation. We adopt the double auction scheme
proposed in [42,43] as the off-chain trade matching protocol. Different from [43], the auction
protocol is conducted off-chain by UGVs without interaction with UAVs or the blockchain.
Finally, the scheduling result is submitted to the blockchain by the seller before the channel
is closed. The other part of our framework is the transaction revocation module, which is
used when there is a revocation requirement, i.e., neither charging (¬) nor payment (­) is
performed. The seller who needs to recall the sold charging time proposes to revoke the
transaction matched in the previous procedure. The winning seller and the corresponding
buyer construct a two-party state channel and conduct the revocation negotiation and
compensation in the channel. During the creation of Tchl, each winner should also pay
a deposit of amount γ for fair revocation. Note that the deposit α, β, γ is large enough
according to the blockchain deposit mechanism, i.e., α� bid, β� pij, γ� cij, where bid,
pij and cij are the user bid, clearing price, and revocation compensation, respectively.

On-chain

Off-chain

Charging scheduling Recall-based Charging

Match contract

(matching result)

Multiparty 

state channel 

Mchl

Two-party 

state channel 

Tchl

①          ②
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(transaction revoking)

Figure 2. The revocable transaction framework based on hybrid state channels.

The main idea of this paper is to construct an efficient and private trading system
with revocability and realize privacy-preserving attestation for secure and reliable UAV
charging. Under the proposed framework, we introduce the privacy-preserving attestation
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scheme PAS for revocable UAV charging. The specific PAS sequences are as shown in
Figure 3, where the precise protocols and functionalities are elaborated in the next section.

BjSi
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Return deposit β to winners

Figure 3. The sequence diagram of PAS process.

3.2. Threat Model and Design Goals

In our content, we consider the issue of fair and privacy-preserving transaction re-
vocation. First, buyer and seller take an equal place in the revocation rather than one
being prior to the other. That is, to successfully revoke a matched trading, both the buyer
and the seller must reach an agreement on the revocation and have no dispute over the
compensation. Otherwise, the charging transaction is forced. Second, from the perspective
of blockchain-based application regulation, the revocation can be verified and attested in a
privacy-preserving manner to further guarantee revocation fairness, i.e., privacy-preserving
attestation on the revocation is necessary.

We consider selfish and rational sellers and buyers, i.e., all users aim at maximizing
their own profit and speculating on others’ private information. We assume that U is
registered to the regulation authority before joining PAS. All users in PAS communicate
with each other via a secure and authenticated off-chain channel. Each user and the ideal
functionality will automatically discard any messages originating from a user that is not in
U or when the message’s signature is invalid.

We consider a computationally efficient adversary, A, who can corrupt any subset
of users, acquire their internal state and messages, and send messages on behalf of the
corrupted users.

The blockchain is represented as an append-only ledger L that is managed by a global
ideal functionality FL (same as [37]). Blockchain nodes are honest but curious [16]. They
perform according to the blockchain rules and try to infer others’ private information. In
other words, we believe that the blockchain is secure and on-chain information is publicly
available without privacy. For privacy preservation, on-chain operations should reveal no
private information.

For simplicity, we assume that all users have enough funds in their accounts to make
deposits to the smart contract. Furthermore, we assume a synchronous communication
network. A round is a unit of time corresponding to the off-chain communication delay
between a pair of users. Any modifications on FL and smart contracts take at most ∆ ∈ N
rounds. ∆ means that updates on the blockchain are not instant but can be completed within
a predictable amount of time. Moreover, each user can retrieve the current blockchain state
of FL and smart contracts in one round.

With respect to the threat model, we define the following goals of interest:
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(1) Privacy Preservation. First, in the charging scheduling stage, all users’ private
information, like bid, charging time, charging amount, and charging location, should be
hidden from each other and outside adversaries. Second, during the transaction revocation,
the negotiation and compensation reveal neither users’ identities nor bids in the former
stage. Third, the on-chain verification and attestation disclose no user’s private information.

(2) Fairness. The buyer and seller take an equal place in the revocation process. The
seller cannot refuse to provide the charging service, while the buyer can not refuse to pay
without the other’s agreement on the revocation. Only when both the buyer and seller
reach a consensus on the revocation, is it taken as legal; otherwise, the misbehaved user
will lose all the deposit. What is more, participation fairness can also be guaranteed for all
users during the off-chain scheduling according to [16], which is not the focus of this paper
and we do not extend it.

(3) UC Security. Both on-chain and off-chain operations are necessary under the
PAS framework, so the security of the scheme can be guaranteed when the on-chain and
off-chain protocols can perform safely under the universally composable (UC) framework.

(4) Efficiency. The overhead of realizing the above goals should be acceptable from the
perspective of system users, especially for UAVs. The charging scheduling and revocation
processes should minimize communication and computation overhead, instead of repeating
the costly auction assignment and revocation negotiation by all users on-chain.

4. Privacy-Preserving Attestation Scheme for Blockchain-Based
Transaction Revocation

We first present the ideal functionality of PAS that defines how a revocable trading
system is operated using the hybrid state channels. We then describe the designed protocols
that realize the ideal functionality.

4.1. Ideal Functionality

The ideal functions include the ledger’s ideal functionality FL and the ideal PAS
functionality FPAS. First, we define FL, which supports adding (returning deposit) and
subtracting (removing deposit) one’s balance, as shown in Figure 4.

Ideal Functionality FL

Remove and return deposit
On receiving update(Ui, x)
(1) If x > 0, Ledge[Ui] = Ledge[Ui] + x
(2) If x < 0 and Ledge[Ui] ⩾ −x, Ledge[Ui] = Ledge[Ui] + x
(3) Otherwise, return error() and stop.

which then performs the verification.
(7) Two-party channel closure. If the trading or revoca-

tion has been successfully conducted, the channel comes
to its termination procedure upon receiving close() from
both users. On closing the state channel, the deposit is
returned back to each user’s account.

Note that when there is no need of transaction revoca-
tion, phase (6) is not conducted and the seller and buyer
of a trading pair execute the trading in the channel.

C. Protocol for PAS
In this subsection, we present the detailed protocol

design based on hybrid channels that realize fair trading
with revocability. The PAS protocol consists of two main
parts: the on-chain judge contract and the off-chain
protocol. The key function of the judge contract is to
regulate the state channels and perform verification of the
trading. The off-chain protocol is operated among users
joining a specific state channel. In PAS, we have multiple
channels of two different kinds: one multiparty channel
and a couple of two-party channels. All users perform
create() and close() respectively to establish and withdraw
from the corresponding channel. Apart from the creation
and closure of the channel, the off-chain protocol has two
other parts: Trade matching and Trade revocation. All
users conduct the matching protocol in the multiparty
channel to get the matching result. The winning user pair
creates two-party channel to execute the trade or perform
negotiation to revoke the transaction in their channel.

1) Judge Contract: The detailed judge contract is
shown in Figure 5. One of the key features of FJudge

is to regulate the multiparty channel and the two-party
channels. Note that after the matching result is submitted,
the matching channel can not be closed at once. To
guaranteee the fair trading and revocation, the two-party
trading channel between the winning seller and buyer
must be created. If all two-party channels are created,
the multiparty channel can be successfully closed on all
users’ agreement. The precise creation and closure of the
channels can refer to [26], [30]. The other functionality
of FJudge is to verify and regulate the trading/revocation
processes. The precise function to verify the trading result
are illustrated in Algorithm 1. By the immutability of
blockchain, no user can deny the trading result. There-
fore, the judge contract satisfies the properties of non-
repudiation and public verifiability.

2) Off-chain Protocol: Here we give the details of the
off-chain trade matching protocol and the transaction
revocation protocol. We eliminate the detailed channel

Fig. 5. The judge contract FJudge.

which then performs the verification.
(7) Two-party channel closure. If the trading or revoca-

tion has been successfully conducted, the channel comes
to its termination procedure upon receiving close() from
both users. On closing the state channel, the deposit is
returned back to each user’s account.

Note that when there is no need of transaction revoca-
tion, phase (6) is not conducted and the seller and buyer
of a trading pair execute the trading in the channel.

C. Protocol for PAS
In this subsection, we present the detailed protocol

design based on hybrid channels that realize fair trading
with revocability. The PAS protocol consists of two main
parts: the on-chain judge contract and the off-chain
protocol. The key function of the judge contract is to
regulate the state channels and perform verification of the
trading. The off-chain protocol is operated among users
joining a specific state channel. In PAS, we have multiple
channels of two different kinds: one multiparty channel
and a couple of two-party channels. All users perform
create() and close() respectively to establish and withdraw
from the corresponding channel. Apart from the creation
and closure of the channel, the off-chain protocol has two
other parts: Trade matching and Trade revocation. All
users conduct the matching protocol in the multiparty
channel to get the matching result. The winning user pair
creates two-party channel to execute the trade or perform
negotiation to revoke the transaction in their channel.

1) Judge Contract: The detailed judge contract is
shown in Figure 5. One of the key features of FJudge

is to regulate the multiparty channel and the two-party
channels. Note that after the matching result is submitted,
the matching channel can not be closed at once. To

Judge Contract FJudge

Open multiparty channel
On receiving create() from Ui, wait create() from Uj , j ̸= i.
(1) If not receiving after 1 + (n− 1)∆ rounds, stop.
(2) Else, set the channel parameters and remove deposit (α+ β).

Matching result submission
On receiving matched() from Ui, return the deposit:
(1) For Ui /∈ Uw, add the deposit (α+ β) to Ui’s balance.
(2) For Uj ∈ Uw, add the deposit α to Uj ’s balance.

Open two-party channel
On receiving create() from Si from Pairi(Si, Bi)
(1) For the other user Bi, wait create().
(2) If no in ∆ rounds, remove β from Bi’s deposit to S1’s account.
(3) Else, move deposit γ and set the channel parameters.

Close multiparty channel
On receiving close() from Ui : if Ui /∈ U , stop. Otherwise:
(1) Within 1 + (n− 1)∆ rounds, wait close() from Uj , j ̸= i
(2) If fails to receive, stop.
(3) Else, within ∆ rounds, return deposit and set channel1 = ⊥.

Trading result submission
On receiving trading() from Ui

(1) Perform the verification as Algorithm 1.
Close two-party channel

On receiving close() from Ui : if Ui /∈ Uw, stop. Otherwise:
(1) Within ∆ rounds, wait for close() from Uj , (Ui, Uj) ∈ Pair()
(2) If fails to receive, stop.
(3) Else, within ∆ rounds, return deposit and set channel2 = ⊥.

guaranteee the fair trading and revocation, the two-party
trading channel between the winning seller and buyer
must be created. If all two-party channels are created,
the multiparty channel can be successfully closed on all
users’ agreement. The precise creation and closure of the
channels can refer to [15], [27]. The other functionality
of FJudge is to verify and regulate the trading/revocation
processes. The precise function to verify the trading result
are illustrated in Algorithm 1. By the immutability of
blockchain, no user can deny the trading result. There-
fore, the judge contract satisfies the properties of non-
repudiation and public verifiability.

2) Off-chain Protocol: Here we give the details of the
off-chain trade matching protocol and the transaction
revocation protocol. We eliminate the detailed channel
creation and closure processes for sake of space here. We
refer the readers to [15], [27] for the precise protocols for
creation and closure of the multiparty channel and two-
party channel.The matching protocol is operated by all
users in the multiparty channel to get the matching result.
Then the winning users create two-party channel in pair
to execute the trade or perform negotiation to revoke the
transaction in their own channel.

(i) Trade Matching Protocol: The trade matching pro-
tocol in PAS contains three steps: commitment, bidding
and allocation. The precise steps are depicted in Figure 6,
while the detail of the privacy-preserving double auction
can be found in our earlier work [9]. During each step, if
some user does not follow the protocol, the eccentric state
will be submitted to the judge contract. Then the process
will be stopped and the malicious user will be punished
to lose the deposit. If the matching result is submitted, it

Fig. 5. The judge contract FJudge.

creation and closure processes for sake of space here. We
refer the readers to [26], [30] for the precise protocols for
creation and closure of the multiparty channel and two-
party channel.The matching protocol is operated by all
users in the multiparty channel to get the matching result.
Then the winning users create two-party channel in pair
to execute the trade or perform negotiation to revoke the
transaction in their own channel.

(i) Trade Matching Protocol: The trade matching pro-
tocol in PAS contains commitment, bidding, allocation
and result submission. The precise steps are depicted in
Figure 6, while the detail of the privacy-preserving double
auction can be found in our earlier work [9]. During
each step, if some user does not follow the protocol, the
eccentric state will be submitted to the judge contract
through submit(). Then the process will be stopped and
the malicious user will be punished to lose the deposit.
If the matching result is submitted, it means that all
users agree on the trade and transaction. From now on no
winning user is allowed to withdraw before complishing
the trading or revocation, otherwise, they will lose all the
deposit as a punishment. On receiving the matching result,
the judge contract returns all the deposit (α + β) to the
losers and part of the deposit α to the winners. Then

Figure 4. The ideal ledger functionality FL.

As we have mentioned, PAS consists of two stages: the matching stage and the
trading/revoking stage, respectively, implemented in channels Mchl and Tchl. The formal
definition of FPAS is presented in Figure 5. It supports the following seven functionalities:
open multi-party channel, determine trade matching, return deposit, open two-party
channel, close multi-party channel, trade revocation, and close two-party channel.

(1) Open multi-party channel. All buyers and sellers joining the same auction process
create a multi-party state channel by sending a message create() to the judge contract. After
all users agree on creating the channel by sending create(), the channel is successfully
created. The contract removes a deposit (α + β) from the account of each user.

(2) Determine trade matching. Each user first handles the true bid value using dis-
tributed encryption, then broadcasts their bidding information, including the bid, battery
amount, charging time, and location. With all the bids collected, charging scheduling can
be performed in a privacy-preserving manner by sellers according to the double auction
model introduced in [43].

(3) Deposit return. If no user has disputes on the auction result, they proceed to
submit the trades matched to the judge contract. On receiving the matching result, function
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Ideal Functionality FPAS

Open multiparty channel
On receiving create() from Ui

(1) Wait create() from Uj , j ̸= i.
(2) If no in 1 + (n− 1)∆ rounds, quit.
(3) Otherwise, remove a deposit (α+ β) from each user’s account.
(4) chl1State = created

Determine trade matching
On receiving matching(), Ui:
(1) Compute and broadcast bid commitment Ci.
(2) Encrypt bidi and broadcast the bidding bi.
(3) Cast the trade matching according to the auction allocation in [43].
(4) Gain and submit Uw and Pairs = {Pairi = (Si, Bj)}, i ∈ [1,

|Uw|
2

].
Return

On receiving matched()
(1) For Ui /∈ Uw, add the deposit (α+ β) to Ui’s balance.
(2) For Uj ∈ Uw, add the deposit α to Uj ’s balance.

Open two-party channel
On receiving create() from Si/Bj from Pairi = (Si, Bj)
(1) For Bj/Si, wait create().
(2) If no in ∆ rounds, remove β from Bj/Si’s deposit to Si/Bj ’s account.
(3) Otherwise, remove a deposit of γ from each user’s account.
(4) chl2State = created

Close multiparty channel
On receiving close() from Ui : if Ui /∈ U , quit. Otherwise:
(1) Wait close() from Uj , j ̸= i for 1 + (n− 1)∆ rounds
(2) If no, quit.
(3) Else, return the deposit to user’s balance in ∆ rounds.
(4) channel1 = ⊥

Trade Revocation
On receiving revoke(), Si:
(1) Compute cij for Bj and send the revocation request to Bj .
(2) For Bj , on receiving the request, send agreement/disagreement to Si.
(3) For Si, if receiving agreement from Bj , pay cij to Bj .
(4) Else, perform the trading or negotiate again by raising cij .
(5) Finnally pack and send the evidence to the judge contract.

Close two-party channel
On receiving close() from Ui : if Ui /∈ Uw, quit. Otherwise:
(1) Wait for close() from Uj for ∆ rounds, (Ui, Uj) ∈ Pairs
(2) If no, quit.
(3) Else, return the deposit to each user’s balance in ∆ rounds.
(4) channel2 = ⊥

Figure 5. The ideal PAS functionality FPAS.

(4) Open two-party channel. The winning seller and buyer create a two-party state
channel to conduct the trading or revocation, and they deposit γ for fairness and misbehav-
ior punishment. If any winning user fails to behave honestly, i.e., create the trading channel
in time, it will lose the deposit β. After the trade is matched, no winning user is allowed
to abort the system, or it will lose β. Meanwhile, if the seller has a problem delivering the
sold item, i.e., charging the winning UAV, it negotiates with it and pays the compensation
in the channel.

(5) Close multi-party channel. After all winner pairs have created the two-party
channels, the multi-party channel can be closed on the agreement of all users by sending
close(). Otherwise, the channel remains open for a period, after which winners with no
two-party channel created will lose their deposit. On multi-party channel closure, the
winning buyers and sellers can get their deposit back.

(6) Trade revocation. If any sellers cannot deliver the sold item after the matching,
due to urgent energy consumption, like instant tasks or long traveling needs, they send a
revocation request in channel Tchl to the corresponding buyer. The buyer can agree with
or reject the request for its own sake. Fair and private negotiation and compensation are
conducted in Tchl. Note that when there is no need for transaction revocation, the seller
and buyer execute the trading. After the revocation or trading, the corresponding proofs
are submitted to the judge contract, which then performs the verification.
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(7) Close two-party channel. If the trading or revocation has been successfully con-
ducted, the channel comes to its termination procedure upon receiving close() from both
users. On closing Tchl, the remained deposit of each user is returned to the correspond-
ing account.

4.2. Protocol for PAS

In this subsection, we present the detailed protocol design based on hybrid channels
that realize fair and reliable charging with revocability. The PAS protocol consists of two
main parts: the off-chain protocol and the on-chain judge contract. The key function of the
judge contract is to regulate the state channels and perform verification of the trading or
revocation. The off-chain protocol is operated among users joining a specific state channel.
In PAS, we have multiple channels of two different kinds: one multi-party channel and
a couple of two-party channels. All users perform create() and close(), respectively, to
establish and withdraw from the corresponding channel. Apart from the creation and
closure of the channel, users perform two off-chain protocols: charging scheduling and
trade revocation. All users conduct the matching protocol in the multi-party channel to
reach consensus on the matching result. The winning user pair creates a two-party channel
to execute the trade or perform negotiation to revoke the transaction.

4.2.1. Judge Contract

The detailed judge contract is shown in Figure 6. One of the key features of FJudge is to
regulate the multi-party channel and the two-party channels. Note that, after the matching
result is submitted, channel Mchl cannot be closed at once. To guarantee fair trading and
revocation, the two-party trading channel between the winning seller and buyer must be
created. If all two-party channels are created, the multi-party channel can be successfully
closed on all users’ agreements. The precise creation and closure of the channels can refer
to [37,41]. The other functionality of FJudge is to verify and regulate the trading/revocation
processes. The precise verification function is illustrated in Algorithm 1. As on-chain
records are immutable, users cannot deny the trading result. The judge contract guarantees
the properties of public verifiability and fairness.

Judge Contract FJudge

Open multiparty channel
On receiving create() from Ui, wait create() from Uj , j ̸= i.
(1) If not receiving after 1 + (n− 1)∆ rounds, stop.
(2) Else, set the channel parameters and remove deposit (α+ β).

Matching result submission
On receiving matched() from Ui, return the deposit:
(1) For Ui /∈ Uw, add the deposit (α+ β) to Ui’s balance.
(2) For Uj ∈ Uw, add the deposit α to Uj ’s balance.

Open two-party channel
On receiving create() from Si from Pairi = (Si, Bj)
(1) For the other user Bj , wait create().
(2) If no in ∆ rounds, remove β from Bj ’s deposit to Si’s account.
(3) Else, move deposit γ and set flag = NotAttested.

Close multiparty channel
On receiving close() from Ui : if Ui /∈ U , quit. Otherwise:
(1) Wait close() from Uj , j ̸= i for 1 + (n− 1)∆ rounds
(2) If no, quit.
(3) Else, within ∆ rounds, return deposit and set channel1 = ⊥.

Trading result submission
On receiving trading() from Ui

(1) Perform the verification as Algorithm 1 and publish the result.
Close two-party channel

On receiving close() from Ui : if Ui /∈ Uw, quit. Otherwise:
(1) If flag = NotAttested, quit.
(2) Within ∆ rounds, wait for close() from Uj , (Ui, Uj) ∈ Pairs
(3) If no, quit.
(4) Else, within ∆ rounds, return deposit and set channel2 = ⊥.
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Algorithm 1 Revocation Verification

Input: Seller–buyer pair (Si, Bj), evidence for the trading result trading = (Type, Evidence)
Output: Verification result Attested

1: if (Si, Bj) /∈ Pairs then
2: Quit
3: else

Verify Si/Bj’s signature σi/σj in Evidence.
4: if Ver(σi) = ⊥ then
5: Confiscate Si’s deposit γ; Attested=Si cheated.
6: if Ver(σj) = ⊥ then
7: Confiscate Bj’s deposit γ; Attested=Bj cheated.

8: if Type = Rev then
Verify Si’s transfer of cij.

9: if Trans f er(cij) = ⊥ then
10: Confiscate Si’s deposit γ; Ledger[Si] = Ledger[Si]− cij;

Ledger[Bj] = Ledger[Bj] + cij; Attested=Si paid no compensation.
11: else
12: Attested=Revocation completed.
13: f lag = RevAttested
14: else Type = Dev

Verify Si’s delivery and Bj’s payment.
15: if Deliverij = ⊥ then
16: Confiscate Si’s deposit γ; Attested=Si did not deliver the item.
17: if Paymentji = ⊥ then
18: Confiscate Bj’s deposit γ; Attested=Bj did not pay.

19: if Deliverij = > & Paymentji = > then
20: Ledger[Si] = Ledger[Si]− pij; Ledger[Bj] = Ledger[Bj] + pij;

Attested=Delivery completed.
21: f lag = DevAttested

4.2.2. Off-Chain Protocol

Here, we provide the details of the off-chain charging scheduling protocol and the
transaction revocation protocol. We eliminate the detailed channel creation and closure
processes for the sake of space here. We refer the readers to [37,41] for the precise protocols
for the creation and closure of the multi-party channel and two-party channel. The matching
protocol is conducted among all users in the multi-party channel to get the matching result,
where all winning sellers have enough energy to meet the charging requirements of buyers;
otherwise the sellers will lose in the charging scheduling. Then the winning users create
Tchl in pairs to perform the trade or negotiate to revoke the transaction.

(i) Charging Scheduling Protocol: The charging scheduling protocol in PAS contains
commitment [44], bidding, allocation [45], and result submission. The precise steps are
depicted in Figure 7, where the bidding information bi includes the bid, battery amount,
charging time, and location. As the focus of this paper is on revocation and there are
many works on charging scheduling, we ignore the details of the matching process. The
detailed privacy-preserving double auction process can be found in [43]. During each step,
if some user does not follow the protocol, the eccentric state will be submitted to the judge
contract through submit(). Then the process will be stopped, and the malicious user will
be punished by losing the deposit. If the matching result is submitted, it means that all
users agree on the trades and transactions. From now on, no winning user is allowed to
withdraw before accomplishing the trading or revocation; otherwise, they will lose all the
deposit as a punishment.
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Charging scheduling protocol
User Ui:

User Uj 6=i:
(1) Compute the bid commitment Ci = Com(bidi, ri)([44]).

Broadcast Ci.
(2) On receiving Ci, compute and broadcast Cj .

(3) If some user Uk does not broadcast the commitment Ck within the specified time, submit the state and stop.
(4) Else, encrypt bidi using the distributed ElGamal encryption and get the bidding information bi.

Broadcast bi.
(5) On receiving bi, encrypt bidj and broadcast bj .

(6) If Uk does not broadcast the bidding information bk within the specified time, submit the state and stop.
(7) Cast the trade matching according to McAfee auction in [45] to get the winners set Uw.
(8) Broadcast Uw and the winning seller-buyer pairs Pairs for consensus among all the users.
(9) If all users agree on the matching result, submit Uw and Pairs to the judge contract FJudge.

TABLE I
THE GAS COSTS AND MESSAGE COMPLEXITY WITH 110 USERS.

on-chain Tx Gas(a user/total) off-chain message
Create multiparty channel 110 58,618/6,447,980 0
Trade matching 0 0 4 ∗ 110
Close multiparty channel 110 54,724/6,019,640 0
Create two-party channel 2 58,618/117,236 0
Transaction revocation 0 0 3/6
Close two-party channel 2 54,724/109,448 0

Figure 7. The charging scheduling protocol.

(ii) Transaction Revocation Protocol: The transaction revocation protocol consists of
revocation request, revocation response, compensation payment, and evidence submission,
with each step depicted in Figure 8. If the seller Si has a problem delivering the auctioned
item and wants to revoke the transaction, it proposes to recall. First, Si computes a
reasonable compensation cij for the buyer Bj, which consists of two parts: utility loss and
cost offset, as follows:

cij = µ · (bidi − pij) + υ ·ω ·
tmatching

∆
,

where µ and υ are the evaluation factors for the utility of winning the auction and cost in
the matching process, and µ + υ = 1. The first term in the equation is the utility of seller i
obtained by executing the trading. We use the seller’s utility here to delegate the buyer’s,
as the compensation is computed by the seller who is ignorant of the buyer’s true bid. The
second term denotes the expected cost generated from the previous stage of computing
the allocation result, where ω is the expected unit cost of a user during the commitment,
bidding, and allocation processes in the matching, and tmatching represents the online time
for the buyer during the matching. Then, Si sends the revocation request including the
amount of compensation to Bj. On receiving the revocation request, the buyer Bj can decide
whether to agree with the revocation or not for his own sake. If Bj agrees to the revocation,
it sends an agreement message to Si and waits for the compensation payment. If the buyer
wants more compensation than Si has provided or insists on charging, it sends back a
disagreement message. In the first case of agreement, Si transfers the compensation to Bj in
the channel. The revocation is completed in one round. The evidence is packed and sent to
the smart contract for verification as Algorithm 1.

Trade matching protocol
User Ui:

User Uj ̸=i:
(1) Commit the bid using Pederson commitment and broadcast Ci.

On receiving Ci, broadcast Cj .
If some user Uk does not broadcast the commitment Ck within the specified time, submit the state and stop.
(2) Obfuscate the true bid value using distributed Laplacian perturbation

Encrypt the noisy bid using the modulo addition-based encryption and broadcast the bidding information bi.
On receiving bi, obfuscate the true bid value, encrypt

the noisy bid and broadcast the bidding information bj .
If some user Uk does not broadcast the bidding information bk within the specified time, submit the state and stop.
(3) Cast the trade matching according to the auction allocation in [9] and gain the winners set Uw and the winning
seller and buyer pairs Pairi(Si, Bi).
If any user found operating illegally during the matching, submit the state and stop; otherwise, submit the winning
seller and buyer pairs Pairi(Si, Bi).

Algorithm 2 Verification of Trade Matching
Input: Bidding information Enc(̂bi), Enc(voli), The number

of clusters ClusterNum, The acceptable price of buyer
valueB

Output: Group average bid b̂G, Group supply volume volG,
Valid price vp

1: function BidProcessing(Enc(̂bi), Enc(voli))
2: while j ⩽ ClusterNum do
3: while i ⩽ N and i ∈ Clusterj do
4: Ĝbj = Ĝbj + Enc(̂bi)
5: volGj = volGj + Enc(voli)
6: end while
7: b̂Gj =

Ĝbj
N

8: b̂G[j] = b̂Gj

9: volG[j] = volGj

10: end while
11: return b̂G[], volG[]
12: end function
13: function ValidPriceDetermine(̂bG[], volG[])
14: Resort b̂G[] in ascending order
15: Resort volG[] according to the new b̂G[]
16: for j = 1; j ++; j ⩽ ClusterNum do
17: if b̂G[j] ⩾ valueB then
18: vp = b̂G[j − 1]
19: Break
20: end if
21: end for
22: return vp
23: end function

and the third term is the expected cost generated from the
previous stage of computing the allocation result. Note
that every user has the probability of being choosed to
perform the computation in the allocation and verification
round.

Bid obfuscation: Calculate the obfuscated bid value
b̂i = bi+G1(N,λ)−G2(N,λ), where G1(N,λ) and G2(N,λ)
denote two random values independently drawn from the
same gamma distribution and N is the cluster size.

Bidding information encryption: Each noisy bid value

b̂i is then encrypted using the modulo addition-based
encryption: Enc(̂bi) = b̂i +Σl

j=1dki,indi[j](mod m), where
m is a large integer. And the supply volume is also
encrypted: Enc(voli) = voli+Σl

j=1dki,indi[j](mod m). The
dummy keys are needed to prevent the peer node from
retrieving b̂i and the volume voli information.

Broadcasting the bidding information: Sign the bidding
information with the ring signature scheme and broadcast
(Enc(̂bi), Enc(voli), sig).

Auction Allocation
After the bidding phase, any peer node can compute

the valid price using all the bidding information.
Bid Processing: The bidding information from N cluster

members are collected and decrypted to obtain the group
bid Ĝb = ΣN

i=1Enc(̂bi) and the group supply volume
volG = ΣN

i=1Enc(voli) respectively (Line 1-12). As dki,j =
−dkj,i, there is ΣN

i=1Σ
l
j=1dki,indi[j] = 0. So the Laplacian

noise is generated in a fully distributed way as is illustrated
in the bidding phase.

Ĝb = ΣN
i=1bi +ΣN

i=1(G1(N,λ)− G2(N,λ))

= ΣN
i=1bi + L(λ)

(2)

The group average bid is computed as b̂G = Ĝb
N . The

group volume is the addition of all menbers’ volume
volG = ΣN

i=1Enc(voli) = ΣN
i=1voli.

volG = ΣN
i=1Enc(voli)

= ΣN
i=1(voli +Σl

j=1dki,indi[j])

= ΣN
i=1(voli) + ΣN

i=1Σ
l
j=1(dki,indi[j])

= ΣN
i=1voli

(3)

Valid Price Determination: The valid price is computed
using the group average bids and group volumes. The
procedure is as shown in Algorithm 2 from Line 13 to
Line 22.

Fig. 6. The trade matching protocol.

Trade matching protocol
User Ui:

User Uj ̸=i:
(1) Commit the bid using Pederson commitment and broadcast Ci.

On receiving Ci, broadcast Cj .
If some user Uk does not broadcast the commitment Ck within the specified time, submit the state and stop.
(2) Obfuscate the true bid value using distributed Laplacian perturbation

Encrypt the noisy bid using the modulo addition-based encryption and broadcast the bidding information bi.
On receiving bi, obfuscate the true bid value, encrypt

the noisy bid and broadcast the bidding information bj .
If some user Uk does not broadcast the bidding information bk within the specified time, submit the state and stop.
(3) Cast the trade matching according to the auction allocation in [9] to gain the winners set Uw and the winning
seller and buyer pairs Pairi(Si, Bi). Broadcast the result for consensus among all the users.
If any user found acting maliciously during the matching, submit the state and stop; otherwise, if all users agree on
the matching result, submit the winning seller and buyer pairs Pairi(Si, Bi).

Ideal Functionality FL

Remove and return deposit
Let (v1, v2, . . . , vi, . . . , vn) donate the balance of the n users.
On receiving update(Ui, x)
(1) If x > 0, vi = vi + x
(2) If x < 0 and vi ⩾ −s, vi = vi + x
(3) Otherwise, return error() and stop.

auction process starts with receiving the bestresponse(k)
message from a party. Then all parties must submit a
commitment of their bids. After that, all parties must
submit the true bid that matches with the commitment
they sent before. Any party fails to submit in time or does
not submit the true bid will be eliminated from the double
auction process. With the commitment step, one party
cannot see the other parties’ bid prior to placing his or
her own bid, this satisfies the Input independence. When
one party fails to behave honestly, it will be eliminated
from the auction process and will not receive the deposit
back. A party can voluntarily abort an auction process
by sending a revoke() message and it will receive the
deposit back. Then, the auction can continue with the
remaining parties. Therefore, the functionality satisfies
the Robustness. Moreover, a malicious party cannot delay
the execution of the protocol for an arbitrary amount of
time, because after timeout, the execution still proceeds.
In the best case, when everyone behaves honestly and does
not terminate in the middle of the auction process, the
computation is processed within O(1) rounds, otherwise,
O(Δ) rounds. Thus, the Liveness is satisfied. In the end,
the state channel begins its termination procedure upon
receiving a close() message from a party. Next, it awaits
obtaining the close() messages from the remaining parties
within 1 + (|P| − 1)Δ rounds. If all the parties are
unanimous in closing the state channel, the functionality
returns the deposit back to all parties’ account. Otherwise,
the state channel remains open. As all parties have to send
the close() message to close the state channel, we achieve
the consensus on closing.
C. Protocol for PAS

1) Multi-party Channel based Trade Matching: Bid-
ding

Bid obfuscation: Calculate the obfuscated bid value
b̂i = bi+G1(N,λ)−G2(N,λ), where G1(N,λ) and G2(N,λ)
denote two random values independently drawn from the
same gamma distribution and N is the cluster size.

Bidding information encryption: Each noisy bid value
b̂i is then encrypted using the modulo addition-based
encryption: Enc(̂bi) = b̂i +Σl

j=1dki,indi[j](mod m), where
m is a large integer. And the supply volume is also
encrypted: Enc(voli) = voli+Σl

j=1dki,indi[j](mod m). The
dummy keys are needed to prevent the peer node from
retrieving b̂i and the volume voli information.

Broadcasting the bidding information: Sign the bidding
information with the ring signature scheme and broadcast
(Enc(̂bi), Enc(voli), sig).

Algorithm 1 Trade Matching
Input: Bidding information Enc(̂bi), Enc(voli), The number

of clusters ClusterNum, The acceptable price of buyer
valueB

Output: Group average bid b̂G, Group supply volume volG,
Valid price vp

1: function BidProcessing(Enc(̂bi), Enc(voli))
2: while j ⩽ ClusterNum do
3: while i ⩽ N and i ∈ Clusterj do
4: Ĝbj = Ĝbj + Enc(̂bi)
5: volGj = volGj + Enc(voli)
6: end while
7: b̂Gj =

Ĝbj
N

8: b̂G[j] = b̂Gj

9: volG[j] = volGj

10: end while
11: return b̂G[], volG[]
12: end function
13: function ValidPriceDetermine(̂bG[], volG[])
14: Resort b̂G[] in ascending order
15: Resort volG[] according to the new b̂G[]
16: for j = 1; j ++; j ⩽ ClusterNum do
17: if b̂G[j] ⩾ valueB then
18: vp = b̂G[j − 1]
19: Break
20: end if
21: end for
22: return vp
23: end function

Auction Allocation
After the bidding phase, any peer node can compute

the valid price using all the bidding information.
Bid Processing: The bidding information from N cluster

members are collected and decrypted to obtain the group
bid Ĝb = ΣN

i=1Enc(̂bi) and the group supply volume
volG = ΣN

i=1Enc(voli) respectively (Line 1-12). As dki,j =
−dkj,i, there is ΣN

i=1Σ
l
j=1dki,indi[j] = 0. So the Laplacian

noise is generated in a fully distributed way as is illustrated
in the bidding phase.

Ĝb = ΣN
i=1bi +ΣN

i=1(G1(N,λ)− G2(N,λ))

= ΣN
i=1bi + L(λ)

(1)

The group average bid is computed as b̂G = Ĝb
N . The
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WS . The procedure of washing out protocol is illustrated
in Figure 3.

(i) Winning sellers prove that his committed bid values
are indeed smaller than the valid price, i.e., bi < vp by
πi ← RP.P(σ,BidCommi, bi, ri).

(ii) The proofs are verified according to the on-chain
commitment. Bidders who can provide valid proofs,
RP.V(σ,BidCommi, πi) = 1, are the final winners. The
winners are saved to the set WS .

The buyer pays each winning seller by P per unit, which

is determined by the valid price P = vp. Each winning
seller receives payment = vp · voli by providing voli units
of data to the buyer.

D. Two-party Channel based Trade Revocation
In this part, we devise an effective hybrid consensus

protocol to efficiently reach consensus on the auction result
and enhance the security of the distributed data auction.
The detailed design of the consensus protocol consists of
the following three steps: witness selection, block genera-
tion by proposer and verification by validators. Figure 3
elaborates the optimized hybrid consensus procedure,
where the efficiency comes from efficient witness selection
by applying AVRF and parallel operations conducted by
different kinds of witnesses.

1) Verification by Validators: The auction solution,
once submitted, can be contested within a specified
amount of time by any user, while the selected result
verifiers start their computation and verification in parallel
with the proposer. Once the solution submitted, verifiers
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Transaction revocation protocol
Winning seller Si:

Winning buyer Bi:
(1) If there is a problem delivering the auctioned item, propose to recall. Compute the compensation for the buyer
Bi and send the revocation request to Bi.

(2) On receiving the revocation request, decide whether ternimating the trading or not.
If agreeing on the revocation, send an agreement to Si. Otherwise, send disagreement.

(3) On receiving the agreement from Bi, pay the compensation to Bi. Then pack the evidence and send to the
judge contract. If Bi disagrees with the revication, Si can choose to deliver the auctioned item or negotiate again
by raising the compensation.
Within the specified trading time, if no delivery or revocation is acomplished, both the seller and buyer are
punished by the judge contract. Otherwise, the channel can be closed on agreement of the seller and buyer and the
leftover deposit is returned.

Ideal Functionality FL

Remove and return deposit
Let (v1, v2, . . . , vi, . . . , vn) donate the balance of the n users.
On receiving update(Ui, x)
(1) If x > 0, vi = vi + x
(2) If x < 0 and vi ⩾ −s, vi = vi + x
(3) Otherwise, return error() and stop.

auction process starts with receiving the bestresponse(k)
message from a party. Then all parties must submit a
commitment of their bids. After that, all parties must
submit the true bid that matches with the commitment
they sent before. Any party fails to submit in time or does
not submit the true bid will be eliminated from the double
auction process. With the commitment step, one party
cannot see the other parties’ bid prior to placing his or
her own bid, this satisfies the Input independence. When
one party fails to behave honestly, it will be eliminated
from the auction process and will not receive the deposit
back. A party can voluntarily abort an auction process
by sending a revoke() message and it will receive the
deposit back. Then, the auction can continue with the
remaining parties. Therefore, the functionality satisfies
the Robustness. Moreover, a malicious party cannot delay
the execution of the protocol for an arbitrary amount of
time, because after timeout, the execution still proceeds.
In the best case, when everyone behaves honestly and does
not terminate in the middle of the auction process, the
computation is processed within O(1) rounds, otherwise,
O(Δ) rounds. Thus, the Liveness is satisfied. In the end,
the state channel begins its termination procedure upon
receiving a close() message from a party. Next, it awaits
obtaining the close() messages from the remaining parties
within 1 + (|P| − 1)Δ rounds. If all the parties are
unanimous in closing the state channel, the functionality
returns the deposit back to all parties’ account. Otherwise,
the state channel remains open. As all parties have to send
the close() message to close the state channel, we achieve
the consensus on closing.
C. Protocol for PAS

1) Multi-party Channel based Trade Matching: Bid-
ding

Bid obfuscation: Calculate the obfuscated bid value
b̂i = bi+G1(N,λ)−G2(N,λ), where G1(N,λ) and G2(N,λ)
denote two random values independently drawn from the
same gamma distribution and N is the cluster size.

Bidding information encryption: Each noisy bid value
b̂i is then encrypted using the modulo addition-based
encryption: Enc(̂bi) = b̂i +Σl

j=1dki,indi[j](mod m), where
m is a large integer. And the supply volume is also
encrypted: Enc(voli) = voli+Σl

j=1dki,indi[j](mod m). The
dummy keys are needed to prevent the peer node from
retrieving b̂i and the volume voli information.

Broadcasting the bidding information: Sign the bidding
information with the ring signature scheme and broadcast
(Enc(̂bi), Enc(voli), sig).

Algorithm 1 Trade Matching
Input: Bidding information Enc(̂bi), Enc(voli), The number

of clusters ClusterNum, The acceptable price of buyer
valueB

Output: Group average bid b̂G, Group supply volume volG,
Valid price vp

1: function BidProcessing(Enc(̂bi), Enc(voli))
2: while j ⩽ ClusterNum do
3: while i ⩽ N and i ∈ Clusterj do
4: Ĝbj = Ĝbj + Enc(̂bi)
5: volGj = volGj + Enc(voli)
6: end while
7: b̂Gj =

Ĝbj
N

8: b̂G[j] = b̂Gj

9: volG[j] = volGj

10: end while
11: return b̂G[], volG[]
12: end function
13: function ValidPriceDetermine(̂bG[], volG[])
14: Resort b̂G[] in ascending order
15: Resort volG[] according to the new b̂G[]
16: for j = 1; j ++; j ⩽ ClusterNum do
17: if b̂G[j] ⩾ valueB then
18: vp = b̂G[j − 1]
19: Break
20: end if
21: end for
22: return vp
23: end function

Auction Allocation
After the bidding phase, any peer node can compute

the valid price using all the bidding information.
Bid Processing: The bidding information from N cluster

members are collected and decrypted to obtain the group
bid Ĝb = ΣN

i=1Enc(̂bi) and the group supply volume
volG = ΣN

i=1Enc(voli) respectively (Line 1-12). As dki,j =
−dkj,i, there is ΣN

i=1Σ
l
j=1dki,indi[j] = 0. So the Laplacian

noise is generated in a fully distributed way as is illustrated
in the bidding phase.
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= ΣN
i=1bi + L(λ)

(1)

The group average bid is computed as b̂G = Ĝb
N . The

group volume is the addition of all menbers’ volume
volG = ΣN

i=1Enc(voli) = ΣN
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(ii) The proofs are verified according to the on-chain
commitment. Bidders who can provide valid proofs,
RP.V(σ,BidCommi, πi) = 1, are the final winners. The
winners are saved to the set WS .

The buyer pays each winning seller by P per unit, which
is determined by the valid price P = vp. Each winning
seller receives payment = vp · voli by providing voli units
of data to the buyer.

D. Two-party Channel based Trade Revocation
In this part, we devise an effective hybrid consensus

protocol to efficiently reach consensus on the auction result
and enhance the security of the distributed data auction.

The detailed design of the consensus protocol consists of
the following three steps: witness selection, block genera-
tion by proposer and verification by validators. Figure 3
elaborates the optimized hybrid consensus procedure,
where the efficiency comes from efficient witness selection
by applying AVRF and parallel operations conducted by
different kinds of witnesses.

1) Verification by Validators: The auction solution,
once submitted, can be contested within a specified
amount of time by any user, while the selected result
verifiers start their computation and verification in parallel
with the proposer. Once the solution submitted, verifiers
can vote for the solution on the beat. The smart contract
can efficiently test the validity of the solution by calculat-
ing the votes. Alternatively, if enough validators verify the
auction result, it is received as the final solution. Bidders
can perform the data trading.

The validators first check the validity of the proposer:
AVRFverify(x, y, π). Output 1 if y = H1(x, u) and π
verifies, and 0 otherwise. Then the validators conduct
two rounds of verifications: first, the result verifiers verify
the group bids sorting; second the proof verifiers ver-

Fig. 7. The transaction revocation protocol.

Transaction revocation protocol
Winning seller Si:

Winning buyer Bi:
(1) If there is a problem delivering the auctioned item, propose to recall:

Compute cij and send a revocation request Request = (R, cij , σ) to Bi.
(2) On receiving Request, decide whether ternimating the trading or not.

If agreeing on the revocation, send Agreement = (A, σ) to Si.
Otherwise, send Disagreement = (D,σ).

(3) On receiving Agreement from Bi:
Pay the compensation cij to Bi.
Pack the evidence and send to the judge contract.

(4) Else, if Bi disagrees with the revication, Si:
(i) Deliver the auctioned item ;
(ii) or, negotiate with Bi again by raising the compensation cij = cij + ζ.

(5) Within the specified trading time, if no delivery or revocation is acomplished:
Both the seller and buyer are punished to lose the deposit γ.

(6) Otherwise, the channel can be closed on agreement of both users and the leftover deposit is returned.

each party must be identical between the two worlds,
which will make E unable to perceive whether it is
interacting with the real world or the ideal one.

In specification of the off-chain protocol, the protocol
Submit is called as a sub-routine of the protocol Determine
best response. Hence, we first define a simulator for the
protocol Submit by proving the following lemma:

Lemma 1: Under the assumptions, we can construct a
simulator for the protocol Submit in the ideal world such
that the view of E remains the same in both the ideal
world and the (FJudge,FL)-hybrid world.

Proof: Let Ui be the party that calls the Submit()
protocol, we define S_Submit() as the simulator of the
protocol Submit(). If Ui is corrupted, upon Ui sends
state_submit(pr, v,G, proof) to FJudge

(1) S_Submit() waits for ∆ rounds. If pr = � then stop.
(2) Otherwise, S_Submit() waits for (|P|−2)∆ rounds
(3) If all parties Uj,i,r send state_submit

(pr, v,G, proof) to FJudge then instruct F_auction
to remove pr from P.

If Uj,i is corrupted, S_Submit() also updates its P in
the same round as the real world if FJudge updates P.

Since the protocol Submit() can potentially change the
internal state of the FJudge and the parties by removing
a party from P, the S_Submit() ensures that F_auction
also performs the same operation in the same round.
Hence, the view of both worlds are consistent.

Finally, we prove the following theorem:
Theorem 1: Under the assumptions, the proposed

off-chain protocol UC-realizes the ideal functionality
F_auction in the (FJudge , FL) -hybrid model.

Proof: We provide the description of S for each of the
functionalities as follows.

Open channel. Let Ui be the party that initiates the
request. We inspect the following cases:

• Ui is corrupted: Upon Ui sends create() to FJudge

(1) S waits for Δ rounds
(2) Then sends create() to F_auction to make sure that
F_auction receives create() in the same round as FJudge.
Then wait for 1 + (n − 1)Δ rounds
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Transaction revocation protocol
Winning seller Si:

Winning buyer Bj :
(1) If there is a problem delivering the auctioned item, propose to recall:

Compute cij and send a revocation request Request = (R, cij , σi) to Bj .
(2) On receiving Request, decide whether ternimating the trading or not.

If agreeing on the revocation, send Agreement = (A, σj) to Si.
Otherwise, send Disagreement = (D,σj).

(3) On receiving Agreement from Bj :
Pay the compensation cij to Bj .
Pack the evidence and send to the judge contract.

(4) Else, if Bj disagrees with the revication, Si:
(i) Deliver the auctioned item ;
(ii) or, negotiate with Bj again by raising the compensation cij = cij + ζ.

(5) Within the specified trading time, if no delivery or revocation is acomplished:
Both the seller and buyer are punished to lose the deposit γ.

(6) Otherwise, the channel can be closed on agreement of both users and the leftover deposit is returned.

receive the same message in the same round in both
worlds. Furthermore, in any round, the internal state of
each party must be identical between the two worlds,
which will make E unable to perceive whether it is
interacting with the real world or the ideal one.

In specification of the off-chain protocol, the protocol
Submit is called as a sub-routine of the protocol Determine
best response. Hence, we first define a simulator for the
protocol Submit by proving the following lemma:

Lemma 1: Under the assumptions, we can construct a
simulator for the protocol Submit in the ideal world such
that the view of E remains the same in both the ideal
world and the (FJudge,FL)-hybrid world.

Proof: Let Ui be the party that calls the Submit()
protocol, we define S_Submit() as the simulator of the
protocol Submit(). If Ui is corrupted, upon Ui sends

state_submit(pr, v,G, proof) to FJudge

(1) S_Submit() waits for ∆ rounds. If pr = � then stop.
(2) Otherwise, S_Submit() waits for (|P|−2)∆ rounds
(3) If all parties Uj,i,r send state_submit

(pr, v,G, proof) to FJudge then instruct F_auction
to remove pr from P.

If Uj,i is corrupted, S_Submit() also updates its P in
the same round as the real world if FJudge updates P.

Since the protocol Submit() can potentially change the
internal state of the FJudge and the parties by removing
a party from P, the S_Submit() ensures that F_auction
also performs the same operation in the same round.
Hence, the view of both worlds are consistent.

Finally, we prove the following theorem:
Theorem 1: Under the assumptions, the proposed

off-chain protocol UC-realizes the ideal functionality
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Transaction revocation protocol
Winning seller Si:

Winning buyer Bj :
(1) If there is a problem delivering the auctioned item, propose to recall:

Compute cij and send a revocation request Request = (Rr, cij , σi) to Bj .
(2) On receiving Request, decide whether ternimating the trading or not.

If agreeing on the revocation, send Response = (Ar, σj) to Si.
Otherwise, send Response = (Dr, σj).

(3) On receiving agreement Ar from Bj :
Pay the compensation cij to Bj .
Pack the evidence and send Trading = (Revoke,Request, Response) to the judge contract.

(4) Else, if Bj disagrees with the revication, Si:
(i) Negotiate with Bj again by raising the compensation cij = cij + ζ;
(ii) or, conduct the delivery and send Trading = (Delivery, Payment) to the judge contract.

(5) Within the specified trading time, if no delivery or revocation is acomplished:
Both the seller and buyer are punished to lose the deposit γ.

(6) Otherwise, the channel can be closed on agreement of both users and the leftover deposit is returned.

Open channel. Let Ui be the party that initiates the
request. We inspect the following cases:

• Ui is corrupted: Upon Ui sends create() to FJudge

(1) S waits for Δ rounds
(2) Then sends create() to F_auction to make sure that

F_auction receives create() in the same round as FJudge.
Then wait for 1 + (n − 1)Δ rounds

(3) if F_auction(channel ) = created then sends cre-
ated() to E on behalf of Ui.

• Uj,i is corrupted: Upon Ui sends create() to
F_auction

(1) S waits for Δ rounds
(2) If Uj sends create() to FJudge then S sends create()

to F_auction and wait for (n−2)Δ rounds
(3) if F_auction(channel ) = created then sends cre-

ated() to E on behalf of Uj

In all cases above, according to Figure 7, Ui or Uj will
output created() to E if F_auction(channel ) =created.
Hence, S also outputs created() in the same round.

Therefore, the environment E receives the same outputs
in the same round in both worlds.

Close channel. Let Ui be the party that initiates the
request. We inspect the following cases:

• Ui is corrupted: Upon Ui sends close() to FJudge

(1) if FJudge (f la�) = dispute then stop. Otherwise, S
waits for Δ rounds

(2) Then sends close() to F_auction to make sure that
F_auction receives close() in the same round as FJudge.
Then wait for 1 + (F_auction(|P|) − 1)Δ rounds

(3) Wait for another Δ round and check if
F_auction(channel ) = � then sends close() to E on behalf
of Ui.

Fig. 7. The transaction revocation protocol.

Transaction revocation protocol
Winning seller Si:

Winning buyer Bj :
(1) If there is a problem delivering the auctioned item, propose to recall:

Compute cij and send a revocation request Request = (Rr, cij , σi) to Bj .
(2) On receiving Request, decide whether ternimating the trading or not.

If agreeing on the revocation, send Response = (Ar, σj) to Si.
Otherwise, send Response = (Dr, σj).

(3) On receiving agreement Ar from Bj :
Pay the compensation cij to Bj .
Pack the evidence and send trading = (Rev,Request, Response) to the judge contract.

(4) Else, if Bj disagrees with the revication, Si:
(i) Negotiate with Bj again by raising the compensation cij = cij + ζ;
(ii) or, conduct the delivery and send trading = (Dev,Delivery, Payment) to the judge contract.

(5) Within the specified trading time, if no delivery or revocation is acomplished:
Both the seller and buyer are punished to lose the deposit γ.

(6) Otherwise, the channel can be closed on agreement of both users and the leftover deposit is returned.

Lemma 1: Under the assumptions, we can construct a
simulator for the protocol Submit() in the ideal world
such that the view of E remains the same in both the
ideal world and the (FJudge,FL)-hybrid world.

Proof: Let Ui be the user calling Submit(), we define
S_Submit() as the simulator of the protocol Submit().

- For matching result, if Ui is corrupted, upon Ui sending
Submit(matched(Uw, Pairs)) to FJudge

(1) S_Submit() waits for ∆ rounds. If V er(σi) = ⊥
then stop.

(2) Otherwise, S_Submit() waits for (n− 2)∆ rounds.
(3) If all users Uj ̸=i send Submit(matched(U ′

w, Pairs′))
to FJudge then instruct FPAS to accept (U ′

w, Pairs′) as
the result.

If Uj ̸=i is corrupted, S_Submit() accept (Uw, Pairs) as
the matching result in the same round as the real world.

- For trading result, if Ui is corrupted, upon Ui sending
Submit(trading(Rev,Evidence)) to FJudge

(1) S_Submit() waits for ∆ rounds. If V er(σi) = ⊥
then stop; else, verify the evidence Evidence and confirm
the revocation.

(2) Otherwise, if the other user Uj ̸=i send
Submit(trading(Dev,Evidence)) to FJudge then verify
the evidence and confirm the trading result.

If Uj ̸=i is corrupted, S_Submit() also confirm the result
in the same round as the real world.

Since the protocol Submit() can potentially change the
internal state of the FJudge, the S_Submit() ensures that
FPAS also accepts the same matching result and confirm
the same trading result in the same round. Hence, the
view of both worlds are consistent.

Finally, we prove that the proposed off-chain protocol

Figure 8. The transaction revocation protocol.
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In the case of a one-round negotiation, the successful rate of revocation is quite low
if the buyer disagrees. Otherwise, it is extremely inefficient if the negotiation continues
without limitation. To balance revocation efficiency and success ratio, we use two-round
negotiation in PAS, which is depicted in Figure 9. In the case of Bj’s disagreement, Si has
two normal choices. First, it can just choose to deliver the auctioned item and wait for Bj’s
payment to accomplish the trading using fair exchange protocol [46]. Second, it can choose
to negotiate with the buyer again by raising the amount of compensation cij = cij + ζ,
where ζ is the compensation increase that Si can accept to realize the revocation. In theory,
the negotiation between Si and Bj can keep going on until Bj agrees with the revocation.
But considering the time constraints and the cost of transaction revocation, PAS allows at
most two rounds of negotiation. If Bj still disagrees with the revocation in two rounds, Si
must deliver the auctioned item. If the transaction revocation is successfully conducted
in time, Si packs and sends all the evidence to the judge contract, which reinforces the
revocation verification by executing Algorithm 1. If the proofs are verified, the channel
can be closed on the agreement of both users and the remained deposit will be returned.
Otherwise, if some user violates the protocol, the deposit will be deducted and sent to the
other user for compensation. Note that seller aborting is not a choice when performing
the negotiation for two reasons. First, the seller is not near energy depletion and can not
perform the negotiation, as the winning seller in the matching has enough energy to charge
the buyer. Second, aborting will result in losing deposit γ, which is a severe loss that a
rational seller won’t choose.

BjSi

Round 2

Round 1

Blockchain

Request2=(R2,cij+ζ ,σi)

Transfer (cij+ζ)

Evidence=(Request, Response)

Verification

Response2=(A2/D2,σj)

Request1=(R1,cij,σi)

Transfer cij

Response1=(A1/D1,σj)

Response=(D1,σj)

Figure 9. The rounds of revocation negotiation.

5. Theoretical Analysis

As aforementioned, security and privacy are important concerns in the open energy
trading environment. We now prove that our proposed scheme is secure in the UC frame-
work. We use the definition of UC-security from [31] to prove the designed off-chain
protocol UC realizes the ideal functionality. We adopt the time consistency assumption
from [41] for both real and ideal worlds. To prove PAS is UC-secure, we need to prove
(1) the security of the on-chain and off-chain connection (Lemma 1); (2) the off-chain proto-
cols UC-realize FPAS (Theorem 1). In other words, we need to construct different simulators
S in the ideal world. The function Submit() is the on-chain and off-chain connection, as
it is called by both the charging scheduling protocol and transaction revocation protocol.
Hence, we first define S_Submit() as the simulator of Submit() to prove that the view of
environment E remains the same in both the ideal world and the (FJudge,FL)-hybrid world.

Lemma 1. We can define S_Submit() as the simulator of Submit() such that the view of any
environment E remains the same in both the ideal world and the (FJudge,FL)-hybrid world under
the time consistency assumption.
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Proof of Lemma 1. For matching results, if the user Ui calling Submit() is corrupted, on
Ui sending Submit(matched(Uw, Pairs)) to FJudge:

(1) S_Submit() waits ∆ rounds for other matching result submission. Then verify the
signature, if Ver(σi) = ⊥, stop.

(2) If Ver(σi) = >, S_Submit() waits (n− 2)∆ rounds for other matching result submis-
sion.

(3) If all other users Uj 6=i send Submit(matched(U′w, Pairs′)) to FJudge then instruct FPAS
to accept (U′w, Pairs′) as the matching result.

If Uj 6=i is corrupted, S_Submit() accept (Uw, Pairs) as the matching result in the same
round as the real world.

For trading result, if Ui is corrupted, on Ui sending Submit(trading(Rev, Evidence)) to
FJudge:

(1) S_Submit() waits ∆ rounds for other trading result submission. Then verify the
signature, if Ver(σi) = ⊥, stop; else, verify the evidence Evidence and confirm the
revocation.

(2) If the other user Uj 6=i send Submit(trading(Dev, Evidence)) to FJudge then verify the
evidence and confirm the trading result.

If Uj 6=i is corrupted, S_Submit() can still confirm the trading result in the same round
as the real world.

Since Submit() can change the on-chain state of FJudge, the S_Submit() ensures that
FPAS also accepts the same matching result and confirms the same trading result in the
same round. Thus, the views of the ideal world and the (FJudge,FL)-hybrid world are
consistent.

Theorem 1. The designed off-chain protocols UC-realize FPAS in the (FJudge,FL)-hybrid model
under the time consistency assumption.

Proof of Theorem 1. We define the simulator S for each functionality except the open
multi-party channel, which can be referred to in [41].

Open two-party channel. If the channel initiator Si is corrupted, on Si sending create()
to FJudge:

(1) S sends create() to FPAS to make sure that FPAS receives create() in the same round
as FJudge.

(2) Wait ∆ rounds for Bj.
(3) Send created() to E if FPAS(channel2) = created.

If Bj is corrupted, on Si sending create() to FPAS:

(1) S waits ∆ rounds for Bj.
(2) Send create() to FPAS if Bj sends create() to FJudge.
(3) Send created() to E if FPAS(channel2) = created.

In both cases, Si and Bj output created() to E if FPAS(channel2) = created, while S
outputs created() in the same round, i.e., E receives the same outputs in both worlds in the
same round.

Close multi-party channel. If the closure initiator Ui is corrupted, on Ui sending
close() to FJudge:

(1) S waits ∆ rounds if FPAS(channel2) = created. Otherwise, stop.
(2) Send close() to FPAS to make sure FPAS receives close() in the same round as FJudge,

then wait 1 + (n− 1)∆ rounds for Uj.
(3) Check if FPAS(channel1) = ⊥, send closed() to E on behalf of Ui.

If Uj 6=i is corrupted, on Ui sending close() to FPAS:

(1) S sends close() to FPAS.
(2) Wait (n− 2)∆ rounds for Uk.
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(3) Check if FPAS(channel1) = ⊥, send closed() to E on behalf of Uj.

The indistinguishability in the view of E between the two worlds holds in the same
manner.

Close two-party channel. If the closure initiator Si is corrupted, on Si sending close()
to FJudge:

(1) S sends close() to FPAS to make sure that FPAS receives close() in the same round as
FJudge.

(2) Wait ∆ rounds for Bj.
(3) Check if FPAS(channel2) = ⊥, send closed() to E on behalf of Ui.

If Bj is corrupted, on Si sending close() to FPAS:

(1) S sends close() to FPAS.
(2) Wait 1 round.
(3) If FPAS(channel2) = ⊥, send closed() to E on behalf of Bj.

E receives the same outputs in both worlds in the same round. The indistinguishability
holds.

Trade revocation. If Si is corrupted, on Si sending Request(R1, cij, σi):

(1) S sends Request(R1, cij, σi) to FPAS.
(2) If Bj sends Response(A1, σj), S sends Response(A1, σj) in the same round.
(3) Otherwise, if Bj sends Response(D1, σj) then S sends Response(A1, σj) to FPAS in the

same round.
(4) If Si executes Trans f er(), S sends the Trans f er() in the same round. Else, if Si executes

Request(R2, cij + ζ, σi), S sends Request(R2, cij + ζ, σi) in the same round.
(5) If Si executes Submit(Trading(type, Evidence)) to FJudge, S calls S_Submit(Trading

(type, Evidence)) to make sure that FPAS receives Trading(type, Evidence) in the same
round as FJudge.

If Bj is corrupted, on Si sending Request(R1, cij, σi) to FPAS:

(1) S forwards Request(R1, cij, σi) to FPAS.
(2) If Bj sends Response(A1, σj), S sends Response(A1, σj) to FPAS. Else, if Bj sends

Response(D1, σj), S sends Response(D1, σj) to FPAS.
(3) If Si executes Trans f er(), S sends Trans f er() to FPAS in the same round. If Si executes

Request(R2, cij + ζ, σi), S sends Request(R2, cij + ζ, σi) in the same round.
(4) If Si executes Submit(Trading(type, Evidence)), S calls S_Submit(Trading(type,

Evidence)) in the same round.
(5) If Bj sends Submit(Trading(type, Evidence)) to FJudge, S calls S_Submit(Trading(type,

Evidence)) in the same round.

Since the messages exchanged between any entities are the same in both worlds, the
view of E between the two worlds is indistinguishable, i.e., the indistinguishability holds.

Trade matching. Suppose Ui is the user computing the matching result. If Ui is
corrupted, on Ui broadcasting Ci to other users:

(1) S sends Ci to FPAS.
(2) If FPAS doesn’t receive all commitments, stop. Else if Ui executes Submit(), S calls

S_Submit() in the same round.
(3) If Ui broadcasts bi, S sends bi to FPAS; else, stop.
(4) If FPAS doesn’t receive all bids, stop. Else if Ui executes the Submit(), S calls

S_Submit() in the same round.

If Uj 6=i is corrupted, on Ui sending matching() to F auction:

(1) If Ui sends Ci to FPAS, S forwards Ci in the same round.
(2) If Uj broadcasts Cj, S sends Cj to FPAS; else, S executes S_Submit() to report Uj

refuses to broadcast and stop.
(3) If Ui sends bi to FPAS, S forwards bi to Uj in the same round; else, stop.
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(4) If Uj broadcasts bj, S sends bj to FPAS; else, S executes S_Submit() to report Uj refuses
bidding and stop.

(5) If Uj executes Submit(), S calls S_Submit() in the same round; else, stop.

All messages exchanged between any entities are exactly the same in both worlds, so
the indistinguishability holds.

6. Performance Analysis

In this section, we conduct an experimental analysis to evaluate the performance of
the proposed scheme. We implemented the logic procedure of PAS under our developed
framework based on Ethereum. The smart contract was written in Solidity 0.4.24. It is
developed in the Truffle framework and then deployed on a locally simulated network
Ganache. We used a laptop with 1.6 GHz Dual-Core Intel Core i5 CPU and 8 GB of memory.
In Ethereum, transaction fees are paid by the transaction sender to the miners. The fees
are calculated using “gas”, which is a crucial evaluation criterion when using blockchain
contracts. The gas consumption scheme is not suitable for UAV charging. We first test
the gas cost to deploy the PAS contract. Then gas consumption for trade matching and
trade revocation is evaluated and compared with the on-chain mechanism. Moreover, the
calculation amount and the interaction complexity are also important efficiency issues, as
UAVs are energy constrained. So we test the revocation latency, which reflects the intricacy
of the computation and interaction.

In our framework, the procedures of channel creation and closure, matching result
submission, and revocation verification will cause on-chain costs. The charging scheduling
and revoking negotiation are conducted off-chain for privacy preservation and on-chain
computation cost saving. We assume that, in the beginning, all users collect each other’s
public key. In addition, every user creates an Ethereum account. The gas amount needed
for a transaction is related to two factors—the amount of data and the computational effort.
We need to pay about 1,019,957 gas to deploy the judge contract. We implement all the
functionalities in a single smart contract. Our implementation goal is not to optimize
the deployment cost. To mitigate the deployment cost, the process could transfer every
functionality of the judge contract into an external library. In the following, we ignore the
deployment cost when assessing PAS.

For the experiments, we follow the setup of a numerical experiment consisting of
110 users in total, where 70 are buyers and 40 are sellers. All users accomplish the charging
scheduling in a multi-party state channel based on a secure double auction, while the
revocation or trading is conducted in a two-party state channel established by each pair of
winning users. If all users unanimously agree to create the multi-party state channel, each
user sends one transaction to the smart contract. In all, 110 on-chain transactions are issued,
which costs about 6,447,210 gas as shown in Table 1. To close the multi-party channel, there
are 110 more transactions that cost a little less. This is because the deposit is deducted from
each user’s account during the channel creation. The whole scheduling process is executed
off-chain, so no gas is consumed. For trading and revoking between the winning buyer and
seller, only two on-chain transactions are sent to create and close the two-party channel,
with each user consuming about 58,611 and 54,704 gas for creation and closure, respectively.
The revoking negotiation and trading are performed off-chain without any gas cost.

Table 1. The gas costs and message complexity with 110 users.

On-Chain Tx Gas (a User/Total) Off-Chain Message

Create multi-party channel 110 58,611/6,447,210 0
Charging scheduling 0 0 4× 110
Close multi-party channel 110 54,704/6,017,440 0
Create two-party channel 2 58,611/117,222 0
Transaction revocation 0 0 3/6
Close two-party channel 2 54,704/109,408 0
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To illustrate the scalability of PAS, we test the gas consumption with the increasing
numbers of users. Figure 10 shows the cumulative gas cost with different numbers of
users. We use the on-chain trade matching as the baseline, which is gas-consuming because
all computations are conducted by all miners on the chain. We can observe that the gas
cost for charging scheduling and revoking grows almost linearly with the user number if
there are no state channels. This is because each user sends on-chain transactions to the
Judge contract to commit and reveal the bid, request for revoking, and agree or disagree
with the revoking. On the contrary, the gas cost of PAS increases placidly for charging
scheduling with the user number rising. As the number of users increases, the additional
on-chain cost of PAS is just related to the multi-party channel creation and closure. It almost
keeps the same for revoking a transaction for each revocation is performed in different
channels. For charging scheduling, two more on-chain transactions are needed with a new
user joining to create or close the multi-party channel. As a result, the proposed protocol
reduces the amount of on-chain transactions and computations. PAS thus achieves cost
savings and scalability. To achieve secure attestation of the revocation, the revocation
verification is conducted on-chain by the Judge contract, where the cost differs according to
the trading type of delivery or revocation. The number of off-chain messages transferred
during transaction revocation varies with one-round and two-round negotiation according
to the designed two-round negotiation protocol. Table 1 summarizes the on-chain and
off-chain costs of PAS’ execution.
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Figure 10. The cumulative gas consumption with the number of users.

To better capture the performance of our system under transaction revocation, Figure 11
illustrates the end-to-end delay between the seller and buyer with one and two rounds
of revoking negotiation. Creating and closing the two-party channel would take about
206 ms and 177 ms, respectively. The end-to-end latency is dominated by the time it takes
to negotiate between the seller and the buyer off-chain. As can be seen from Figure 11a, the
latency increases if the buyer disagrees with the revoking in the first round. Because the
seller may proceed to the second round of negotiation by raising the compensation. The
average latency increases linearly with the number of users as more winning pairs may
propose to revoke with a rising number of users, as shown in Figure 11b. The designed
two-round negotiation protocol achieves an acceptable trade-off between efficiency and
success ratio of transaction revocation.
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Figure 11. The revocation latency. (a) Latency with different negotiation rounds. (b) Average latency
with the number of users.

In general, the implementation and experiments have demonstrated that the proposed
PAS is feasible and practical for UGVs-assisted UAV charging. Compared to the on-chain
method, our scheme achieves both computational efficiency and cost savings with a security
and fairness guarantee. Furthermore, as PAS induces a relatively small overhead, it is able
to support a large number of participating users, which is in accordance with the real-world
IoT application scenario.

7. Conclusions

To realize reliable revocation attestation with privacy preservation in blockchain-based
IoT applications, suitable for UGVs-assisted UAV charging, a trust-free scheme is proposed
by using hybrid state channels, combining reliable on-chain verification and attestation with
private and efficient off-chain computation. To address the issue of privacy leakage derived
from the transparency of the blockchain, different channels and distributed encryption
are adopted to realize lightweight privacy preservation. To overcome the unfairness in
transaction revocation, a fair negotiation and compensation protocol is proposed, where
users perform the revocation negotiation through a two-party state channel for efficiency
and privacy. The analyses prove the security properties of our design with both on-chain
and off-chain operations using the simulation-based UC framework. The experiments
conducted demonstrate the feasibility and practicality of our proposed scheme.
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