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Abstract: Traffic emissions serve as one of the most significant sources of atmospheric
PM2.5 pollution in developing countries, driven by the prevalence of aging vehicle fleets
and the inadequacy of regulatory frameworks to mitigate emissions effectively. This study
presents a Hybrid Population-Based Training (PBT)-ResNet framework for classifying
traffic-related PM2.5 levels into hazardous exposure (HE) and acceptable exposure (AE),
based on the World Health Organization (WHO) guidelines. The framework integrates
ResNet architectures (ResNet18, ResNet34, and ResNet50) with PBT-driven hyperparam-
eter optimization, using data from Open-Seneca sensors along the Nairobi Expressway,
combined with meteorological and traffic data. First, analysis showed that the PBT-tuned
ResNet34 was the most effective model, achieving a precision (0.988), recall (0.971), F1-
Score (0.979), Matthews Correlation Coefficient (MCC) of 0.904, Geometric Mean (G-Mean)
of 0.962, and Balanced Accuracy (BA) of 0.962, outperforming alternative models, including
ResNet18, ResNet34, and baseline approaches such as Feedforward Neural Networks
(FNN), Bidirectional Long Short-Term Memory (BiLSTM), Bidirectional Gated Recurrent
Unit (BiGRU), and Gene Expression Programming (GEP). Subsequent feature importance
analysis using a permutation-based strategy, along with SHAP analysis, revealed that hu-
midity and hourly traffic volume were the most influential features. The findings indicated
that medium to high humidity values were associated with an increased likelihood of HE,
while medium to high traffic volumes similarly contributed to the occurrence of HE.

Keywords: air quality; PM2.5; ResNet; population-based training

1. Introduction

Air pollution has emerged as a significant and complex challenge to both environ-
mental sustainability and public health, particularly in developing nations [1,2]. This
growing concern is largely driven by the rapid pace of industrialization and the accelerated
expansion of urban areas that have unfolded over the past several decades. The surge
in industrial activities, coupled with unregulated emissions from factories and energy
production, has significantly contributed to the release of harmful pollutants into the
atmosphere [3,4]. Similarly, rapid urban growth has led to increased traffic emissions,
construction dust, and energy demands, further exacerbating air quality deterioration in
these regions. Exposure to fine particulate matter (PM2.5) is a major global health concern.
According to the State of Global Air 2020 report, long-term exposure to PM2.5 pollution
was responsible for approximately 4.14 million deaths worldwide in 2019, accounting for
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62% of all premature deaths attributed to air pollution [5]. Furthermore, approximately
91% of the global population resides in regions where PM2.5 concentration exceeds the
recommended thresholds of 10-20 pg/m?.

Based on WHO guidelines for PM2.5 concentration, acceptable exposure refers to
particulate matter concentrations that fall within the safe thresholds defined to minimize
adverse health effects. Specifically, for a 24 h period, acceptable exposure is classified as
PM2.5 levels < 15 pg/ m3, which aligns with the WHO 2021 Air Quality Guidelines [6].
This range is considered to pose minimal health risks to the general population, including
vulnerable groups. In contrast, hazardous exposure applies to PM2.5 concentrations ex-
ceeding these thresholds (>15 pg/m?). Several studies have established a strong linkage
between PM2.5 exposure and an increased vulnerability to cardiovascular and respira-
tory disorders, along with a greater probability of premature mortality associated with
prolonged exposure. The Global Burden of Disease (GBD) study identifies PM2.5 as the
fifth leading mortality risk factor globally, attributing approximately 4.2 million premature
deaths per annum to its deleterious health effects [7].

The accelerated pace of development across numerous African nations has catalyzed
extensive urbanization and a precipitous increase in vehicular activity, consequently driv-
ing up energy consumption. This surge has exerted considerable pressure on ambient air
quality, particularly with respect to PM2.5 concentrations attributed to vehicular emissions.
Meteorological dynamics play a decisive role in modulating PM2.5 levels by regulating pro-
cesses such as atmospheric dispersion, dilution, and particulate deposition [8,9]. Research
has demonstrated that the relationship between PM2.5 and meteorological factors varies
spatially and seasonally. In regions like northern China, higher humidity is positively
correlated with PM2.5, while wind speed generally reduces PM2.5 levels. Temperature has
a negative correlation with PM2.5 in autumn, and a positive correlation in winter. Surface
pressure positively correlates with PM2.5 in some regions, particularly in autumn [10].

Previous investigations have demonstrated a substantial attribution of traffic-related
emissions to PM2.5 concentrations in certain developed metropolitan regions, with contribu-
tions quantified at 16% of the total PM2.5 burden in New York, 39.8% in Shanghai, and 26%
in Beijing [11]. However, there has been limited research focusing on traffic-related PM2.5
concentrations in developing countries. This study addresses a critical research gap by pre-
senting a novel framework for the classification and prediction of PM2.5 levels as healthy
or unhealthy, in accordance with WHO standards, using data collected from the Nairobi
Expressway in Kenya. The proposed Hybrid Population-Based Training (PBT)-ResNet
framework combines the advanced predictive capabilities of the ResNet architecture with
the adaptive hyperparameter optimization enabled by PBT. The PBT is an evolutionary
optimization technique that dynamically adjusts hyperparameters during training by uti-
lizing a population of models, enabling both exploration and exploitation for enhanced
performance [12,13]. To improve interpretability, the study utilizes permutation-based
feature importance [14,15] and SHAP summary plots [16,17] derived from the optimal
ResNet model. These methods illustrate the impacts of key factors, including traffic-specific
variables and meteorological conditions on PM2.5 levels. The findings provide important
insights into urban air quality patterns, supporting policymakers in developing strategies to
address pollution effectively. Figure 1 depicts the proposed hybrid PBT-ResNet framework.

The remaining paper is structured as follows: Section 2 reviews existing literature on
statistical, machine learning and deep learning strategies for PM2.5 prediction, showing
their strengths and limitations. Section 3 describes the study location in detail and provides
a theoretical overview of the hybrid PBT-ResNet framework, along with the performance
metrics used to evaluate different models. Section 4 analyzes the dataset, evaluates the
performance of various models, and presents a comparative analysis. This section also
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includes an interpretation of the optimal model. Finally, Section 5 concludes the study by
summarizing key findings with limitations and recommendations for future research.

Air Quality data from Nairobi Expressway
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Figure 1. Proposed Hybrid PBT-ResNet framework for the classification and prediction of PM2.5.

2. Related Work

The analysis of air quality in metropolitan landscapes has become a critical area of
study due to its significant impact on public health and ecological balance. Among airborne
pollutants, PM2.5 has gained particular attention because of its severe health risks, which
are especially pronounced in densely populated areas. Numerous predictive studies have
been developed to assess and forecast air quality trends with a specific focus on PM2.5
levels. Traditional statistical frameworks, such as Land Use Regression (LUR) [18,19], time
series models including Auto-Regressive Integrated Moving Average (ARIMA), seasonal
autoregressive integrated moving average (SARIMA) and FBProphet [20-22], and General-
ized Additive Models (GAMs) [23] have demonstrated efficacy in providing spatial and
short-term forecasts of PM2.5 levels across varied locales, including in the USA, Europe,
Africa, and Asia. Nevertheless, these models are predicated on stringent assumptions
regarding data characteristics, such as normality, linearity, homoscedasticity, and error
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independence. The violation of these assumptions frequently culminates in skewed or
imprecise predictions.

Conversely, machine learning and deep learning frameworks eschew the need for
rigid data distribution assumptions, rendering them inherently more versatile and adept at
encapsulating intricate data patterns and interdependencies [24]. This adaptability enables
these models to more effectively address the complexities and stochastic nature of real-
world datasets, which are often characterized by nonconformity to theoretical distributions,
noise, and idiosyncrasies. Advanced machine learning and deep learning algorithms such
as Recurrent Neural Networks (RNNs) [25], Convolutional Neural Networks (CNNs) [26],
Long Short-Term Memory (LSTM) [27,28], Extreme Gradient Boosting (XGBoost) [29,30]
and Random Forest (RF) [31], etc., have been extensively deployed to forecast PM2.5
levels, based on their reliable capability in predictive modeling. Table 1 below shows a
compilation of diverse studies focused on PM2.5 level estimation which employ a range of
strategies, encompassing statistical frameworks, machine learning paradigms, and deep
learning techniques.

Table 1. Overview of Global Studies on PM2.5 estimation.

Model Findings Region Ref.
Hybrid Regression Model Identified meteorological factors such as
(Combining Multiple Linear temperature and humidity as significant Beijing, China [32]
Regression and Time Series Analysis) predictors of PM2.5 concentrations.
Developed a spatio-temporal LUR
model for PM2.5, PM10, and NO2
concentrations and identified key
National Scale Land Use Regression predictors such as satellite-derived China [33]
(LUR) Model aerosol optical depth (AOD),
meteorological variables, and land use
factors, achieving high spatial and
temporal prediction accuracy
Spatial and temporal gaps were
Statistical, Machine learning and addressed via satellite-driven AOD Global [34]
Hybrid models products address in PM concentration
estimation
Estimated ground-level PM2.5 due to
Multiple Linear Regression wildfire smoke events using fire-related
(Site-Specific Statistical Model) variables (FRP, fire danger indices), and =~ Western United States [35]
smoke-related variables (AOD, smoke
plume perimeters)
Linear Mixed-Effect (LME) Model Addressed AOD data gaps using
. . MERRA-2 AOD and developed an LME .
and Geographically Weighted del led with GWR to estimat Madhya Pradesh, India [36]
Regression (GWR) model coupled wi  to estimate
PM2.5 concentrations
. . . Predicted PM2.5 concentrations in
Mltpleicar Rgreston ML) o oo s o o BUS0ess s Tt (7
Techniques District (CBD) in addition to GIS-based EHOK,
risk assessment
%fésuiiet Egg{giﬂ% 1::;?3? Assessment of correlation of PM2.5
pace, & ’ levels with precipitation, relative Dhaka, Bangladesh [38]

Reduced Error Pruning Tree, and
Random Tree

humidity, and temperature
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Table 1. Cont.
Model Findings Region Ref.
Geophysical Chemical Transport Broa-d con51s'ter.1cy in PM2.5
Models (CTMs), Interpolation conce.zntra.tlon predictions across. models,
Methods, Satellite-Derived Aerosol e:gtlé?nhlljgge;iedvelrse;)‘iie\t‘alfi(;;ilhihein
Optical Depth (AOD) Method, h T 5 d Y ¢ United States [39]
Bayesian Statistical Regression the western U.S. An average decrease o
: 1pg/ m?3 in PM2.5 concentrations was
Model, and Machine .
Learr{in Methods projected between 2011 and 2028 due to
& emission reduction regulations.
. . Analyzed the feature importance of
Extreme Gradient Boosting meteorological variables, revealing their . .
(XGBoost) and Fully Connected o . Hunan Province, China [40]
Neural Network (FCNN) significant influence on
PM2.5 concentrations.
Assessed PM2.5 concentrations with
Random Forest combined with spatiotemporal continuity, reduced
NASA’s GEOS-CF Chemical biases in GEOS-CF predictions, and Central China [41]
Transport Model (CTM) provided 1 km resolution forecasts with
minimal computational requirements
. Addressed spatiotemporal dependencies
Weighted Long Short-Term Memory and site density variations and showed  Beijing-Tianjin—Hebei
Neural Network Extended consistent superior performance across Region, China [42]
Model (WLSTME) perior p . gton,
all seasons and regions.
Estimated that PM2.5 concentrations
were higher in urban/industrial areas
Ran(i?eﬁiolgisjcr(el:fi)oing\s};}; port compared to suburban/rural areas and Malaysia [43]
& peaked during the dry season
(June-September)
Convolutional Neural Network Predicted PM2.5 concentrations at
(CNN) and Gated Recurrent Unit 25 stations with an index of agreement Seoul South Korea [44]
(GRU) with Geographical Polygon (IOA) of 0.82-0.89 and a Pearson !
Group Model correlation coefficient of 0.70-0.83.
Observed air quality improvements
across Europe during the study period,
Space-Time Extremely with further improvements during the Europe [45]

Randomized Trees

COVID-19 lockdown, except in specific
regions like the UK, Ireland, northern
France, and southern Italy.

To the best of our knowledge, existing models for PM2.5 estimation, including statisti-
cal, machine learning, and deep learning approaches, often exhibit certain limitations that
hinder their performance and applicability. Statistical models are effective for short-term
predictions and spatial analysis but rely on strict assumptions such as data normality,
linearity, and homoscedasticity. These assumptions are often violated in real-world sce-
narios, which leads to biased or imprecise results. Machine learning models are flexible
but require extensive hyperparameter tuning and may struggle to capture spatiotemporal
dependencies effectively. Deep learning models have superior ability to learn complex
patterns but are computationally expensive and lack interpretability.

Recognizing these shortcomings, we propose a hybrid PBT-ResNet framework, which
integrates the robust predictive capabilities of ResNet with the adaptive hyperparameter op-
timization of PBT. This hybrid approach addresses the computational inefficiency and lack
of adaptability seen in deep learning models by dynamically optimizing hyperparameters
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during training. Furthermore, ResNet’s layered architecture enables it to capture intricate
relationships in the data, while PBT ensures the model performs consistently across varying
datasets. By combining these strengths, our proposed model enhances prediction accuracy
and provides a scalable solution for PM2.5 estimation in diverse and complex scenarios.

3. Materials and Methods

Air quality data for this study was obtained from three strategic locations along the
Nairobi Expressway. The expressway is a 27 km (17-mile) dual six-lane carriageway de-
signed to provide efficient high-capacity transit, strategically linking Nairobi’s Central
Business District (CBD) with Jomo Kenyatta International Airport (JKIA). Starting at Mlo-
longo, the route follows Mombasa Road, continues along Uhuru Highway, and terminates
at James Gichuru Road on Waiyaki Way. Key infrastructure features include toll stations,
service lanes, and interchanges at major junctions. Serving daily commuters, airport travel-
ers, and freight transport, the expressway plays a vital role in reducing congestion in the
Nairobi metropolitan area.

3.1. Monitoring Site Details

To comprehensively assess air quality along the Nairobi Expressway, monitoring
sensors were strategically installed at three key locations, as shown in Figure 2. These sites
were selected to capture diverse traffic conditions, emission patterns, and meteorological
influences across the corridor. The sensors included Open-Seneca air quality monitoring
devices for measuring PM2.5, PM10, and gaseous pollutants such as NOx, SO,, and CO. In
addition, meteorological instruments were deployed to record temperature, humidity, and
wind speed, critical for understanding pollutant dispersion dynamics.
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Figure 2. Strategic Data Collection Sites Along the Nairobi Expressway.

3.1.1. Site 1: Westlands

Positioned near the western terminus of the expressway along Waiyaki Way, this
site lies within a mixed commercial and residential zone. It serves as a critical junction
connecting residential areas with commercial hubs. This location was chosen to analyze air
quality variations caused by commuter traffic. Air quality sensors were deployed to capture
localized emissions, focusing on changes in vehicular flow during peak and off-peak hours.
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3.1.2. Site 2: Bellevue

Situated near the city center along Uhuru Highway within Nairobi’s CBD, this site
combines residential and commercial land use. It was selected to evaluate the air quality
impact of mixed traffic, including private vehicles, buses, and motorcycles, in a densely
populated urban setting. Sensors were installed strategically to measure pollutants accu-
rately, considering high traffic volumes and the urban heat island effect prevalent in this
commercially vibrant region.

3.1.3. Site 3: Cabanas

Located near the eastern terminus of the expressway close to Mlolongo, this site repre-
sents a predominantly industrial and peri-urban area characterized by significant freight
activity. It was chosen to monitor emissions from heavy commercial vehicles entering
and exiting Nairobi and to evaluate their influence on nearby residential neighborhoods.
Sensors were installed at a roadside elevation to capture detailed vehicular emissions and
meteorological data, allowing the assessment of the impact of industrial traffic on local
air quality.

3.2. Hybrid PBT-ResNet Framework

The Hybrid PBT-ResNet framework is a novel approach that combines ResNet with
the adaptive hyperparameter optimization strength of PBT to classify PM2.5 concentrations.
ResNet is a well-established deep learning architecture known for its ability to capture com-
plex patterns through residual learning, making it particularly suited for high-dimensional
and non-linear problems [46,47]. The integration of PBT allows for the dynamic opti-
mization of critical hyperparameters during training, ensuring robust performance under
varying environmental and traffic conditions. It is pertinent to mention that in this study,
we evaluate three ResNet variants, ResNet18 [48], ResNet34 [49], and ResNet50 [50], to
analyze the predictive performance of the framework across models with varying levels of
complexity. This multi-scenario approach enables us to assess how model depth influences
accuracy and reliability, allowing for the identification of the optimal architecture for precise
PM2.5 levels classification. The working principle of hybrid PBT-ResNet framework is
as follows.

3.2.1. Data Preprocessing

Let the dataset is represented by D = {X, Y}, where X represents features including
meteorological and traffic data) and Y represents the PM2.5 levels. The input features are
normalized using Equation (1).

X—p
o

X' =

1)

where y is the mean and ¢ is the standard deviation. In addition, the numerical values of
PM2.5 levels are converted to categorical labels, in order to establish a binary classification
problem as shown by Equation (2). The data are then split into training (Dj,,;,) and test
(Drest) sets.

y_ )1 ifPM25Levels > 15 pg/m3 2
0 if PM25 Levels < 15 pg/m3

3.2.2. ResNet Model Initialization

The ResNet architecture with [ layers and residual connection is defined by Equation (3).

alx = Fllx + x 3)
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where FUIX is the transformation at layer  and HX is the output. Initialize weights W,
and biases b; for each layer I, using Xavier initialization [51]. Xavier initialization (Glorot
Initialization) is a popular method for initializing neural network weights. It ensures that
the weights are set such that the variance of inputs and outputs remains consistent across
layers, minimizing issues like vanishing or exploding gradients [52].

3.2.3. PBT Initialization

The initialization phase of PBT for ResNet involves configuring a population of ResNet
models, each with unique hyperparameter combinations specific to ResNet model archi-
tecture and training dynamics. These hyperparameters control both the structural design
of ResNet and its optimization process during training. Let the population P consist of n
ResNet models:

P ={M;(61), Ma(62),...,Mu(6s)} 4)

where M; denotes the i ResNet model and 6; are the model-specific hyperparameters.

3.2.4. Training with PBT

Train each model M; in the population for a predefined interval T, using the objective
function (cross-entropy loss) as illustrated by Equation (4). In this study, T is measured in
epochs and represents the number of complete passes through the training dataset during
a single training phase of the PBT process. The performance of each model is evaluated on
D, using the classification accuracy metric.

N
r(y,Y) = *%Z [Y;log(Y:) + (1 — Yi)log(1 — ¥;)] ®)
i=1

3.2.5. Hyperparameter Adaptation

The best model (Mopt) is selected based on classification accuracy. To achieve this,
the best models are cloned and fine-tune their hyperparameters slightly, and replace un-
derperforming models with new hyperparameter configurations sampled randomly or
through perturbation. The perturbation mechanism introduces small, controlled changes
to the hyperparameters of the cloned models, enabling the exploration of diverse configu-
rations while preserving the stability of the population. Key hyperparameters subjected to
perturbation include the optimizer, activation function, learning rate, and weight decay,
which are crucial for the performance and stability of the ResNet architecture.

3.2.6. Model Finalization

The best performing model (M*) in the population is identified after N iterations
based on validation classification accuracy. The best model is retained on the combined
training and validation set for optimal performance.

3.2.7. Prediction and Classification

The best-trained model is employed to predict PM2.5 labels for the testing dataset
(Dtest) as shown by Equation (6). Then, each instance is classified based on the WHO
guidelines as per Equation (2)

Y = Softmax (H[L] (X’)) (6)

3.3. Competitive Classification Models
3.3.1. Feedforward Neural Network (FNN)

The FNN is a widely used deep learning model for predicting PM2.5 levels due to
its ability to model non-linear relationships between input features and the target [53,54].



Atmosphere 2025, 16, 303

9 of 28

In the context of PM2.5 prediction, the FNN processes input data, such as meteorological
and traffic related factors, through interconnected layers of neurons. Each layer applies
transformations using weighted connections and activation functions to capture complex
patterns within the data. By using historical PM2.5 data along with relevant predictors, an
FNN can produce accurate forecasts of air quality, making it a valuable tool for pollution
monitoring and management efforts.

3.3.2. Gene Expression Programming (GEP)

GEP is a widely used evolutionary computation technique for predicting complex
phenomena, such as PM2.5 levels, due to its ability to model intricate non-linear relation-
ships between input variables and output [55]. GEP evolves populations of candidate
solutions through genetic operators like mutation, crossover, and selection, combining
the strengths of genetic algorithms and genetic programming. This flexible methodology
encodes mathematical models as chromosomes and decodes them into expression trees,
enabling the discovery of interpretable, highly accurate relationships. The adaptability
and efficiency of GEP make it a powerful tool for environmental modeling and air quality
prediction tasks.

3.3.3. Bidirectional Long Short-Term Memory (BiLSTM)

BiLSTM networks are designed to capture dependencies in sequential data by process-
ing information in both forward and reverse directions [56]. This bidirectional processing
allows BiLSTM to employ both past and future context, making it particularly effective for
PM2.5 forecasting tasks [57]. Through its gating mechanisms, which include input, forget,
and output gates, BILSTM can model long-term dependencies in air quality data without
suffering from vanishing gradient issues. The ability to consider sequences bidirectionally
enables BiLSTM to uncover intricate relationships between historical and future PM2.5
levels, ensuring accurate and reliable predictions.

3.3.4. Bidirectional Gated Recurrent Unit (BiGRU)

BiGRU networks utilize bidirectional processing to analyze sequences in both for-
ward and reverse directions, enhancing their ability to capture temporal dependencies in
PM2.5 forecasting [58]. BiGRU employs a simplified architecture compared to BiLSTM,
relying on update and reset gates to control the flow of information. This streamlined
structure reduces computational complexity while maintaining strong performance in
modeling sequential patterns. The bidirectional nature of BiGRU ensures that it effectively
captures both historical trends and future contexts, making it a powerful tool for air quality
prediction tasks.

3.4. Performance Measures

This study evaluates the performance of various classification models for PM2.5 clas-
sification using key metrics: precision, recall, F1-Score, Matthews Correlation Coefficient
(MCC), G-Mean, and Balanced Accuracy (BA). These metrics are derived from the confu-
sion matrix components: True Positives (TPs), False Positives (FPs), False Negatives (FNs),
and True Negatives (TNs). Precision measures the proportion of correctly identified HE
instances (TPs) out of all predicted HE cases (TPs + FPs), reflecting the model’s ability to
minimize FPs. Recall, on the other hand, evaluates the capability of the model to correctly
identify AE instances (TPs) among all actual AE occurrences (TPs + FNs), focusing on mini-
mizing FNs. The F1-Score combines precision and recall into a single metric by calculating
their harmonic mean, providing a balance between FPs and FNs. MCC is a robust metric
that evaluates the correlation between predicted and actual classifications, considering all
components of the confusion matrix (IPs, FPs, FNs, TNs). It is particularly effective for
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imbalanced datasets, as it provides a balanced evaluation. G-Mean assesses the balance
between sensitivity (recall) and specificity (the ability to correctly identify TNs), ensuring
consistent performance across both positive and negative classes. Finally, BA, which is the
average of class-specific recall rates, accounts for class imbalance by equally weighing the
performance of both classes. The mathematical formulations for these metrics are provided
in Equations (7)—(11).

Precision = TPTifPP 7)

Recall = 7TPZ—PFN 8)

G~ Mean = \/(TPZPFN> (FPZ—NTN> ©)
BA = % <TP1PPN + TNTJZFV FP) (10)

MCC — TP x TN — FP x FN an
/(TP + EP)(TP + EN)(IN + EP)(IN + EN)

4. Results and Discussion

In this study, data were collected at three strategically selected locations along the
Nairobi Expressway corridor, as discussed in Section 3.1, with monitoring conducted
daily for 12 h (06:00-18:00) over seven consecutive days. Observations were focused
on peak traffic periods to capture maximum vehicular emissions and their impact on
ambient air quality. To account for seasonal variability in PM2.5 levels, data were collected
during three distinct temporal windows: 23-29 August 2021 (dry season), 13-18 December
2021 (peak holiday season), and 21-27 March 2022 (post-holiday dry period). August
represents the dry season in the region, characterized by the absence of precipitation,
which intensifies dust suspension and amplifies PM2.5 levels. The peak holiday season is
marked by increased traffic volumes and their emissions, further exacerbating air quality
conditions. In contrast, the post-holiday dry period provides a window to assess typical
daily traffic patterns and ambient air quality under non-peak travel conditions. In addition
to pollutant concentration data, the study also recorded hourly traffic volumes (veh/h),
mean vehicle speed (km/h), and meteorological parameters, including relative humidity
(%), wind speed, and temperature (°C). Table 2 illustrates a sample of the data collected
along the expressway.

Table 2. Sample data from different locations along the Nairobi Expressway.

Date and Time PM2.5  Relative Humidity Hourly Traffic Volume Wind Speed  Temperature Mean Vehicle
(ug/m3) (%) (veh/h) (m/s) (@) Speed (km/h)
24/08/2.021 ©09:45 45.2 73 943 5.6 25.3 45.6
(Site 1)
26/08/2021 @1430  5¢ 5 46 1240 4.6 274 56.1
(Site 2)
15/12/2.021 @ 1500 50.1 35 1120 5.2 19.47 48.9
(Site 2)
17/12/2021 @12:40 33.8 42 980 5.8 20.47 58.3

(Site 3)
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Table 2. Cont.
. PM25  Relative Humidity Hourly Traffic Volume Wind Speed  Temperature Mean Vehicle
Date and Time 3 o s
(ug/m?>) (%) (veh/h) (m/s) Q) Speed (km/h)
23/03/2.022 @17:30 46.7 32 1300 5 244 46.3
(Site 1)
27/03/2.022 @10:25 38.3 28 1422 39 22.8 53.7
(Site 3)

Figure 3 illustrates the 12 h daily monitoring of PM2.5 concentrations across various
sites and time periods. For each site, there is a discernible pattern where PM2.5 levels tend
to peak during the early morning hours (06:00-09:00) and again during the late afternoon
to early evening hours (16:00-19:00). This trend shows possible links to rush-hour traffic
and human activity, as these time frames often coincide with increased vehicle emissions
and other pollutant sources. Moreover, the midday periods (10:00-15:00) generally show a
decline in PM2.5 levels across most sites.

12-hour Daily Monitoring at Site 1 from August 23 to 29, 2021
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12-hour Daily Monitoring at Site 3 from August 23 to 29, 2021
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12-hour Daily Monitoring at Site 1 from December 13 to 18, 2021
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12-hour Daily Monitoring at Site 3 from December 13 to 18, 2021
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12-hour Daily Monitoring at Site 1 from March 21 to 27, 2022
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Average PM2.5 (pg/m?)

Density

12-hour Daily Monitoring at Site 3 from March 21 to 27, 2022
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Figure 3. Observed PM2.5 (ug/m?) at various sites during different time periods along the Nairobi
Expressway: (a—c) measurements from Sites 1, 2, and 3 between 23 and 29 August 2021, (d-f)

measurements from Sites 1, 2, and 3 between 13 and 18 December 2021, and (g—i) measurements from
Sites 1, 2, and 3 between 21 and 27 March 2022.

In addition, the density plots of different parameters provide a clear depiction of the
distributions for various environmental and traffic parameters monitored along the study
corridor, as shown in Figure 4. The PM2.5 levels have a mean value of 26.05 pug/ m3 and
a median of 23.60 ug/ m3, with a standard deviation of 7.04 ng/ m3. The distribution is
wide, indicating occasional spikes likely influenced by traffic and weather conditions. The
humidity factor, with a mean of 34.79%, a median of 32.20%, and a standard deviation
of 11.97%, shows relative stability, with values mostly centered around the mean and
occasional increases. Hourly traffic volume exhibits significant variability, with an average
of 1531.70 veh/h, a median of 1381.00 veh/h, and a standard deviation of 520.38 veh/h.
The wind speed parameter, with a mean of 4.47 m/s, a median of 4.60 m/s, and a standard
deviation of 1.87 m/s, reflects generally consistent conditions with only occasional stronger
winds. The temperature averaging 26.89 °C with a median of 26.30 °C and a standard
deviation of 4.59 °C, displays a balanced distribution, indicating steady climatic conditions
during the study. Similarly, the average vehicle speed is 45.02 km/h, with a median of
47.30 km/h and a standard deviation of 9.72 km/h, showing that most vehicles maintained
speeds close to this value with some fluctuation.
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Figure 4. Cont.
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Distribution of Mean Vehicle Speed (km/h)
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Figure 4. Density plots of different Input Factors: (a) PM2.5 concentration, (b) relative humidity,
(c) hourly traffic volume, (d) wind speed, (e) temperature, and (f) mean vehicle speed.

4.1. Data Imbalance and SMOTE Application

In this study, the dataset was divided into training and testing sets using a 70:30 split. A
binary classification problem was framed to predict air quality classifications based on PM2.5
levels, following WHO guidelines. Instances with PM2.5 concentrations > 15 pg/ m3 were
classified as Class 1 (hazardous exposure, HE), while those with concentrations < 15 pg/ m3
were categorized as Class 0 (acceptable exposure, AE). The original dataset contained 2496 in-
stances, comprising 1996 HE instances (79.97%) and 500 AE instances (20.03%), as shown in
Figure 5a. This imbalance risked creating biased model predictions favoring the majority class.
The training set included 350 AE instances and 1397 HE instances, while the test set comprised
150 AE instances and 599 HE instances. To mitigate the imbalance in the training set, the
Synthetic Minority Oversampling Technique (SMOTE) was applied, yielding a balanced
dataset with 1397 instances in each class (50%), as illustrated in Figure 5b.

PM2.5 Distribution in Original Training Data PM2.5 Distribution in SMOTE-Treated Training Data

PM2.5 < 15 pg/m? PM2.5 < 15 pug/m?

20.03% DO0eE

79.97% 50.0%

PM2.5 = 15 pg/m®
PM2.5 = 15 pg/m’

(@) (b)

Figure 5. Comparison of PM2.5 class distribution before and after applying SMOTE treatment;
(a) class distribution in the original dataset; (b) class distribution in the SMOTE-treated dataset.

4.2. Hyperparameters Tuning via PBT

Hyperparameter tuning is crucial for achieving optimal performance in deep learning
models. In this study, PBT was employed as the optimization strategy to dynamically
adjust hyperparameters during training. PBT enables both exploration and exploitation of
the hyperparameter space, allowing ResNet models to adapt to varying data patterns and
improve accuracy. The key hyperparameters considered for tuning, along with their de-
scriptions, are summarized in Table 3. The hyperparameters were tuned within predefined
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ranges to suit the architectural and computational requirements of ResNet18, ResNet34,
and ResNet50, as detailed in Table 4.

Table 3. Description of ResNet Model Hyperparameters.

Hyperparameters Description
PBT enables the selection and evolution of optimizers throughout training, dynamically
Optimizer switching between algorithms such as Adam, SGD, or RMSprop. The choice of optimizer

influences the convergence speed and stability of the model.

Activation Function

Activation functions introduce non-linearity into the model, enabling it to learn complex
patterns. Commonly used activation functions in ResNet include ReLU, which mitigates the
vanishing gradient problem.

Learning Rate

The learning rate is a critical hyperparameter that controls the step size for weight updates
during back-propagation.

Weight Decay

Weight decay (L2 regularization) prevents overfitting by penalizing large weight magnitudes.

Table 4. Range of Hyperparameters for different ResNet models.

Hyperparameter Range
Optimizer Adam, SGD, RMSprop
Activation Function ReLU, Leaky ReLU, GELU
Learning Rate 0.0001-0.01
Weight Decay 0.0001-0.001

PBT tuning determined the optimal hyperparameters for ResNet18, ResNet34, and
ResNet50, as summarized in Table 5. For ResNet18, the tuning process identified the Adam
optimizer, the ReLU activation function, a learning rate of 0.001, and a weight decay of
0.0001, which align with its relatively shallow architecture and ability to focus on localized
feature extraction. For ResNet34, the SGD optimizer with momentum, the Leaky ReLU
activation function, a learning rate of 0.01, and a weight decay of 0.0001 were found to
be optimal, reflecting its deeper architecture and enhanced capacity to capture complex
patterns. For ResNet50, PBT tuning selected the RMSprop optimizer, the GELU activation
function, a learning rate of 0.0005, and a weight decay of 0.0005, which cater to the demands
of its substantial depth and high parameter count.

Table 5. Optimal hyperparameters for different ResNet models.

Hyperparameter ResNet18 ResNet34 ResNet50

Optimizer Adam SGD RMSprop
Activation Function ReLU Leaky ReLU GELU
Learning Rate 0.001 0.01 0.0005
Weight Decay 0.0001 0.0001 0.0005

Based on the optimal hyperparameters, the final training and validation curves for
ResNet18, ResNet34, ResNet50, FNN, BiLSTM, and BiGRU on SMOTE-treated data, as
shown in Figures 6-8, demonstrate varying convergence behaviors across the models.
For ResNet18 and ResNet34, the training and validation losses decrease steadily over
200 epochs, stabilizing at low values, indicating effective learning with minimal overfitting.
The training and validation accuracy curves approach high values, with ResNet34 achieving
slightly higher accuracy than ResNet18, reflecting its deeper architecture’s capacity to
extract more complex patterns. ResNet50 outperforms both, showing the lowest training
and validation losses and the highest accuracy exceeding 0.9, showing its effectiveness
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in handling more complex data due to its greater depth. The FNN and BiLSTM models
exhibit slower convergence compared to the ResNet architectures. While the training loss
decreases significantly in both, the validation loss stabilizes at relatively higher values,
indicating reduced generalization compared to ResNet models. The validation accuracy
for FNN remains lower than that of the ResNet models, while BILSTM shows improved
accuracy but still falls short of ResNet50. BIGRU demonstrates competitive performance,
with training and validation losses decreasing steadily and stabilizing at low values. The
validation accuracy for BIGRU surpasses that of FNN and BiLSTM, and approaches close

to ResNet50.
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Training and Validation Loss for BiGRU using SMOTE-Treated Data

Training and Validation Loss for BiLSTM using SMOTE-Treated Data
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Figure 6. Accuracy and loss vs. epochs: (a) ResNet18; (b) ResNet34; (c) ResNet50; (d) FNN; (e) BiGRU;

(f) BILSTM.
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Confusion Matrix for ResNet50 using SMOTE-Treated Data
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Confusion Matrix for GEP using SMOTE-Treated Data

ROC Curve for GEP using SMOTE-Treated Data

PR Curve for GEP using SMOTE-Treated Data
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Figure 7. (a) Confusion matrix for ResNet18; (b) ROC curve for ResNet18; (c) Precision—Recall Curve
for ResNet18; (d) confusion matrix for ResNet34; (e) ROC curve for ResNet34; (f) Precision-Recall
Curve for ResNet34; (g) confusion matrix for ResNet50; (h) ROC curve for ResNet50;
(i) Precision-Recall Curve for ResNe50; (j) confusion matrix for FNN; (k) ROC curve for FNN;
(1) Precision—Recall Curve for FNN; (m) confusion matrix for BiGRU; (n) ROC curve for BiGRU;
(o) Precision—-Recall Curve for BiGRU; (p) confusion matrix for BiLSTM; (q) ROC curve for BiLSTM;
(r) Precision—Recall Curve for BiLSTM; (s) confusion matrix for GEP; (t) ROC curve for GEP; and
(u) Precision—Recall Curve for GEP.
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Figure 8. ResNet34 model Interpretation; (a) permutation-based feature importance; (b) SHAP
summary plot.
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4.3. Performance Assessment of the Models

The performance of the proposed ResNet models and other competitive models in
classifying PM2.5 as either HE or AE is illustrated using the confusion matrix, Receiver
Operating Characteristic (ROC) curve, and Precision—Recall (PR) Curve in Figure 7.

4.3.1. Performance of ResNet18

The ResNet18 Variant 1 model demonstrates remarkable performance in classifying
HE and AE events using SMOTE-treated data. The confusion matrix, shown in Figure 7a,
indicates that the model correctly classified 583 HE cases and 140 AE cases, while only
misclassifying 14 HE cases as AE and 12 AE cases as HE. The ROC curve in Figure 7b
illustrates the model’s strong capability to distinguish between HE and AE, achieving
a high AUC of 0.97. Similarly, the PR curve in Figure 7c demonstrates an AP score of
0.99, reflecting the model’s effectiveness in maintaining a balance between precision and
recall. Table 6 presents detailed performance metrics for the ResNet18 Variant 1 model,
including a precision of 0.979, recall of 0.976, F1-score of 0.978, MCC of 0.893, G-Mean of
0.948, and BA of 0.948. These results establish ResNet18 Variant 1 as a reliable model for
HE and AE classification, providing accurate predictions with minimal errors across all
evaluation criteria.

Table 6. Performance Measures of different models in classifying PM2.5.

Model Precision Recall F1 Score MCC G-Mean BA
ResNet18 0.979 0.976 0.978 0.893 0.948 0.948
(Variant 1)

ResNet34 0.988 0.971 0.979 0.904 0.962 0.962
(Variant 2)
ResNet50 0.979 0.963 0.971 0.863 0.941 0.942
(Variant 3)

FNN 0911 0.894 0.902 0.538 0.767 0.776
(baseline)

BiGRU 0.971 0.978 0.975 0.875 0.932 0.933
(Baseline)

BiLSTM 0.961 0.969 0.965 0.828 0.907 0.909
(Baseline)
GEP
. 0.910 0.5779 0.707 0.284 0.669 0.677
(Baseline)

4.3.2. Performance of ResNet34

ResNet34 Variant 2 demonstrates its effectiveness in classifying HE and AE events
when applied to SMOTE-treated data. The confusion matrix in Figure 7d indicates that
the model correctly identified 580 HE cases and 140 AE cases, with only 17 HE cases
misclassified as AE and 12 AE cases misclassified as HE. The ROC curve in Figure 7e
achieves an AUC of 0.96, indicating a strong ability to distinguish between the two classes.
In addition, the PR curve in Figure 7f shows an AP score of 0.98, reflecting its capability to
maintain precision and recall across different thresholds. Similarly, as shown in Table 6,
ResNet34 Variant 2 achieves a precision of 0.988, recall of 0.971, F1-score of 0.979, MCC
of 0.904, G-Mean of 0.962, and a BA of 0.962. Compared to ResNet18 Variant 1, ResNet34
Variant 2 provides improved precision and an improved Fl-score, reducing FPs more
effectively. However, ResNet18 outperforms slightly in recall and G-Mean, indicating better
sensitivity to AE classifications. Both models achieve high performance, with ResNet34
excelling in precision and F1-score, while ResNet18 demonstrates slightly better recall and
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sensitivity. These distinctions may guide the selection of a model depending on the specific
application requirements.

4.3.3. Performance of ResNet50

ResNet50 Variant 3 achieves competitive performance in classifying HE and AE events
with SMOTE-treated data. Figure 7g reveals the confusion matrix, where the model correctly
identified 575 HE cases and 140 AE cases, while misclassifying 22 HE cases as AE and
12 AE cases as HE. The ROC curve in Figure 7h shows an AUC of 0.96, showing an effective
differentiation between the two classes. Furthermore, the PR curve in Figure 7i achieves
an AP score of 0.99, reflecting its strong handling of precision and recall trade-offs across
varying thresholds. As detailed in Table 6, the ResNet50 Variant 3 model attains a precision
of 0.979, recall of 0.963, F1-score of 0.971, MCC of 0.863, G-Mean of 0.941, and a BA of 0.942.
In comparison with ResNet34 Variant 2, ResNet50 demonstrates slightly lower recall and
G-Mean but achieves a comparable F1-score and MCC, indicating consistent performance
in classification tasks. While ResNet34 performs slightly better in detecting AE events,
ResNet50 achieves balanced precision and recall, minimizing FPs effectively.

4.3.4. Performance of FNN

The FNN model, serving as a baseline for classifying HE and AE events, shows
reasonable performance on SMOTE-treated data. Figure 7j provides the confusion matrix,
showing that the model correctly classified 534 HE cases and 100 AE cases, but with a
notable number of errors, including 63 HE cases misclassified as AE and 52 AE cases
misclassified as HE. The ROC curve in Figure 7k reports an AUC of 0.90, reflecting its
ability to distinguish between the two classes, though this value is lower than that achieved
by the ResNet models. The PR curve in Figure 71 achieves an AP score of 0.97, reflecting
a strong balance between precision and recall. Table 6 outlines the performance metrics
for the FNN, including a precision of 0.911, recall of 0.894, F1-score of 0.902, MCC of 0.538,
G-Mean of 0.767, and BA of 0.776. Compared to ResNet architectures, the FNN model
performs less effectively, particularly in terms of MCC and G-Mean, illustrating its reduced
ability to classify AE events accurately. The higher number of FNs (52, compared to 12 for
ResNet18 and 7 for ResNet34) further indicates its limitations in sensitivity.

4.3.5. Performance of BiGRU

The BiGRU model also exhibits better performance in classifying HE and AE events
using SMOTE-treated data, achieving competitive results compared to ResNet variants.
The confusion matrix, shown in Figure 7m, indicates that BIGRU correctly classified 584 HE
cases and 135 AE cases, while misclassifying 13 HE cases as AE and 17 AE cases as HE. The
ROC curve in Figure 7n reports an AUC of 0.97, matching ResNet18 and outperforming
ResNet34 (0.96) and ResNet50 (0.96). The PR curve in Figure 70 achieves an AP score of
0.99, aligning with ResNet50 and exceeding ResNet18 (0.89) and ResNet34 (0.98).

From Table 6, BiGRU achieves a precision of 0.971, recall of 0.978, F1-score of 0.975,
MCC of 0.875, G-Mean of 0.932, and a BA of 0.933. Compared to ResNet18, BIGRU achieves
a slightly lower precision (0.971 vs. 0.979) but a higher recall (0.978 vs. 0.976), resulting in
comparable Fl-scores (0.975 vs. 0.978). BiGRU also has a marginally lower MCC (0.875
vs. 0.893) and G-Mean (0.932 vs. 0.948). Against ResNet34, BiGRU outperforms in recall
(0.978 vs. 0.971) but trails in precision (0.971 vs. 0.988) and MCC (0.875 vs. 0.904), while
their Fl1-scores remain similar. When compared to ResNet50, BiGRU achieves matching
AP (0.99) and recall (0.978 vs. 0.963) but falls slightly behind in precision (0.971 vs. 0.979),
F1-score (0.975 vs. 0.971), MCC (0.875 vs. 0.904), and BA (0.933 vs. 0.942).
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4.3.6. Performance of BILSTM

The BiLSTM model delivers effective performance in classifying HE and AE events
using SMOTE-treated data, as shown in Figure 7p-r. The confusion matrix in Figure 7p
shows that the model accurately identified 579 HE cases and 129 AE cases, while misclas-
sifying 18 HE cases as AE and 23 AE cases as HE. The ROC curve in Figure 7q achieves
an AUC of 0.97, aligning with ResNet18, ResNet34, ResNet50, and BiGRU, indicating its
strong capability to separate the two classes. The PR curve in Figure 7r achieves an AP
score of 0.99, matching the performance of BIGRU and ResNet50, and surpassing ResNet18
(0.89) and ResNet34 (0.98). Table 6 provides detailed performance metrics for BiLSTM,
which include a precision of 0.961, recall of 0.969, F1-score of 0.965, MCC of 0.828, G-Mean
of 0.907, and BA of 0.909. When compared to ResNet18, BiLSTM falls short in precision
(0.961 vs. 0.979) and Fl-score (0.965 vs. 0.978), but achieves comparable recall (0.969 vs.
0.976). Against ResNet34, BILSTM achieves similar recall (0.969 vs. 0.971) but is slightly
behind in precision (0.961 vs. 0.988) and F1-score (0.965 vs. 0.979). ResNet50 continues to
lead overall, outperforming BiLSTM in precision (0.979 vs. 0.961), recall (0.963 vs. 0.969),
and Fl-score (0.971 vs. 0.965). BiGRU, however, achieves better metrics across all categories
compared to BiLSTM, including precision (0.971 vs. 0.961), recall (0.978 vs. 0.969), and
F1-score (0.975 vs. 0.965).

4.3.7. Performance of GEP

The GEP model exhibits limited performance in classifying HE and AE events using
SMOTE-treated data. The confusion matrix in Figure 7s shows that GEP correctly classified
345 HE cases and 118 AE cases, while misclassifying 252 HE cases as AE and 34 AE cases
as HE. The ROC curve in Figure 7t reports an AUC of 0.74, indicating a weaker ability to
differentiate between the two classes compared to other models. The PR curve in Figure 7u
achieves an AP score of 0.92, reflecting reasonable precision-recall performance but still
lagging behind more advanced architectures. Table 6 shows the GEP model’s performance
metrics, which include a precision of 0.910, recall of 0.578, F1-score of 0.707, MCC of 0.284,
G-Mean of 0.669, and BA of 0.677. These results make GEP the weakest model among those
evaluated. In comparison to FNN, GEP achieves higher precision (0.910 vs. 0.911) but
falls significantly short in recall (0.578 vs. 0.894), leading to a much lower Fl-score (0.707
vs. 0.902). Similarly, when compared to BiGRU and ResNet models, metrics of GEP are
markedly inferior, with ResNet50 achieving precision, recall, and BA values consistently
exceeding 0.94. The GEP model’s high FP count (252) heavily impacts its precision, while
its moderate FN count (34) limits its recall.

4.4. Interpretation of Optimal ResNet34 Model

The feature importance analysis for the optimal ResNet34 model shows the factors in-
fluencing PM2.5 classification, as illustrated in Figure 8a,b. According to the permutation
importance analysis in Figure 8a, the top contributing factor is relative humidity, followed by
Hourly Traffic Volume, Wind Speed, Temperature, and Mean Vehicle Speed. The high permu-
tation importance of relative humidity indicates its significant role in the model’s predictions,
where changes in this feature have a considerable impact on classification outcomes.

The SHAP summary plot in Figure 8b provides valuable insights into the direction
and magnitude of each feature’s impact on the output of the ResNet34 model. The relative
humidity significantly influences PM2.5, with medium to high humidity levels (depicted by
red and purple points) positively affecting the likelihood of HE events. This phenomenon
occurs due to the hygroscopic behavior of particles, where increased moisture in humid
conditions promotes particle growth and aggregation, making them more prominent in
the environment. Conversely, lower humidity levels (blue points) inhibit particle growth,
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which is consistent with a higher probability of AE events. The hourly traffic volume
is identified as another critical factor influencing the prediction of the ResNet34 model.
Higher traffic volumes (red points) are strongly associated with an increased likelihood
of HE events, likely resulting from elevated emissions caused by idling or slow-moving
vehicles during traffic congestion. These results show the localized impact of traffic density
on air quality along the Nairobi Expressway corridor, where vehicle congestion contributes
significantly to PM2.5 concentration.

The other features, including wind speed and temperature, display moderate contri-
butions to the ResNet34 outcomes. Higher wind speeds are linked to a greater likelihood
of HE events, potentially due to the dispersion or transport of particles into the detection
area. Conversely, lower temperatures are associated with an increased probability of HE
events, which may be attributed to reduced atmospheric mixing or enhanced condensation
of particles at cooler temperatures. The mean vehicle speed exhibits the lowest importance
among the analyzed features.

5. Conclusions and Recommendation

This study introduces a Hybrid Population-Based Training (PBT)-ResNet framework
to classify PM2.5 levels as HE and AE based on WHO guidelines, using SMOTE-treated
data from the Nairobi Expressway. The PBT-driven ResNet34 model emerged as the optimal
classifier, achieving a precision of 98.8%, recall of 97.1%, F1-score of 97.9%, MCC of 0.904,
G-Mean of 0.962, and Balanced Accuracy of 96.2%. These results outperform ResNet18,
ResNet50, and baseline models such as FNN, BiGRU, BiLSTM, and GEP, demonstrating
the effectiveness of the ResNet34 architecture for PM2.5 classification.

Feature importance analysis, using permutation methods and SHAP analysis, identi-
fied relative humidity and hourly traffic volume as the most significant factors influencing
PM2.5 classifications. SHAP analysis revealed that higher humidity values substantially
increase the likelihood of HE, while lower humidity values are associated with AE oc-
currences. Similarly, higher traffic volumes were strongly correlated with HE events,
emphasizing the role of vehicular emissions in elevated PM2.5 levels.

This study demonstrates the potential of combining deep learning architectures, such
as ResNet34, with adaptive hyperparameter optimization techniques for environmental
monitoring. The integration of interpretability tools including SHAP analysis and permuta-
tion importance provides actionable insights into how meteorological and traffic-related
factors influence PM2.5 levels. Policymakers can use these findings to design targeted
interventions aimed at mitigating air pollution in regions with high vehicular emissions.

Limitations of Study and Future Recommendation

The scope of this study is limited to data collected from three strategic locations along
the Nairobi Expressway, which may restrict the generalization of the findings to other urban
regions with differing traffic patterns and environmental conditions. Future studies should
extend the spatial coverage by deploying additional monitoring stations in diverse urban
settings to improve the applicability of proposed framework across varied environments.
Similarly, the analysis primarily focuses on a limited set of meteorological parameters.
Other potentially significant parameters such as atmospheric pressure and precipitation
in addition to temporal dynamics, such as seasonal variations and time-of-day effects
could impact the robustness of the predictions. Incorporating additional meteorological
parameters can enhance the predictive accuracy of the framework.
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