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Abstract: The need for accurate 3D spatial information is growing rapidly in many of today’s key
industries, such as precision agriculture, emergency management, infrastructure monitoring, and
defense. Unmanned aerial vehicles (UAVs) equipped with global navigation satellite systems/inertial
navigation systems (GNSS/INS) and consumer-grade digital imaging sensors are capable of providing
accurate 3D spatial information at a relatively low cost. However, with the use of consumer-grade
sensors, system calibration is critical for accurate 3D reconstruction. In this study, ‘consumer-grade’
refers to cameras that require system calibration by the user instead of by the manufacturer or other
high-end laboratory settings, as well as relatively low-cost GNSS/INS units. In addition to classical
spatial system calibration, many consumer-grade sensors also need temporal calibration for accurate
3D reconstruction. This study examines the accuracy impact of time delay in the synchronization
between the GNSS/INS unit and cameras on-board UAV-based mapping systems. After reviewing
existing strategies, this study presents two approaches (direct and indirect) to correct for time delay
between GNSS/INS recorded event markers and actual time of image exposure. Our results show that
both approaches are capable of handling and correcting this time delay, with the direct approach being
more rigorous. When a time delay exists and the direct or indirect approach is applied, horizontal
accuracy of 1–3 times the ground sampling distance (GSD) can be achieved without either the use of
any ground control points (GCPs) or adjusting the original GNSS/INS trajectory information.

Keywords: time synchronization; unmanned aerial vehicles (UAVs), system calibration; GNSS/INS-
assisted mapping; bundle adjustment

1. Introduction

There is an increasing use of unmanned aerial vehicle (UAV)-based, global navigation satellite
systems/inertial navigation systems (GNSS/INS)-assisted imaging systems among industries such as
precision agriculture, infrastructure monitoring, emergency management, and defense. In particular,
UAV imaging systems used in precision agriculture have a variety of applications, such as monitoring
crops, estimating crop yield and best crop placement, and improving land cover classification. Use of
UAVs in agricultural applications has expanded rapidly in recent years due to their relatively low cost
and improved spatial and temporal resolution when compared to traditional satellite and manned
aircraft imagery [1]. In addition, it is possible to equip UAVs with a variety of imaging sensors.
These factors have increased the effectiveness of UAVs as a tool for precision agriculture and crop
monitoring [2–8]. Additionally, RGB frame imagery can be useful for automating hyperspectral data
orthorectification processes, allowing prediction of biomass and other phenotypic factors [9]. Thermal
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imagery has been used to estimate soil moisture, monitor evapotranspiration, and improve land
cover classification [10–14]. Remotely sensed imagery has proven its usefulness in a wide range
of agricultural environments. For many of these applications, remotely sensed imagery must be
geo-referenced accurately. Proper system calibration is vital to providing accurate and actionable data
for these applications.

System calibration of a UAV-based, GNSS/INS-assisted imaging system deals with both spatial
and temporal aspects. Spatial system calibration aims at estimating both the internal characteristics of
the camera, known as camera calibration, as well as system mounting parameters. Such parameters
include principal point coordinates, principal distance, and distortion parameters for the internal
camera characteristics and lever arm components, and boresight angles for the integration between
GNSS/INS and multiple imaging sensors. The methodology behind camera calibration, either completed
by manufactures in a laboratory setting or in a bundle adjustment with self-calibration, is well
known [15–18]. In recent years, system calibration has become a focus of study. Describing the
differences between the position and orientation of the GNSS/INS body frame and camera frames,
lever arm components, and boresight angles, is key to system calibration. Lever arm and boresight
calibration processes have also been well established by several research groups. Li et al. [19] worked
on boresight calibration of both a mobile and UAV light detection and ranging (LiDAR) system using
strip adjustment, while Habib et al. [20] completed rigorous boresight calibration for a UAV platform
with a hyperspectral scanner equipped with GNSS/INS. Costa and Mitishita [21] focused on integrating
photogrammetric and LiDAR datasets to improve sensor orientation information. However, even with
accurate mounting parameters, precise time tagging between the imaging sensor and GNSS/INS unit
is essential for accurate derivation of 3D spatial information. For consumer-grade systems, a time
delay between image exposure and the corresponding GNSS/INS event recording might exist, and 3D
spatial accuracy will be greatly reduced if this time delay is not taken into account. Throughout this
manuscript, we will refer to the term “event marker,” which is used to indicate the time of exposure
based on feedback signals received by the GNSS/INS unit from the camera. When time synchronization
is not addressed and a time delay between the mid-exposure and GNSS/INS event marker exists,
inaccuracies occur. As an example, an orthophoto generated using estimated system calibration
parameters which did not include any time delay compensation, shown in Figure 1a, and the same
orthophoto generated when the time delay was accounted for using the direct approach, which will
be presented later in this paper, is shown in Figure 1b. In the highlighted area in Figure 1a, there are
significant misalignments in the generated orthophoto. However, after time delay was compensated
for within the bundle adjustment process, shown in Figure 1b, the generated orthophoto shows a
smooth alignment in the same highlighted area as Figure 1a.
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Figure 1. (a) Orthophoto generated while ignoring the time delay during calibration. (b) Orthophoto
generated with time delay accounted for during calibration.

In addition to proper system calibration, the geo-referencing technique used in the system
parameter estimation process is also important for providing accurate 3D information. There are a
variety of techniques used for geo-referencing, which depend greatly on the application purpose,
availability of resources, and accuracy requirements of the project. Direct and indirect geo-referencing
are two main techniques used. Indirect geo-referencing uses aerial triangulation with the help of ground
control points (GCPs) to accurately estimate system parameters. Indirect geo-referencing produces high
accuracy, but is costly and time-consuming because of the need for GCPs in the triangulation [22,23].
On the other hand, direct geo-referencing uses a simple intersection adjustment and eliminates the need
for GCPs, but can also reduce the overall accuracy of the system calibration. Several recent studies have
focused on direct geo-referencing and the reduction or elimination of GCPs [24–26]. The accuracy of
direct geo-referencing depends greatly on the onboard GNSS/INS unit and its integration within the rest
of the imaging system, and without GCPs, degradation of geopositioning is a concern. The reduction
or elimination of GCPs while ensuring high accuracy is a valuable prospect, considering it reduces
cost, time, and equipment requirements when collecting data.

This study focused on system calibration of UAV-based, GNSS/INS-assisted imaging systems,
specifically, studying calibration strategies capable of estimating time delay between GNSS/INS
event markers and the image mid-exposure time. After review of existing strategies, we detail two
approaches—direct and indirect—to solve for and correct this time delay. The direct approach uses
a modified mathematical model to solve directly for the time delay in a bundle block adjustment.
The direct approach modifies the bundle adjustment code for implementation. The indirect approach,
on the other hand, exploits the correlation between the lever arm along the flying direction and the time
delay—which follows from a less-than optimal flight configuration—as well the speed/time/distance
relation to indirectly estimate time delay. The indirect approach exploits existing bundle adjustment
code to estimate time delay. Section 2 focuses on related work, while Section 3 describes the
methodology of the bundle block adjustment procedure, direct and indirect approaches, and optimal
flight configuration for reliable estimation of the system calibration parameters. Section 4 focuses on
description of the UAV-based imaging systems and data used in this study, in addition to experimental
results and analysis. Lastly, Section 5 provides conclusions and recommendations for future research.

2. Related Work

Imaging systems used for obtaining accurate 3D spatial information need calibration both within
the sensor and between the sensor and remaining system units. There has been a wide variety of
calibration research over the years. Some research has focused on the sensor calibration itself and does
not include the system parameters [27], whereas some system calibration research has focused not
only on the internal characteristics of a sensor, but also the external and mounting parameters of the
system as a whole [17,18]. Identifying features in imagery is also essential for calibration [28]. Many
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works have used distinct points, while others have used linear or planar features [18,29]. The type
of control data used in previous calibration ranges from ground-based surveyed points, on-board
GNSS/INS sensors, and superior sensor sources such as LiDAR. The accuracy associated with these
types of control data used in calibration is approximately 3 mm for ground-based surveyed points,
8 mm planimetric accuracies for on-board GNSS/INS points, and 25 cm planimetric accuracy for
LiDAR-derived control data [30–32]. Amongst this work, a variety of calibration parameters are of
interest. As stated before, some are interested only in the internal characteristics of a sensor, while
others are interested in full system calibration. Some of this research is strictly focused on the spatial
calibration aspects of an imaging system, and neglects to address the temporal calibration.

As consumer-grade sensors integrated with GNSS/INS units on-board UAVs become more popular
options for geospatial applications, the need to accurately estimate any time delay between GNSS/INS
event marker and mid-exposure time during system calibration becomes increasingly important.
Both hardware and software solutions have been introduced in an attempt to mitigate this problem.
Elbahnasawy and Habib [33] introduced two hardware solutions to establish synchronization among
different sensors, such as the recorded exposure time and the actual mid-exposure time. The authors
discussed the simulated feedback approach, which uses a triggering system to send a signal to both the
camera and the GNSS/INS unit simultaneously. The hypothesis of the simulated feedback approach is
that the camera would capture the image at the same time the triggering signal is received. However, a
camera does not capture an image instantaneously once the triggering signal is received. Therefore,
the simulated feedback approach ignores the camera response time delay. Another hardware solution
consists of using both a triggering signal, as described in the simulated feedback approach, and an
optical clock to measure the camera response time [34]. The triggering signal is sent to the camera,
GNSS/INS unit, and the optical clock. The function of the signal from the optical clock also sends a
signal to the camera at an optional interval and begins counting with a graphical clock. The camera
takes images of the optical clock counter and image processing, then determines the value displayed
on the counter. The camera lag delay is then known. This approach assumes the time delay to be
constant for future uses. Elbagnasawy and Habib’s [33] second approach, direct feedback, attempted to
mitigate this camera response time delay further. The direct feedback approach utilizes the camera flash
hot-shoe to generate a signal at the time the image is captured. This camera feedback signal is then sent
to the GNSS/INS unit onboard, and a corresponding event time is recorded. One limitation to the direct
feedback approach is that it assumes the hot-shoe flash signal corresponds exactly to the mid-exposure
time. This cannot be assumed, and therefore a camera response time delay would still exist. Although
hardware approaches can reduce the effects of time delay, it has proven to be difficult to record the
actual mid-exposure. Furthermore, hardware modifications require both more time and monetary
investment to implement. This may not be an option for all systems and applications. Therefore, others
have investigated methods to measure time delay with software solutions. Recent software solutions
for time delay estimation in imaging systems can be characterized into two categories. The first is
one-step procedures that require a modification to bundle adjustment code. The second is two-step
procedures that do not need modification to existing bundle adjustment code, but require two different
independent adjustments.

Chiang et al. [30] proposed a calibration method to compensate for and estimate the magnitude of
exposure time delay for a UAV-based imaging system. The authors introduced a two-step approach
for estimating time delay. The interior orientation parameters (IOPs) are initially estimated through
a camera calibration process. In the first step, the exterior orientation parameters (EOPs) are then
estimated through indirect geo-referencing using GCPs. The differences in position and orientation
between the EOPs and the interpolated trajectory from the on-board position and orientation system
(POS) are derived. In the second step, the differences are then used in their calibration algorithm
to solve for lever arm components, boresight angles, and time delay. Finally, the authors used the
calibration parameters to perform direct geo-referencing applications without the need for GCPs.
The results showed that by implementing the proposed calibration algorithm, a direct geo-positioning
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horizontal accuracy of 8 m at a flying height of 600 m and a 3D accuracy of 12 m can be achieved.
The GSD while at 600 m flying height was 20 cm, and the camera had a pixel size of 0.0064 mm.
Furthermore, the authors showed that the proposed calibration algorithm improved results by about
10% compared to traditional calibration. One limitation of the proposed algorithm is that a two-step
process is needed—requiring two different independent adjustments—to produce results. EOPs are
first derived through indirect geo-referencing with the help of GCPs, and the difference in position
and rotation between the EOPs and the interpolated GNSS/INS solutions is calculated. Next, the
calibration is completed by solving for mounting parameters and time delay. The algorithm also
assumes that the rotation of the vehicle does not change during this time discrepancy. In their study,
the measured time delay was between −0.107 and −0.227 s and the inertial measurement unit (IMU)
rotation matrix was assumed to be constant during the delay. This assumption may not be valid,
specifically when using lightweight UAV systems. Another disadvantage of this study is that it was
sensitive to imaging/GCP/tie point configuration within the indirect geo-referencing step. Lastly, this
study neglected the consideration of a suitable flight configuration for estimating time delay and
ignored potential correlation among the EOPs and other unknowns.

Gabrlik et al. [31] proposed a similar two-step approach to that of Chiang et al. [30] for system
calibration for estimating offset in lever arm, offset in GNSS/INS base station, and time delay for a
UAV-based imaging system. In the first step of their approach, EOPs are estimated through indirect
geo-referencing using Agisoft Photoscan Professional software [35]. The positional components of
the EOPs are then considered the true positions of the images. Finally, the difference between the
derived position from the GNSS receiver and the true position of an image is considered as a function
of the system parameters mentioned above. Similar to Reference [30], this approach depends on
the availability of GCPs to estimate ground truth for camera positions. However, compared to
Reference [30], even when taking into consideration the differences in platform, sensor, and flying
height, this approach did produce more accurate results, with RMSE in the XY component of 3.3 cm
and 2.5 cm in the Z component. In addition, the proposed strategy did not consider any rotation
variation information when estimating time delay.

Blazaquez, M. [36] introduced a new approach for one-step ‘spatio-temporal’ calibration of
multi-sensor systems. This approach focuses on modifying the sensor model to include a time
synchronization parameter. The approach uses the GNSS/INS-based linear and angular velocities to
compute the displacement and orientation differences in estimating the time delay. Instead of solving
for boresight angles, the author included a relative model that used the fact that if the sensor and
IMU are rigidly attached, the relative rotation between two epochs is the same for both the sensor
and the IMU. The author discussed the importance of varying linear velocity throughout the flight
configuration for estimating the time delay parameter. However, because this specification was not met
in their data collection, the data was manipulated to simulate strips being flown at different velocities.
The absolute ‘spatio-temporal’ model produced RMS accuracy for check points in the 25–35 mm
range. The approach also estimated the time synchronization parameter at the tenth of a millisecond
precision level. The experiments relied on GCPs for accurate estimates of system calibration parameters,
including time delay.

Rehak and Skaloud [34] worked on time synchronization of consumer cameras on micro aerial
vehicles (MAVs). The author’s MAV system consisted of a Sony sensor that was initially modified
to compensate for time synchronization issues between the camera and GNSS by using the direct
feedback approach. The authors investigated two different methods for determining time delay
within their system. The first method was an analysis of residuals between the observed camera
positions and those estimated by indirect geo-referencing, which is a two-step process. The second
method was a one-step approach to modify the mathematical model to include time delay as a
parameter in the bundle adjustment. The second method used their absolute spatio-temporal model,
with position, rotation, linear velocity, and angular velocity as observations. Both of these methods
assume access to the position and velocity data from the GNSS/INS unit. A heuristic optimal flight
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configuration for estimating time delay was recommended. First, as part of the optimal configuration
for system calibration while considering time delay, it was suggested that the lever arm be determined
in a laboratory calibration, due to the correlation with the time delay. The overall optimal flight
configuration then suggested that there must be a strong block configuration with both GNSS/INS
in-flight data and ground control, high forward and side lap, variations in flying height and linear and
angular velocities, and some obliquity in the imagery. The authors tested the validity of the methods
through the evaluation of check points. During the evaluation experiment, nine check points were
used in an integrated sensor orientation (ISO) with absolute aerial position observations. The results of
this configuration showed an RMS of 56, 26, 54 mm in the X, Y, Z components, respectively, when the
time events were corrected for a time delay of −6.2 ms. The interior orientation parameters and lever
arm components were estimated in a separate calibration. The estimated time delay parameter ranged
from −9.2 to −1.9 ms for the different methods.

3. Methodology

The presented approach in this study proposes two one-step algorithms: direct and indirect.
The direct approach computes the linear and angular velocities directly and does not rely on raw
data from the IMU. Additionally, to ensure the highest possible accuracy, the direct approach does
not assume the platform rotation to be constant during the time delay period. The approaches
were tested on systems with both sensors that were modified to incorporate the flash hot-shoe time
synchronization—which significantly reduces the time delay—and also a sensor that only made use
of the manufactured internal “frame sync” option. Furthermore, the approaches presented were
tested and evaluated in an integrated sensor orientation (ISO) and direct geo-referencing adjustments,
without the need for GCPs. Lastly, an optimal flight configuration was derived so that the system
parameters, including the lever arm components, boresight angles, and time delay, could be estimated
simultaneously. The optimal flight configuration presented maximizes the impact of biases or any
possible errors in the system parameters, while also decoupling those parameters.

3.1. Conceptual Basis of Bundle Block Adjustment

For many photogrammetric applications, the goal is to increase accuracy while decreasing the
required resources. The bundle block adjustment theory is a well-known method for increasing
geospatial precision and accuracy derivation from imagery by improving geometric configuration
and increasing redundancy while reducing the quantity of GCPs [15]. The bundle adjustment aims
to ensure the best accuracy and precision of the reconstructed object space using minimal control.
A graphical illustration of the bundle adjustment target function is presented in Figure 2. It promotes
flexibility among solvable unknown parameters to suit individual user needs, and, in more recent
years, it has been shown to be platform agnostic and capable of simultaneously combining a variety of
sensors. Ravi et al. [37] used bundle adjustment theory to simultaneously perform system calibration
of a multi-LiDAR/multi-camera mobile mapping platform. Habib et al. [18] demonstrated the use
of bundle adjustment for self-calibration of line cameras using linear features detected in multiple
datasets. Whether using frame or line cameras, or combining multiple sensors on a single/multiple
platform(s), the mathematical model and overall least squares adjustment implementation of bundle
adjustment is the same.
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A UAV-based, GNSS/INS-assisted imaging system involves three coordinate systems: a mapping
frame, an IMU body frame, and a camera frame. The mathematical model of the collinearity
principle—which describes the collinearity of the camera perspective center, image point, and
corresponding object point—is graphically illustrated and mathematically introduced in Figure 3 and
Equation (1), respectively. The following notations are used throughout this study: a vector connecting
point ‘b’ to point ‘a’ relative to a coordinate system associated with point ‘b’ is represented as rb

a, and a
rotation matrix transforming from coordinate system ‘a’ to coordinate system ‘b’ is represented as Rb

a.

rm
I = rm

b(t) + Rm
b(t)r

b
c + λ(i, c, t)Rm

b(t)R
b
c rc

i (1)

where:

rm
I : ground coordinates of the object point I

rc
i =


xi − xp − distxi

yi − yp − distyi

−c

: vector connecting perspective center to the image point

xp, yp: principal point coordinates
c : principal distance
distxi , distyi : distortion in x and y directions for image point i
t: time of exposure
rm

b(t): position of IMU body frame relative to the mapping reference frame at time t derived from the
GNSS/INS integration process
Rm

b(t): rotation matrix from the IMU body frame to the mapping reference frame at time t derived from
the GNSS/INS integration process
rb

c : lever arm from camera to IMU body frame
Rb

c : rotation (boresight) matrix from camera to IMU body frame
λ(i, c, t): scale factor for point i captured by camera c at time t
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𝐷

] = 𝑅𝑏
𝑐  [𝑅𝑚

𝑏(𝑡)[𝑟𝐼
𝑚 − 𝑟𝑏(𝑡)

𝑚 ] − 𝑟𝑐
𝑏]  
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𝐷
 (3a) 

 𝑦𝑖
 − 𝑦𝑝

 − 𝑑𝑖𝑠𝑡𝑦𝑖
= −𝑐

𝑁𝑦

𝐷
 (3b) 
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Figure 3. Illustration of collinearity equations.

Reformulating Equation (1), one can represent image coordinates as a function of the GNSS/INS
position and orientation, ground coordinates of GCPs/tie points, lever arm components, and the
boresight matrix, as shown in Equation (2).

rc
i =

1
λ(i, c, t)

Rc
b

[
Rb(t)

m

[
rm

I − rm
b(t)

]
− rb

c

]
=

1
λ(i, c, t)


Nx

Ny

D

 (2)

where: 
Nx

Ny

D

 = Rc
b

[
Rb(t)

m

[
rm

I − rm
b(t)

]
− rb

c

]
To eliminate the unknown scale factor λ(i, c, t) from Equation (2), the first and second rows can be

divided by the third one to produce Equations (3a) and (3b) [15], which are nonlinear forms in the
unknowns, including system calibration.

xi − xp − distxi = −c
Nx

D
(3a)

yi − yp − distyi = −c
Ny

D
(3b)

3.2. Direct Approach for Time Delay Estimation

The first strategy for time delay estimation introduced in this study is the direct approach, where
the time delay is directly estimated in a bundle adjustment with the system self-calibration process.
The previously discussed mathematical model is modified to incorporate the time delay parameter,
and is derived as explained below.

Given the position and orientation at t0, initial event marker time, the objective is to find the
correct position and orientation at the actual mid-exposure time, t, by taking into account the time
(delay), ∆t, between actual exposure time and initial event marker time. It follows that the actual
time of exposure equals the initial event marker time plus the time delay, t = t0 + ∆t. Based on the
collinearity Equation (1), it is clear that a time delay between the mid-exposure and the recorded event
marker by the GNSS/INS unit will directly affect the position rm

b(t) and orientation Rm
b(t) of the body

frame. Therefore, one must estimate the changes in position and orientation caused by the time delay.
The position at the correct time, rm

b(t), can then be expressed by using the position at the initial event
marker time tag and adding the displacement caused by the time delay, expressed in Equation (4).
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The instantaneous linear velocity,
.
r m

b(t0)
, at the initial event marker time is needed to calculate the

displacement. The instantaneous linear velocity is expressed in Equation (5). It should be noted that
the GNSS and IMU units typically have data rates of 10 and 200 Hz, respectively. The GNSS/INS
integration process produces the position and orientation of the IMU body frame at a given time
interval, which is usually interpolated to that of the data rate of the IMU, which was 200 Hz in this
study. Given this trajectory, we specify a time interval, dt, which we use to compute the instantaneous
linear, and later the angular velocity. The interpolation frequency chosen is controlled by the data rate
of the IMU unit and the expected noise level in the derived trajectory. Choosing a very high frequency
for the interpolation will magnify the impact of noise. The frequency of the interpolation process is
balanced to consider both the data rate of the data acquisition system as well as reducing the impact of
the noise in the derived trajectory.

rm
b(t) = rm

b(t0)
+ ∆t

.
rm

b(t0)
(4)

.
rm

b(t0)
=

1
dt
[rm

b(t0+dt) − rm
b(t0)

] (5)

Next, an expression for the orientation of the IMU body frame, Rm
b(t), at the correct mid-exposure

time can be derived. Deriving an expression for the orientation of the IMU body frame at the correct
mid-exposure time enables the direct approach to handle rotational variation during the time delay.
Here, we examine the changes in the rotation of the IMU body frame at different times. With the help
of Figure 4, we can see that the rotation matrix at the correct exposure time, Rm

b(t), can be derived from
the rotation of the body frame at time t0, as well as the angular velocity and time delay. The angular
velocity is derived based on the rotation at time t0 and rotation at time t0 + dt, as shown in Equation (6).
More specifically, we can use the rotation at time t0 and the rotation at time t0 + dt to derive the changes
in the rotation angles denoted by dωb(t0), dϕb(t0), and dκb(t0). These rotation changes, along with the
user-defined time interval, dt, can then be used to derive the angular velocity, as per Equation (7a–c).
Using the angular velocities and the time delay, the change in rotation caused by the existing time delay
can be derived, as shown in Equation (8). It should be noted that an expression for the incremental
rotation matrix is used in Equation (8), since the angular change caused by the time delay is relatively
small. Finally, using the IMU body orientation at the initial event marker time, expressed as Rm

b(t0)
,

along with the rotation changes during the time delay, expressed as Rb(t0)

b(t0+∆t)
, the IMU body orientation

at the actual exposure time, Rm
b(t), can be derived, as per Equation (9). Substituting Equations (4) and

(9) into Equation (1), the collinearity equations can be rewritten as in Equation (10).
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Figure 4. Establishing an expression for the correct IMU body frame orientation in the presence of
time delay.
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Rb(t0)

b(t0+dt)
= Rb(t0)

m Rm
b(t0+dt) = Rotation(dωb(t0), dϕb(t0), dκb(t0)) (6)

.
ωb(t0) =

dωb(t0)

dt
(7a)

.
ωb(t0) =

dωb(t0)

dt
(7b)

.
κb(t0) =

dκb(t0)

dt
(7c)

Rb(t0)

b(t0+∆t)
= Rotation

( .
ωb(t0)∆t,

.
ϕb(t0)

∆t,
.
κb(t0)∆t

)
�


1 −

.
κb(t0)∆t

.
ϕb(t0)∆t

.
κb(t0)∆t 1 −

.
ωb(t0)∆t

−
.
ϕb(t0)∆t

.
ωb(t0)∆t 1

 (8)

Rm
b(t) = Rm

b(t0)
Rb(t0)

b(t0 +∆t)
(9)

rc
i =

1
λ(i, c, t)

Rc
b

[
Rb(t0+∆t)

b(t0)
Rb(t0)

m

(
rm

I − rm
b(t0)
−

.
rm

b(t0)
∆t

)
− rb

c

]
(10)

The mathematical model is now modified so that the image coordinate measurements are a function
of the trajectory information, IOPs, lever arm components, boresight angles, ground coordinates, and
time delay. More specifically, during the least squares adjustment, time delay is treated as an unknown
parameter. The initial value of time delay is set to zero. The first iteration is performed and the
lever arm components, boresight angles, ground coordinates of tie points, and time delay are solved
for. The time delay is applied to adjust the IMU body frame position and orientation for the next
iteration, and the time delay is set back to zero before the next iteration. The iterations continue until
the time delay estimate is approximately zero and the corrections to the other unknown parameters
are sufficiently small, as illustrated by Figure 5.
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with system self-calibration.

3.3. Optimal Flight Configuration for System Calibration while Considering Time Delay

The objective of this section is to determine an optimal flight configuration that results in an
accurate estimation of the system parameters, including the lever arm components, boresight angles,
and time delay. The optimal flight configuration is the one that maximizes the impact of biases or
any possible errors in the system parameters while also decoupling those parameters. A rigorous
approach for doing this is to derive the impact of biases in the system parameters on the derived
ground coordinates. Bias impact analysis can be done by deriving the partial derivatives of the point
positioning equation with respect to the system parameters. Equation (11) reformulates Equation (10)
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to express the ground coordinates as a function of the measurements and system parameters. Partial
derivatives are derived from Equation (11).

For system calibration, the unknown parameters, denoted henceforth by x, consist of the lever arm
components, ∆X, ∆Y, ∆Z, boresight angles, ∆ω, ∆ϕ, ∆κ, and time delay, ∆t. Generalizing Equation
(11) to Equation (12), we can see that the ground coordinate, rm

I , is a function of the system parameters,
x. Taking the partial derivatives of the collinearity equations with respect to each system parameter
and multiplying by the discrepancy in the system parameters, δx, shows which flight configuration
produces a change in the ground coordinates, δrm

I , as expressed in Equation (13).

rm
I = rm

b(t0)
+

.
rm

b(t0)
∆t + Rm

b(t0)
Rb(t0)

b(t0+∆t)
rb

c + λ(i, c, t)Rm
b(t0)

Rb(t0)

b(t0+∆t)
Rb

c rc
i (11)

rm
I = f (x) (12)

δrm
I =

∂rm
I
∂x

δx (13)

where:
δx = (δ∆X, δ∆Y, δ∆Z, δ∆ω, δ∆ϕ, δ∆κ, δ∆t)

To simplify this analysis, we make a few assumptions. These assumptions are specifically made
to simplify the derivation, and the analysis of the bias impact is not affected if such assumptions are
not met. It should be noted that deviations from these assumptions would have a more favorable effect
on our ability to decouple the impact of various system parameters. We assume that the sensor is
traveling with a constant attitude in the south-to-north and north-to-south directions. Throughout this
manuscript, we use double signs, ± and ∓, to refer to the direction of the flight. The top sign pertains
to south-to-north flight and the bottom sign refers to north-to-south flight. We also assume that the
sensor and IMU body frame coordinate systems are vertical. Therefore, we also assume that the sensor
and IMU body frame coordinate systems are almost parallel. Lastly, we assume that we are flying over
flat, horizontal terrain, where the scale is equal to the flying height over the principal distance, = H

c .
Now that these assumptions are established, we compute the partial derivatives with respect

to each system parameter. Examining Equation (11), we can see that there are three terms that are
comprised of system parameters and are needed to compute the partial derivatives, namely

.
rm

b(t0)
∆t,

Rm
b(t)r

b
c and λ(i, c, t)Rm

b(t)R
b
c rc

i . The first term,
.
rm

b(t0)
∆t, only includes the time delay system parameter, and

its partial derivative will simply be the instantaneous linear velocity. Based on the sensor flight direction
assumption and the incremental rotation resulting from the time delay, shown in Equation (8), we can
expand Rm

b(t) to the form in Equation (14). Using the assumption that the sensor to IMU–body frame

lever arm is small, second order incremental terms in Rm
b(t)r

b
c are ignored; using Equation (14), Rm

b(t)r
b
c

can then be expressed as in Equation (15). Next, after multiplication of the image coordinate vector,
boresight matrix, IMU body frame rotation matrix, and scale factor, the third term, λ(i, c, t)Rm

b(t)R
b
c rc

i , is
expressed in Equation (16), where second order incremental terms are again ignored. From Equations
(15) and (16), we explicitly have the terms needed for the partial derivatives.

Rm
b(t) =


±1 0 0
0 ±1 0
0 0 1




1 −
.
κb(t0)∆t

.
ϕb(t0)∆t

.
κb(t0)∆t 1 −

.
ωb(t0)∆t

−
.
ϕb(t0)∆t

.
ωb(t0)∆t 1


=


±1 ∓

.
κb(t0)∆t ±

.
ϕb(t0)∆t

±
.
κb(t0)∆t ±1 ∓

.
ωb(t0)∆t

−
.
ϕb(t0)∆t

.
ωb(t0)∆t 1


(14)

Rm
b(t)r

b
c =


±∆X
±∆Y
∆Z

 (15)
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λ(i, c, t)Rm
b(t)R

b
c rc

i = λ(i, c, t)


±xi ∓ yi∆κ∓

.
κb(t0)yi∆t∓ c∆ϕ∓

.
ϕb(t0)c∆t

±
.
κb(t0)xi∆t± xi∆κ± yi ± c∆ω∓

.
ωb(t0)c∆t

−
.
ϕb(t0)xi∆t− xi∆ϕ+

.
ωb(t0)yi∆t + yi∆ω− c

 (16)

The partial derivatives needed for the bias impact analysis are those relative to the lever arm
components, boresight angles, and time delay. These partial derivatives, derived from Equations (15)
and (16), are expressed in Equation (17a–c). Examining these partial derivatives, one can see which
dependencies these system parameters exhibit. The impact of the lever arm component changes
depends on the flying direction. The impact of the boresight angles on the ground coordinates is a
function of the flying height, flying direction, and the ratio of the image point coordinates and the
principal distance, xi

c and yi
c . Lastly, the impact of the time delay is a function of the linear and angular

velocities, scale, image point coordinates, principal distance, and flying direction. The dependency of
the bias impact for the system calibration parameters on image point location, flying direction, flying
height, and linear and angular velocity is summarized in Table 1.

δrm
I |δrb

c
=


±δ∆X
±δ∆Y
δ∆Z

 (17a)

δrm
I |δ∆ω, δ∆ϕ, δ∆κ= H


±

xi yi
c2 δ∆ω∓

(
1 + xi

2

c2

)
δ∆ϕ∓ yi

c δ∆κ

±

(
1 +

yi
2

c2

)
δ∆ω∓ xi yi

c2 δ∆ϕ± xi
c δ∆κ

0

 (17b)

δrm
I |δ∆t=

.
rm

b(t0)
δ∆t + λ(i, c, t)


±

.
κb(t0)yiδ∆t∓

.
ϕb(t0)cδ∆t

±
.
κb(t0)xiδ∆t∓

.
ωb(t0)cδ∆t

−
.
ϕb(t0)xiδ∆t +

.
ωb(t0)yiδ∆t

 (17c)

Table 1. Dependency of the bias impact for the system calibration parameters on flight configuration
and image point location.

System
Parameter

Image Point
Location

Flying
Direction Flying Height Linear

Velocity
Angular
Velocity

Lever Arm NO YES (except
∆Z) NO NO NO

Boresight YES YES YES NO NO

Time Delay

YES (only in
the presence of

angular
velocities)

YES

YES (only in
the presence of

angular
velocities)

YES YES

Now that we know which system parameters produce a change in ground coordinates, and
whether that change depends on the image point location, flying direction, flying height, and/or
linear/angular velocity, we then design the optimal flight configuration for system calibration while
considering time delay. As a result of this analysis we can conclude that the horizontal components
of the lever arm can be estimated using different flying directions, while its vertical component is
independent of flight configuration. On the other hand, to estimate boresight angles while decoupling
them from lever arm components, different flying directions and flying heights are needed, as well as
a good distribution of image points. Finally, to derive the time delay and decouple this parameter
from the lever arm components and boresight angles, variation in linear/angular velocity and a good
distribution of image points are required. In summary, it is recommended to derive the system
parameters using opposite flying directions at different flying heights, as well as having a variation in
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the linear and angular velocities and good distribution of the image points. It should be emphasized
that the assumptions imposed while deriving the minimal optimal flight configurations were only
made to simplify the derivations and are not requirements for the presented approaches or experiments.
If these assumptions are not met, the analysis of bias impact is not affected. Furthermore, any deviations
from the abovementioned assumptions will lead to a more favorable impact on the ability to decouple
system parameters. It should be noted that variation in the angular velocity might be difficult to
control. However, for small, multi-rotor UAVs, angular velocity variation might be present. Using
the optimal flight configuration, systematic errors can be easily detected, estimated, and removed,
therefore resulting in more accurate 3D reconstruction.

3.4. Indirect Approach for Time Delay Estimation

The next approach we propose to evaluate time delay is the indirect approach. This approach
uses the above bias impact analysis by exploiting the fact that the lever arm component in the flying
direction is correlated with the time delay, given a single linear velocity and insignificant angular
velocity. In other words, if flights in opposite directions and constant linear velocity are used, then
the lever arm component in the flying direction will be correlated with the time delay. As a result, by
estimating the lever arm component in the flying direction, while not considering the time delay, and
then comparing it with the nominal value which can be directly measured from the GNSS/INS unit to
the imaging sensor, one can discern the existence of a possible time delay in system synchronization.
An illustration of where measurements are taken to acquire the nominal lever arm values is shown
in Figure 6. This approach is meant as a special case in which one chooses to use an existing bundle
adjustment with system self-calibration mechanism to estimate time delay, instead of incorporating the
time delay as a parameter and implementing the direct approach.
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Figure 6. Illustration of where measurements are taken to acquire the nominal lever arm values.

The indirect approach consists of a single bundle adjustment, with the system self-calibration
operation completed twice. In the first operation, an initial GNSS/INS-assisted bundle adjustment is
performed to solve for the lever arm components (only lever arm in the flying direction) and boresight
angles. If a significant time delay exists, the computed lever arm in the flying direction will be quite
different from the nominal value. This will be the first hint that the system may have a time delay
issue. After the initial bundle adjustment is performed, the difference between the computed lever arm
and the nominal/measured lever arm in the flying direction is derived. In the second operation, this
difference in distance is now known and the time delay can be computed using the speed/time/distance
relation. The computed time delay is then applied to derive the new position and orientation of IMU
body frame at the actual exposure time. Finally, another bundle adjustment is performed to solve for
the mounting parameters. Figure 7 presents the processing workflow of this approach.
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Figure 7. Processing workflow of the indirect approach process for time delay estimation.

In summary, the bundle block adjustment and mathematical model does not change from the
traditional GNSS/INS-assisted bundle adjustment with system self-calibration procedure, expressed
in Equation (3). The image coordinates are still a function of the trajectory information, IOPs,
lever arm components, boresight angles, and ground coordinates. The time delay is not directly
derived, but indirectly estimated using the lever arm deviation in the along flight direction and the
speed/time/distance relation. However, one limitation of this approach is that because we are making
the assumption that the time delay impact is absorbed by the lever arm in the flying direction, we have
to fly at a single linear velocity. Additionally, because this approach only considers the impact of time
delay on the lever arm component, it ignores the possibility of rotation changes during the time delay
(i.e., angular velocity). Therefore, the calibration results may be less accurate than using the direct
approach and an optimal flight configuration. However, the key advantage for the indirect approach is
that it is capable of using existing bundle adjustment software to estimate the time delay in the system.

4. Experimental Results

In this section, data acquisition is discussed first, which includes information about the platforms
and imaging systems used in this study. Next, the dataset description is presented. This description
includes information on the flight configuration and ground control points collected. Finally, the
experimental results and analysis are discussed. Each experiment and its results are presented in detail,
along with an analysis discussion.

4.1. Data Acquisition

Data for validating the comparative performance of the proposed approaches in this study were
acquired using two UAV systems, a Dà-Jiāng Innovations (DJI) Matrice 200 (M200) and a DJI Matrice
600 Pro (M600P) [38,39]. Co-aligned thermal and RGB data were acquired with the DJI M200, and the
DJI M600 was used as a second, RGB-only platform. Both systems included an on-board Applanix
APX-15 UAV v2 GNSS/INS unit for direct geo-referencing, with a predicted positional accuracy of
2–5 cm and heading and roll/pitch of 0.080 and 0.025◦, respectively [40]. Both imaging systems also
had the means to send event marker signals to the GNSS/INS unit.

The DJI M200-based imaging system employed a FLIR Duo Pro R 640 combined thermal and
RGB image sensor. The Uncooled VOx Microbolometer thermal sensor array was 640 × 512 with a
pixel size of 17 µm and had a nominal focal length of 19mm. The RGB visible sensor array size was
4000 × 3000, with a pixel size of 1.85 µm and a nominal focal length of 8 mm [41]. The Duo Pro R has an
internal GNSS/INS unit for in-camera geo-tagging, but that unit was not used for this study. Figure 8
shows the FLIR Duo Pro R and APX-15 configuration on the M200 UAV, and illustrates the coordinate
systems for the IMU body, camera, and vehicle frames. The FLIR Duo Pro R utilized a mobile-phone
based app to set camera parameters via Bluetooth. The mobile-phone based app includes the ability to
set the capture interval for the camera and to start and stop triggering. Event feedback to the APX
was provided directly by the FLIR Duo Pro R using the “Frame Sync” option. This option output a
LVTTL (3.3 V) pulse that was wired directly to the event input of the APX-15. It is important to note
that only one triggering interval and frame sync output can be set on the FLIR Duo Pro R, despite
the fact that there are two sensors housed in the single unit. Therefore, one might assume that both
sensors are capturing images simultaneously. However, during the experiments, the FLIR thermal
and RGB sensors were treated independently as separate sensors. The system calibration parameters,
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including the time delay, were estimated for each senor so the results were not affected by having only
one triggering interval.
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Figure 8. M200-based thermal/RGB system configuration.

The second imaging system, flown onboard the DJI M600P, incorporated a Sony Alpha 7R RGB
camera and a Velodyne VLP-32C LiDAR sensor, although the LiDAR sensor was not used for this
study. The Sony Alpha 7R (ILCE-7R) camera on the DJI M600P had a 7360 × 4912 CMOS array
with a 4.9 µm pixel size, and a lens with a nominal focal length of 35 mm [42]. The M600-based
RGB-only system used a direct feedback synchronization approach, utilizing the camera flash hot-shoe
to generate a signal at the time the image was captured. This camera feedback signal was then sent
to the APX-15 and a corresponding event time was recorded. This method also adjusted the event
markers during post-processing to account for the constant time delay between the flash operation and
the true mid-exposure time [34]. Figure 9 shows the Sony Alpha 7R and APX-15 configuration on the
M600. Table 2 outlines the nominal boresight and lever arm values, as well as the angular field of view
(FOV) for both the FLIR and Sony systems.
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Table 2. FLIR and Sony nominal boresight angles, lever arm components, and angular field of view.

Sensor ∆ω

(Degree)
∆ϕ

(Degree)
∆κ

(Degree) ∆x (m) ∆y (m) ∆z (m)
Angular

FOV
(Degrees)

FLIR—Thermal
180 0 −90

0.045 −0.015 0.045 32 × 26

FLIR—RGB 0.045 0.025 0.050 57 × 42

Sony—RGB 180 0 −90 0.260 0.026 −0.010 54 × 38

4.2. Dataset Description

Five datasets were collected for this time-delay estimation study. Four datasets were collected
across two dates, July 25th and September 14th, with the FLIR Duo Pro R. For both collection dates,
the FLIR Duo Pro R captured both thermal and RGB images. One RGB dataset from the Sony Alpha
7R camera was also captured and was evaluated alongside the FLIR datasets. Table 3 outlines the
flight and data collection parameters for the FLIR Duo Pro R and the Sony Alpha 7R. All datasets
were collected at a research farm. Figure 10 outlines the flight trajectory for both the FLIR and Sony
datasets. Figure 11a,b shows the linear and angular velocity variations over the flight time for the
July 25th thermal dataset, respectively. Analyzing Figure 11, the change in the linear velocity in the X
direction can be explained by the variation in both the flying direction and linear velocity at different
flying altitudes. Furthermore, significant changes in the linear and angular velocity were observed
in the remaining linear and angular velocity components. This significant change was caused by the
small size of the UAV, the impact of the wind, and the attempt of the autopilot to maintain a constant
heading. The linear and angular velocities for this data demonstrate that the direct approach uses such
variability for reliable estimation of the parameters. The indirect approach, on the other hand, has the
capability to tolerate variations which would create decoupling between time delay and lever arm in
the along flying direction. All other collection dates had similar linear and angular velocity variations
over the flight time.
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Table 3. FLIR and Sony flight parameters for the different data acquisition dates.

Date Sensor
Altitude
above

Ground

Ground
Speed

GSD
Thermal

GSD
RGB

Overlap
Thermal/RGB

Sidelap
Thermal/RGB

Number of
Flight
Lines

Number
of

Images

July 25
2018 FLIR

Duo
Pro R

20 m 2.7 m/s 1.8 cm 0.7 cm 70/80% 70/80% 6 284

40 m 5.4 m/s 3.6 cm 1.4 cm 70/80% 70/80% 6 164

Sept. 14
2018

20 m 2.7 m/s 1.8 cm 0.7 cm 70/80% 70/80% 6 294

40 m 5.4 m/s 3.6 cm 1.4 cm 70/80% 70/80% 6 168

May 05
2019

Sony
A7R

20 m 2.7 m/s - 0.28 cm 70% 82% 6 198

40 m 5.4 m/s - 0.56 cm 70% 82% 6 116
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Figure 11. (a) XYZ component linear velocity over flight time for the July 25th thermal dataset.
(b) ω, ϕ, κ component angular velocity over flight time for the July 25th thermal dataset.

Five checkerboard targets, used as check points, were deployed in the calibration field for the
FLIR and Sony cameras. The ground coordinates of all the checkerboard targets were surveyed by a
Topcon GR-5 GNSS receiver with an accuracy of 2–3 cm. The checkerboard targets were identified
in raw and orthorectified images to either solve for the unknowns in the GNSS/INS-assisted bundle
adjustment with system self-calibration process or check orthorectification accuracy, depending on the
method implemented, respectively. Figure 12 shows full-size thermal and RGB imagery captured by
the FLIR Duo Pro R camera. Here, it is clear that the angular field of view of the RGB is much larger
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than that of the thermal. Figure 13 shows the data collection area with enhanced representations of
checkerboard targets and a zoomed region of the targets in the thermal and RGB images of the FLIR
camera. Figure 14 shows sample RGB imagery captured by the Sony Alpha 7R. Figure 15 shows the
flight area of the Sony Alpha 7R calibration field with the five checkerboard targets.
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4.3. Experimental Results and Analysis

In this section, the proposed direct and indirect approaches were applied to each dataset, and
the experiments tested the validity of the two approaches to successfully estimate time delay in an
imaging system. In addition to the direct and indirect approach results, bundle adjustments that
ignored the time delay are also presented for further comparison. As described in Section 3.2, the direct
approach modifies the mathematical model to include the time delay as a system calibration parameter.
This approach was simultaneously applied to both the 20 and 40 m flying height datasets for the DJI
M200 and M600 platforms. The indirect approach makes use of existing bundle adjustment software
and was applied only to a single flying height: 40 m for the FLIR and Sony cameras. In addition to
the direct and indirect approach, bundle adjustment experiments were also conducted while ignoring
the time delay, which was also only applied to the 40 m flying height for the FLIR and Sony cameras.
The goal of these experiments was to test three main hypotheses. First, that the approaches can be
applied to a variety of imaging platforms and maintain the ability to accurately estimate the time delay.
Second, that the direct and indirect approaches are comparable. Finally, that the direct and indirect
approaches produce consistently accurate results using the original GNSS/INS trajectory file.

Throughout this study, we referred to three different types of point classifications: control, tie,
and check points. Control points have known ground points, tie points are interest points used to tie
overlapping imagery, and check points are used for numerically evaluating results. Tie points in the
indirect approach and in the bundle adjustments that ignored the time delay were established among
stereo images using detected features from the Scale Invariant Feature Transform (SIFT) algorithm [43]
within a Structure from Motion (SfM) strategy. The SfM algorithm starts with estimating initial relative
orientation parameters (ROPs) between overlapping neighboring images while using the position
and orientation information provided by the on-board GNSS/INS unit and considering the nominal
mounting parameters relating the camera to the GNSS/INS unit. In the next step, SIFT detectors and
descriptors are applied to the stereo pairs in question, and potential matches are then identified through
a similarity evaluation of the Euclidian distances between SIFT descriptors for the detected features in
both images. SIFT-based matches and initial ROPs are used to identify matching outliers based on
point-to-epipolar distance of each corresponding point pair. Once all tie points are established among
all possible stereo pairs, their ground coordinates are estimated using a simple intersection, and are
used later as initial values in the bundle adjustment procedure. These SIFT generated tie points were
not used in the direct approach because it can sometimes be difficult to identify automatic tie points in
thermal imagery when dealing with data from multiple flying heights. To ensure we could apply the
direct approach whether or not automatic tie point detection was used, we used manually measured
points that corresponded to signalized targets. Because the direct approach does not use any other
tie points except the check points, the direct approach’s results were considered to come from what
will be referred to as a mini bundle adjustment. The indirect approach results, as well as the results
ignoring the time delay, were considered as a full bundle adjustment.
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For all direct approach experiments, the unknown system parameters included lever arm
components in the along and across flying directions, boresight angles, time delay, and ground
coordinates of check points. It should be noted that the vertical lever arm component was not
estimated in any experiments because it would require control points during the adjustments, and
these experiments tested the approaches without the use of ground control. In the indirect approach
experiments, lever arm components in the along and across flying directions, boresight angles, and
ground coordinates of tie points, including check points, were estimated. Once the initial bundle
adjustment was performed in the indirect approach, the difference between the nominal and estimated
lever arm along the flying direction was computed. Existing time delay was estimated by dividing this
difference by the linear velocity, and was then considered to determine the actual time of exposure
for each image. Next, IMU body frame position rm

b(t) and orientation Rm
b(t) was estimated using linear

and spherical linear interpolation [44] of available GNSS/INS trajectory data (with 200HZ data rate),
respectively. Lastly, a second bundle adjustment was performed with the updated IMU body frame
position and orientation to derive the proper lever arm components in the along and across flying
directions and boresight angles, as the unknown parameters. The experiments, while ignoring the
time delay, used the same IOPs as other experiments, the same check points, and the same SIFT-based
tie points. The unknowns consisted of the ground coordinates of the five check points, the ground
coordinates of the SIFT-based tie points, and the boresight angles. It should be noted that the lever
arm components were intentionally not solved for in the bundle adjustment that ignored time delay,
because the time delay error would be absorbed by the lever arm in the along flying direction. For all
cameras, IOPs were obtained prior to the experiments. An initial integrated sensor orientation (ISO)
bundle adjustment was performed on the FLIR thermal and RBG cameras to obtain the principal
distance, principal point coordinates, and distortion parameters. The ISO bundle adjustment used
SIFT-based tie points, five GCPs, and GNSS/INS assistance to obtain the IOPs. The IOPs for the Sony
RGB camera were estimated through a combination of ISO and an indoor calibration lab procedure.
The estimated IOPs were then used throughout all experiments and are presented in Table 4.

Table 4. Interior orientation parameters (IOPs) for the FLIR and Sony cameras.

Estimated c
(Pixel)

Estimated xp
(Pixel)

Estimated yp
(Pixel)

Estimated k1
(Pixel-2)

Estimated k2
(Pixel-4)

Estimated p1
(Pixel-1)

Estimated p2
(Pixel-2)

Thermal- FLIR

1131.96 −5.238 3.2 3.015 × 10−7 9.998 × 10−14
−1.992 × 10−6 2.302 × 10−6

RGB- FLIR

4122.26 35.07 −39.96 −2.429 × 10−8
−1.250 × 10−15 1.576 × 10−7

−2.693 × 10−7

RGB- Sony

7436.44 −10.51 11.72 7.771 × 10−10
−6.557 × 10−17 1.906 × 10−7 2.702 × 10−7

Qualitative and quantitative analyses are presented for all experiments. The five signalized points
were used as check points to numerically evaluate results. The bundle adjustment derived 3D ground
coordinates were numerically compared to ground truth data for quantitative analysis. Qualitative
analyses were constructed by generating orthophotos with the original trajectory data and visually
inspecting for good alignment for both the direct and indirect approaches. Additionally, orthophotos
were generated from bundle adjustments while ignoring time delay, both with the original and refined
trajectory data, and results were analyzed. The orthophotos were also quantitatively evaluated by
measuring check points and numerically comparing them to surveyed ground truth data.

4.3.1. DJI M200 Integrated with FLIR Duo Pro R—FLIR Thermal

A summary of the FLIR thermal sensor results for the direct and indirect approaches while
ignoring the time delay is presented in Table 5. In Table 5, the boresight angles and the square
root of the a-posteriori variance factors are reported for all experiments. The estimated time delay
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and lever arm components in the across and along flying directions are presented for the direct and
indirect approaches. Table 5 shows the estimated boresight ∆ω and ∆ϕ to be around 180◦ and −90◦,
respectively. In the bias impact analysis, we made the assumption that the boresight angles were small.
This assumption was only made to simplify the bias impact derivation, and is not a requirement for
conducting the estimation process. The time delay was estimated to be −268 and −261 ms for the direct
approach on the two collection dates. For the indirect approach, the time delay is estimated to be
−279 and −275 ms for the two collection dates. This consistency across the dates allowed estimation of
the time delay in an initial system calibration, then use of that estimate for subsequent missions and
applications. The square root of the a-posterior variance factor was less than 1 pixel for all experiments
except the direct approach. The direct approach had a higher a-posterior variance factor, at 2–4 pixels,
because far less tie points were used in the direct approach. The correlation matrix of estimated system
parameters for the July 25th direct approach results are reported in Table 6. The correlation values
were similar in all experiments, therefore only one matrix is displayed in this study. All correlations
were low except between the boresight angle ∆ϕ and lever arm component ∆X, as well as between
the ∆ω and ∆Y which had correlation values of 0.885 and −0.945, respectively, which are highlighted
in red in Table 6. Even though this correlation was high, it would be even higher without using the
optimal flight configurations. Tests show that when only one flying height was used for the direct
approach, the correlation between the boresight angle ∆ϕ and lever arm component ∆X, as well as
between the ∆ω and ∆Y, increased to 0.99. Therefore, using the optimal flight configuration presented
in this study decoupled the parameters so that they could be estimated accurately.

Table 5. Estimated parameter results for the DJI M200 thermal platform, including the standard
deviation for direct results.

Estimated
Time Delay

∆t (ms)

Estimated
Lever Arm ∆X

(m)

Estimated
Lever Arm ∆Y

(m)

Estimated
Boresight ∆ω

(◦)

Estimated
Boresight ∆ϕ

(◦)

Estimated
Boresight ∆κ

(◦)

Square Root of
A-Posteriori

Variance Factor
(Pixel)

^
σo

Ignoring Time Delay (bundle adjustment)

July 25th NA NA NA 179.12 1.26 −90.63 0.67

Sept 14th NA NA NA 179.05 1.23 −90.54 0.84

Direct Approach (mini bundle adjustment)

July 25th −268 ± 2.6 0.114 ± 0.024 −0.032 ± 0.024 179.03 ± 0.055 −0.395 ± 0.052 −90.82 ± 0.093 4.63

Sept 14th −261 ± 1.41 0.100 ± 0.015 −0.038 ± 0.014 178.99 ± 0.030 −0.508 ± 0.028 −90.50 ± 0.060 2.19

Indirect Approach (bundle adjustment)

July 25th:
Operation 1 N/A −1.46 −0.015

(constant) 179.11 −0.56 −90.62 0.48

July 25th:
Operation 2 −279 * 0.066 −0.29 178.68 −0.56 −90.72 0.47

Sept 14th:
Operation 1 N/A −1.44 −0.015

(constant) 179.05 −0.58 −90.55 0.75

Sept 14th:
Operation 2 −275 * 0.142 −0.27 178.68 −0.50 −90.91 0.72

* Time delay was estimated using the difference between the estimated lever arm in flying direction in Operation 1,
and its nominal value while considering speed/time/distance relation.

Table 6. Correlation matrix of system parameters for July 25th thermal direct approach results.

∆X ∆Y ∆Z
(Not Estimated) ∆ω ∆ϕ ∆κ ∆t

∆X 1
∆Y −0.001 1
∆Z

(not estimated) 0 0 1

∆ω 0.015 −0.945 0 1
∆ϕ 0.885 −0.013 0 0.009 1
∆κ 0.011 −0.026 0 0.024 −0.011 1
∆t −0.023 −0.067 0 0.022 0.326 −0.025 1
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Five check points’ 3D coordinates were estimated in all of the experiments. Table 7 presents the
XYZ components, mean, standard deviation, and RMSE of the differences between check points and
surveyed coordinates of the five check points from estimated object point coordinates. As displayed in
Table 3, the GSD of the FLIR thermal sensor was in the range of 1.8 to 3.6 cm for the different flying
heights. For the direct approach results, the RMSE in the horizontal direction was approximately that
of the GSD at 1–3 cm, and the indirect approach results showed no more than two times that of the
GSD. Overall, the direct approach produced the best results for the XY components when compared
to both the results of the indirect approach, and while ignoring the time delay. The vertical accuracy
was much worse than the horizontal one. This was expected and can be explained by the geometric
configuration. Using the base height ratio along with the variance in x-parallax, the estimated vertical
accuracy was expected to be between 0.09–0.18 m. Therefore, estimated 0.07 and 0.08 m standard
deviations in the vertical direction are within reason. Additionally, because of the small test area and
the limited number of check points, the Z-component showed a bias, reflected in the mean. For the
RMSE Z-component, the indirect approach showed an approximate 26 to 63% decrease from the direct
approach. This can be explained by the difference in tie points used. Since the indirect approach used
the SIFT-based tie points, there were many more, with better distribution, compared to the few tie
points used in the direct approach. That being said, the improvement in the X- and Y-components
of the direct approach over the indirect approach and the approach ignoring the time delay shows
the superiority of the direct approach. More specifically, even though the direct approach did not use
the SIFT-based tie points, which improved point distribution and geometry significantly, the direct
approach was still capable of improving the results. The distribution of tie points for the direct and
indirect approaches for the Sept 14th FLIR thermal dataset is shown in Figure 16. The distribution of
tie points was similar for the other collection dates and sensors in these experiments. Furthermore, the
mean standard deviations of the check points are only presented for the direct results, because the
bundle adjustments using the large number of SIFT-based tie points did not produce a final dispersion
matrix, due to the large size of the unknowns. The mean standard deviation of the five check points
derived from the direct approach mini bundle adjustment is displayed in Table 8. Again, the horizontal
components had higher accuracy than the vertical.

Table 7. Components and mean/standard deviation/RMSE of the differences between check points and
surveyed coordinates for the five check points for the DJI M200 thermal platform.

Without Considering Time Delay
Thermal—July

Without Considering Time Delay
Thermal—Sept

Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m)

N1 0.03 0.03 −0.18 0.01 −0.05 −0.06

N2 0.05 0.06 −0.29 −0.06 −0.06 −0.12

N3 0.03 0.08 −0.51 −0.03 −0.01 −0.03

N4 −0.04 0.12 −0.12 −0.02 −0.01 0.02

N5 0.04 0.19 0.08 0.070 0.02 0.00

Mean 0.02 0.10 −0.20 −0.01 −0.02 −0.04

Standard Deviation 0.04 0.06 0.22 0.05 0.03 0.05

RMSE 0.04 0.11 0.28 0.05 0.04 0.06

Direct Approach
Thermal—July

Direct Approach
Thermal—Sept

Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m)

N1 −0.02 0.05 0.14 −0.01 −0.02 0.24

N2 0.01 0.03 0.25 0.01 0.00 0.31

N3 0.01 0.03 0.12 0.00 −0.00 0.27

N4 −0.00 0.03 0.28 0.00 0.01 0.15

N5 −0.04 0.02 0.12 −0.003 0.01 0.16

Mean −0.01 0.03 0.18 0.00 0.00 0.22

Standard Deviation 0.02 0.01 0.08 0.01 0.01 0.07

RMSE 0.02 0.03 0.19 0.01 0.01 0.23
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Table 7. Cont.

Indirect Approach
Thermal—July

Indirect Approach
Thermal—Sept

Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m)

N1 0.01 0.05 −0.11 −0.061 −0.02 0.14

N2 −0.01 0.05 −0.06 −0.078 −0.03 0.12

N3 0.01 0.05 −0.03 −0.03 0.01 0.21

N4 0.00 0.05 0.04 −0.0 −0.00 0.16

N5 0.04 0.07 0.10 0.07 0.01 0.20

Mean 0.01 0.05 −0.01 −0.02 −0.01 0.17

Standard Deviation 0.02 0.01 0.08 0.06 0.02 0.04

RMSE 0.02 0.06 0.07 0.06 0.02 0.17

Table 8. Mean standard deviation of five check points from direct approach for the DJI M200 thermal
platform from mini bundle adjustment.

Direct Approach

X(m) Y(m) Z(m)

July 25th 0.018 0.018 0.096

Sept 14th 0.011 0.011 0.072
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Figure 16. Distribution of the tie points used for the FLIR thermal sensor in the Sept. 14th collection
date for the direct (right) and indirect* (left) approaches (*only 10% of total tie points are plotted).

The above M200 platform—thermal calibration results were used to create 1 cm orthophotos using
the estimated system parameters from the results while ignoring the time delay, both using the original
and refined trajectory data, as well as the direct and indirect approach results and for all collection
dates, using only the original trajectory data. The orthorectification process was carried out by an
in-house developed code. An orthophoto resolution of 1 cm was chosen as suitable for the agricultural
application requirements. The 40 m flying height images were used for the orthophoto generation.
Coordinates of the check targets were then measured on the generated orthophotos. Generating these
orthophotos allowed for both a qualitative and quantitative evaluation of the system parameters used
for each dataset. Figure 17 shows the orthophoto generated using the system parameters estimated
while ignoring the time delay and using the original trajectory data. Figure 18 shows the orthophoto
generated using the system parameters estimated while ignoring the time delay, but with the refined
trajectory data obtained using the bundle adjustment results. Visually, the orthophoto generated using
the refined trajectory data, Figure 18, is much better than that of the one using the original trajectory
data, Figure 17. This is because the refined trajectory was obtained from the bundle adjustment results
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where the exterior orientation parameters (EOPs) absorbed the impact of the time delay i.e., the pitch
of the trajectory was modified to absorb the impact of the time delay. Figures 19 and 20 show the
orthophotos generated using the direct approach’s calibration results for the July 25th and September
14th collection dates, respectively. The indirect approach’s orthophotos are visually similar to those
of the corresponding direct approach results. Table 9 shows the statistics of horizontal/planimetric
coordinate differences for the five check targets derived from the orthophotos. The results while
ignoring time delay but refining the trajectory data prior to generating the orthophoto show comparable
results to those of the direct and indirect approaches, which used the original trajectory data, with
well-aligned orthophotos and a horizontal accuracy approximately 1–5 times the GSD of the original
image. However, refining the trajectory data involves running the bundle adjustment then adjusting
the original trajectory data based on the bundle adjustment results for each dataset. The results while
ignoring the time delay and using the original trajectory data for generating the orthophoto show
accuracy as low as 6–7 times that of the GSD of the original images. The qualitative and quantitative
results from the generated orthophotos show that the direct and indirect approach produced accurate
results while using the original trajectory data.

Table 9. Derived statistics of horizontal/planimetric coordinate differences for the five check points
derived from the orthophoto from the DJI M200 thermal platform.

Ignoring Time Delay—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

July 25th −0.12/−0.07 0.24/0.11 0.25/0.12

Sept 14th −0.05/−0.12 0.21/0.24 0.23/0.27

Ignoring Time Delay—Refined Trajectory Data

July 25th −0.02/−0.10 0.03/0.08 0.03/0.13

Sept 14th 0.02/0.02 0.04/0.03 0.05/0.03

Direct Approach—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

July 25th −0.04/−0.07 0.09/0.03 0.10/0.07

Sept 14th −0.09/0.03 0.14/0.03 0.15/0.03

Indirect Approach—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

July 25th −0.04/−0.07 0.08/0.03 0.08/0.08

Sept 14th −0.06/−0.06 0.14/0.08 0.14/0.09

Figure 17. Orthophoto result while ignoring the time delay using the original trajectory data for FLIR
thermal July 25th data collection (red boxes show the location of the check points, Orignal Image GSD ≈
0.03m).
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Figure 18. Orthophoto result while ignoring the time delay using the refined trajectory data for FLIR
thermal July 25th data collection (red boxes show the location of the check points, Orignal Image GSD ≈
0.03m).

Figure 19. Orthophoto result from direct approach for FLIR thermal July 25th data collection (red boxes
show the location of the check points, Orignal Image GSD ≈ 0.03m).

Figure 20. Orthophoto result from direct approach for FLIR thermal September 14th data collection
(red boxes show the location of the check points, Orignal Image GSD ≈ 0.03m).

4.3.2. DJI M200 Integrated with FLIR Duo Pro R—FLIR RGB

A summary of the FLIR RGB sensor results for both collection dates, while ignoring the time
delay, and for the direct and indirect approaches is presented in Table 10. Table 10 shows the applicable
estimated parameters as well as the square root of the a-posterior variance factor for all experiments.
Similar to the thermal results, time delay estimated through the two approaches was comparable.
Moreover, the two collection dates showed relatively consistent time delay, with time delays estimated
to be in the range of −205 and −188 ms for both approaches. Based on the flying speed, the difference
in the estimated time delay between −205 and −188 ms equates to approximately 4–9 cm on the
ground. Given the APX predicted positional accuracy of 2–5 cm, and heading and roll/pitch of 0.080
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and 0.025◦, respectively, a difference in results of 4–9 cm on the ground would still be considered
consistent results. Having a consistent time delay over multiple collection dates shows the potential to
estimate the time delay in a calibration mission and then use that estimate for subsequent missions.
However, the time delay estimates from the thermal sensor on the FLIR compared to the RBG sensor
showed approximately 60–90 ms difference. This difference shows that the RGB and thermal sensor
triggering were not simultaneous, and therefore would need independent calibration adjustments to
estimate each sensor’s time delay. The square root of the a-posteriori variance factor was approximately
2.5 pixels for all experiments except the direct approach. The direct approach’s square root of the
a-posteriori variance factor was approximately 4.7 pixels. Again, this difference in the a-posterior
variance factor was because far fewer tie points were used in the direct approach. The components and
the mean/standard deviation/RMSE of the differences between check points and surveyed coordinates
for the five check points while ignoring the time delay, as well as for the direct and indirect approaches
are presented in Table 11. Again, the horizontal component results for the direct approach were
overall improved compared to both the indirect approach and while ignoring the time delay results.
The RMSE in the horizontal direction for the direct approach was approximately 1–2 times the GSD
of the 40 m flying height imagery. The RMSE in the horizontal direction for the indirect approach
and ignoring the time delay was approximately 1–7 times the GSD of the 40 m flying height imagery.
The vertical RMSE showed an improvement compared to the thermal sensor at approximately 8–11 cm.
This improvement can be explained by the fact that the FLIR RGB has a larger angular FOV, presented
in Table 2, which results in a better intersection geometry. Lastly, Table 12 shows the mean standard
deviation of the five check points for the direct approach obtained in the mini bundle adjustment, with
the reported values for the horizontal components being much less than that of the vertical. Again,
the mean standard deviations of the check points are only presented for the direct results because the
bundle adjustments using the SIFT-based tie points do not produce a final dispersion matrix.

Table 10. Estimated parameter results for the DJI M200 RGB platform including the standard deviation
for direct results.

Estimated
Time Delay

∆t (ms)

Estimated
Lever Arm ∆X

(m)

Estimated
Lever Arm ∆Y

(m)

Estimated
Boresight ∆ω

(◦)

Estimated
Boresight ∆ϕ

(◦)

Estimated
Boresight ∆κ

(◦)

Square Root of
A-Posteriori

Variance Factor
(Pixel)

^
σo

Ignoring Time Delay (bundle adjustment)

July 25th NA NA NA 178.55 0.26 −90.84 2.46

Sept 14th NA NA NA 178.61 0.50 −90.67 2.54

Direct Approach (mini bundle adjustment)

July 25th −205 ± 0.433 0.068 ± 0.005 0.005 ± 0.005 178.57 ± 0.011 0.072 ± 0.011 −90.92 ± 0.014 4.78

Sept 14th −203 ± 0.457 0.073 ± 0.005 0.0083 ± 0.005 178.58 ± 0.012 0.119 ± 0.011 −90.83 ± 0.015 4.76

Indirect Approach (bundle adjustment)

July 25th:
Operation 1 N/A −0.97 0.025

(constant) 178.56 0.23 −90.87 2.46

July 25th:
Operation 2 −188 0.06 −0.02 178.55 0.23 −90.86 2.45

Sept 14th:
Operation 1 N/A −1.03 0.025

(constant) 178.59 0.26 −90.68 2.53

Sept 14th:
Operation 2 −199 0.11 −0.03 178.53 0.22 −90.83 2.51
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Table 11. Components and mean/standard deviation/RMSE of the differences between check point and
surveyed coordinates for the five check points for the DJI M200 RGB platform.

Without Considering Time Delay
RGB—July

Without Considering Time Delay
RGB—September

Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m)

N1 −0.07 −0.05 0.11 0.06 −0.03 0.07

N2 −0.03 0.01 0.10 0.01 −0.00 0.01

N3 0.01 0.08 0.08 −0.01 −0.03 −0.00

N4 0.04 0.13 0.06 −0.02 0.00 0.08

N5 0.09 0.20 0.01 0.07 0.06 0.14

Mean 0.01 0.07 0.07 0.02 0.00 0.06

Standard Deviation 0.06 0.10 0.04 0.04 0.04 0.06

RMSE 0.06 0.11 0.08 0.04 0.03 0.08

Direct Approach
RGB—July

Direct Approach
RGB—September

Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m)

N1 0.00 0.04 0.07 −0.00 −0.02 0.10

N2 −0.01 0.03 0.10 −0.01 −0.01 0.11

N3 0.00 0.03 0.12 −0.00 −0.00 0.13

N4 −0.01 0.02 0.12 −0.02 −0.00 0.04

N5 −0.00 0.01 0.09 −0.02 0.00 0.05

Mean 0.00 0.02 0.10 −0.01 −0.01 0.09

Standard Deviation 0.01 0.01 0.02 0.01 0.01 0.04

RMSE 0.01 0.03 0.10 0.01 0.01 0.09

Indirect Approach
RGB—July

Indirect Approach
RGB—September

Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m)

N1 0.06 0.00 −0.05 −0.05 −0.03 0.05

N2 0.04 0.04 −0.07 −0.05 −0.00 0.01

N3 0.03 0.09 −0.10 −0.03 −0.03 0.08

N4 0.00 0.13 −0.11 −0.04 −0.01 0.14

N5 −0.01 0.17 −0.15 −0.01 0.03 0.18

Mean 0.02 0.04 −0.04 −0.04 −0.01 0.09

Standard Deviation 0.04 0.05 0.03 0.02 0.02 0.07

RMSE 0.04 0.07 0.05 0.04 0.02 0.11

Table 12. Mean standard deviation of five check points from direct approach for the DJI M200 RGB
platform from mini bundle adjustment.

Direct Approach

X(m) Y(m) Z(m)

July 25th 0.004 0.004 0.015

Sept 14th 0.004 0.004 0.016

Again, once the calibration was completed the results were then used to generate 1 cm orthophotos
while ignoring the time delay, both using the original and adjusted trajectory data, and for the direct
and indirect, using the original trajectory data, and using the 40 m flying height data for all collection
dates. Figures 21 and 22 show the generated orthophotos for the results while ignoring the time
delay. The direct results of the FLIR RGB sensor for both collection dates are shown in Figures 23
and 24. The indirect orthophotos show similar visual results. The results while ignoring the time
delay and using the refined trajectory data, as well as the results for the direct and indirect approaches,
using the original trajectory data, show well-aligned orthophotos. Using the generated orthophotos,
the five check targets were measured and the statistics of the horizontal coordinate differences are
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shown in Table 13. These results showed horizontal accuracy ranging from 1–7 times the GSD of the
original image. Table 13 shows the direct approach having slightly better results for the evaluation
of orthophoto derived points compared to the control data than that of the indirect approach, and
ignoring the time delay using the adjusted trajectory data. The results ignoring the time delay and
using the original trajectory data were extremely poor and only two of the five check points were
visible for measurement.

Table 13. Derived statistics of horizontal/planimetric coordinate differences for the five check targets
derived from the orthophoto for DJI M200 RGB platform.

Ignoring Time Delay—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

July 25th −1.11/0.06 0.02/0.06 1.12/0.07

Sept 14th −0.38/−0.05 0.77/0.03 0.78/0.06

Ignoring Time Delay—Refined Trajectory Data

July 25th −0.01/−0.10 0.07/0.09 0.08/0.13

Sept 14th −0.01/−0.01 0.05/0.04 0.05/0.04

Direct Approach—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

July 25th −0.04/−0.07 0.06/0.02 0.06/0.07

Sept 14th 0.01/0.01 0.01/0.03 0.01/0.03

Indirect Approach—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

July 25th −0.03/0.07 0.04/0.03 0.05/0.08

Sept 14th −0.01/0.01 0.03/0.03 0.03/0.03

Figure 21. Orthophoto result ignoring the time delay using the original trajectory data for FLIR
RGB July 25th data collection (red boxes show the location of the check points—only two visible,
Original Image GSD ≈ 0.01m).
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Figure 22. Orthophoto result ignoring the time delay using the refined trajectory data for FLIR RGB
July 25th data collection (red boxes show the location of the check points, Original Image GSD ≈ 0.01m).

Figure 23. Orthophoto result from direct approach for FLIR RGB July 25th data collection (red boxes
show the location of the check points, Original Image GSD ≈ 0.01m).

Figure 24. Orthophoto result from Direct Approach for FLIR RGB September 14th data collection (red
boxes show the location of the check points, Original GSD ≈ 0.01m).

4.3.3. DJI M600 Integrated with Sony Alpha 7R (ILCE-7R)

The results while ignoring the time delay as well as the direct and indirect estimated parameter
results for the DJI M600 platform are presented in Table 14. It should be noted that this Sony camera was
modified prior to collection to incorporate the hardware direct feedback approach [32]. This hardware
modification drastically reduced the time delay in the system. As we can see in Table 14, the estimated
time delay for the Sony camera was in the range of −1.25 and −0.5 ms for the direct and indirect
approaches, respectively. The components, mean, standard deviation, and RMSE of the differences
between the check points and surveyed coordinates of the five check points from the bundle adjustment
are illustrated in Table 15. All results were comparable. This was expected, since the time delay found
for this platform was minimal. However, the ∆ω estimated boresight angle for the direct approach
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was slightly different than that of the other results. This is because the direct approach did not refine
the GNSS/INS data in the adjustment whereas the other bundle adjustments did. Additionally, the
a-posterior variance factor was higher for the direct approach. This is because the direct approach only
used the check points as tie points in the mini bundle adjustment, compared to the bundle adjustments
that used both check points and SIFT-based tie points. The check points had an approximate RMSE of
1–4 and 9 times the GSD for the 40 m flying height, in the horizontal and vertical direction, respectively.
Table 16 shows the mean standard deviation of the check points from the direct approach mini bundle
adjustment. The mean standard deviation for the X, Y, and Z components were very low. The direct
approach generated orthophoto from DJI M600 dataset is illustrated in Figure 25, while statistical
evaluations of check point targets are presented in Table 17. All other orthophotos generated were
visually similar to that of the direct approach, and therefore are not presented. The orthophoto derived
coordinates of the check targets showed horizontal RMSE of approximately 2–5 times the GSD in both
X and Y directions for the 40 m flying height.

Table 14. Estimated parameter results for the DJI M600 platform, including the standard deviations for
the direct results.

Estimated
Time Delay

∆t (ms)

Estimated
Lever Arm ∆X

(m)

Estimated
Lever Arm ∆Y

(m)

Estimated
Boresight ∆ω

(◦)

Estimated
Boresight ∆ϕ

(◦)

Estimated
Boresight ∆κ

(◦)

Square Root of
A-Posteriori

Variance Factor
(Pixel)

^
σo

Ignoring Time Delay (bundle adjustment)

May 06th NA NA NA 178.29 −0.09 −91.12 1.56

Direct Approach (mini bundle adjustment)

May 06th −1.25 ± 0.48 0.267 ± 0.004 0.019 ± 0.004 179.32 ± 0.011 −0.097 ± 0.010 −91.08 ± 0.013 5.61

Indirect Approach (bundle adjustment)

May 06th:
Operation 1 N/A 0.268 0.026

(constant) 179.29 −0.09 −91.12 1.56

May 06th:
Operation 2 −0.5 0.27 0.002 179.29 −0.09 −91.12 1.56

Table 15. Components and mean/standard deviation/RMSE of the differences between check point and
surveyed coordinates for the five check points for the DJI M600 platform—Sony RGB.

Ignoring Time Delay Direct Approach Indirect Approach

Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m) Xdif (m) Ydif (m) Zdif (m)

N1 −0.04 0.02 −0.00 −0.01 0.02 −0.03 −0.04 0.02 −0.00

N2 −0.03 0.00 −0.05 −0.01 0.01 −0.03 −0.03 0.01 −0.05

N3 −0.03 0.02 −0.06 −0.02 0.02 −0.02 −0.03 0.02 −0.06

N4 −0.01 0.02 −0.07 −0.01 0.01 −0.03 −0.01 0.02 −0.07

N5 0.02 0.01 −0.01 −0.01 −0.00 −0.00 0.02 0.01 −0.01

Mean −0.02 0.02 −0.04 −0.01 0.01 −0.02 −0.02 0.02 −0.04

Standard
Deviation 0.02 0.01 0.03 0.00 0.01 0.01 0.02 0.01 0.03

RMSE 0.03 0.02 0.05 0.01 0.01 0.03 0.03 0.02 0.05

Table 16. Mean standard deviation of five check points from direct approach for the DJI M600 platform
from bundle adjustment.

Direct Approach

X(m) Y(m) Z(m)

May 06th 0.003 0.003 0.013
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Table 17. Derived statistics of horizontal/planimetric coordinates for five check targets derived from
orthophoto—DJI M600 platform.

Ignoring Time Delay—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

May 06th 0.03/−0.02 0.02/0.02 0.04/0.03

Ignoring Time Delay—Adjusted Trajectory Data

May 06th 0.02/−0.02 0.02/0.01 0.03/0.02

Direct Approach—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

May 06th 0.03/−0.02 0.01/0.02 0.03/0.03

Indirect Approach—Original Trajectory Data

Mean—X/Y (m) Standard Deviation—X/Y (m) RMSE—X/Y (m)

May 06th 0.03/−0.02 0.02/0.02 0.03/0.03
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5. Conclusions

UAV-based, GNSS/INS-assisted imaging systems need proper system calibration for accurate
3D spatial reconstruction. With consumer-grade systems, a time delay between the GNSS/INS event
markers and the actual exposure time may exist. This time delay needs to be modeled and estimated for
accurate geospatial products. In this study, two approaches—direct and indirect—for estimating this
time delay are introduced. Optimal flight configuration for system calibration while considering time
delay was also derived through bias impact analysis. A modified mathematical model was derived for
the direct approach so that the time delay could be directly estimated in a one-step bundle adjustment
process. The indirect approach leveraged the traditional mathematical model and bundle adjustment
procedure to estimate the time delay indirectly using the nominal lever arm, speed/time/distance
relationship, and bias impact analysis findings. Experimental results were presented for two UAV
systems with different imaging sensors and multiple collection dates.

In summary, both the direct and indirect approaches accurately estimated the time delay between
the GNSS/INS event marker time and the actual image mid-exposure time. The results show that these
approaches are capable of producing reliable estimates of the time delay across multiple platforms
and with a variety of sensors. The results show that the direct approach is capable of producing
accuracy at approximately the same level as the GSD of the system. This accuracy is achieved using
direct geo-referencing, without the use of ground control data and while using the original trajectory
data. In addition, the results showed consistency across the dates, which allows one to estimate time
delay in an initial system calibration, then use that estimate for subsequent missions and applications.
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The results show that attempting a calibration while ignoring the time delay and using the original
trajectory data, for a system with time delay, produces poor orthophoto results both visually and
in terms of absolute accuracy evaluation. Ignoring the time delay but adjusting the trajectory did
improve results over ignoring the time delay and using the original trajectory. However, adjusting
the trajectory information is time consuming and requires an additional bundle adjustment for each
dataset. The direct and indirect approaches not only estimated the time delay, but were capable of
using the original trajectory data for generating orthophotos. The results also show that the direct and
indirect approaches increased the horizontal accuracy compared with the bundle adjustment while
ignoring the time delay. Overall, the direct approach is recommended over the indirect because it
directly estimates the time delay by modifying the bundle adjustment mathematical model, is capable
of incorporating the optimal configuration, and improves absolute accuracy. It is also capable of
incorporating multiple flying heights and linear/angular velocities, which allows users to implement
the optimal configuration and therefore estimate and decouple system parameters with the highest
accuracy. However, both direct and indirect approaches covered in this study can be implemented in
system calibration to account for a time delay and used without the need for ground control.

In previous works, there have been both software and hardware solutions for estimating and
correcting for time delay in an imaging system. Previous software solutions included either a one-step
procedure that required modification to bundle adjustment code, or a two-step procedure that did not
require code modification but required two different independent adjustments. All previous software
solution studies discussed in this article require ground control points for estimation of the time delay.
Furthermore, none of the previous studies presented in this article provided a rigorous derivation of
optimal flight configurations. Below is a list of the contributions this study presents:

• Two approaches, direct and indirect, were shown to accurately estimate time delay to accommodate
users with and without capability of modifying bundle adjustment software code.

• The indirect approach does not require modification to the bundle adjustment code, and it also
only needs a single bundle adjustment process.

• Rigorously derived optimal flight configurations were presented.
• The two approaches were shown to be reliable across a variety of platforms and sensors.
• The direct approach is capable of producing accuracy at approximately the same level as the GSD

of the system.
• The accuracies achieved were without the use of ground control points.
• The direct and indirect approaches are capable of using the original trajectory data for generating

accurate orthophotos.
• Both approaches were shown to handle sensors with relatively large time delays appropriately,

therefore no prior hardware modification is necessary.

Future work will focus on incorporating the direct approach into a comprehensive bundle
adjustment where one could also use SIFT tie points. Automated extraction of targets will also
be an avenue of future work. Additionally, an investigation of the internal GNSS/IMU of the
FLIR-thermal/RGB sensor will be included to determine whether it also has a time delay. Lastly,
using quaternions instead of rotation matrices within the bundle adjustment would allow for better
interpolation of platform orientation while considering time delay, and will also be investigated.
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