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Abstract: Loop closure detection is an important component of the Simultaneous Localization and
Mapping (SLAM) algorithm, which is utilized in environmental sensing. It helps to reduce drift
errors during long-term operation, improving the accuracy and robustness of localization. Such
improvements are sorely needed, as conventional visual-based loop detection algorithms are greatly
affected by significant changes in viewpoint and lighting conditions. In this paper, we present a
semantic spatial structure-based loop detection algorithm. In place of feature points, robust semantic
features are used to cope with the variation in the viewpoint. In consideration of the semantic features,
which are region-based, we provide a corresponding matching algorithm. Constraints on semantic
information and spatial structure are used to determine the existence of loop-back. A multi-stage
pipeline framework is proposed to systematically leverage semantic information at different levels,
enabling efficient filtering of potential loop closure candidates. To validate the effectiveness of our
algorithm, we conducted experiments using the uHumans2 dataset. Our results demonstrate that,
even when there are significant changes in viewpoint, the algorithm exhibits superior robustness
compared to that of traditional loop detection methods.

Keywords: SLAM; loop closure detection; semantic features; semantic spatial structure

1. Introduction

Visual place recognition, also known as loop closure detection (LCD), plays a crucial
role in environment sensing. It helps to establish accurate environment maps, improve
navigation accuracy and reliability, and enhance the robustness and stability of the system.
The VPR algorithm can accurately compare contemporary environmental information
with historical data to effectively identify the loop phenomenon, ensuring that the con-
structed map is accurate. Loop detection has significantly improved both the accuracy
and stability of the automatic navigation system, providing users with a smoother and
more reliable navigation experience. It also helps the system identify and filter abnormal
data, further enhancing its robustness and guaranteeing stable operation in a variety of
complex environments.

As an essential component of the SLAM (Simultaneous Localization and Mapping)
system, VPR has undergone extensive research in the fields of computer vision and robotics.
From the perspective of practical applications, the VPR algorithms must achieve high
precision—requiring as much as 100% accuracy in some instances—to achieve the neces-
sary security, reliability, complex environmental challenges, navigation, and path-planning
requirements for large-scale application scenarios [1]. Therefore, the algorithm must be
capable of resisting changes when faced with different lighting conditions, viewpoints,
seasons, distances, occlusions, or background clutter [2]. However, the majority of cur-
rent VPR algorithms are appearance-based and therefore suffer from perceptual aliasing
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issues [3]. Recognition difficulties may occur; for example, the presence of similar objects,
such as trees and buildings, may lead to different locations mistakenly being identified as
the same place.

In VPR algorithms, the most crucial step is effectively representing a position in order
to allow a one-to-one mapping relation to be established between the encoded image and
the corresponding 3D position on the map. For a substantial period, the VPR has been
limited to approaches in which images are represented by handcrafted features. These may
include local features such as SIFT [4] and SURF [5], or global features such as HOG [6].
These pixel-scale based features perform well in terms of accuracy. However, as mentioned
previously, these algorithms are sensitive to changes in the camera viewpoint and may fail
to detect loops in the wake of significant changes in perspective, as completely different
feature points may be obtained when a scene is viewed from different angles. In the current
SLAM systems, the Bag-of-Words (BOW) model is the most popular. However, this model
still relies on feature point extraction, and therefore it cannot adequately handle changes in
viewpoint. Unlike traditional methods, deep learning-based loop closure detection models,
such as CNN networks, primarily utilize CNNs to extract local and global information, and
employ Rotation-Invariant Attention Networks to address viewpoint variations. However,
this approach struggles to effectively address challenges such as lighting changes, seasonal
variations, and differing viewpoints, leading to suboptimal loop closure detection. In light
of this, integrating semantics into this process has become increasingly popular. Introducing
semantics can effectively address changes in viewpoint and lighting. However, the semantic
information expressed in the image region is unable to provide precise localization. In
addition, many existing methods are based on deep learning, which consumes significant
computational resources, limiting the applicability of such approaches. Therefore, despite
the widespread availability of mature semantic segmentation methods, it is necessary to
explore the role of semantics in loop detection and determine the ways in which semantic
information can be used to improve the loop detection performance.

To address the shortcomings of appearance-based methods and to improve their ac-
curacy, this paper proposes a semantic spatial structure-based loop detection algorithm.
The innovations of this paper are twofold. Firstly, the structured semantic feature based on
spatial constrains not only implements the robust semantic information, but also preserves
the accuracy of traditional feature information, achieving accurate and robust loop detec-
tion. Secondly, the multi-stage pipeline framework facilitates efficient coarse matching
and accurate fine matching, in addition to quick and accurate filtering of the loop-back
key frames.

The contributions of this article are as follows:

• Leveraging robust semantic features is suggested as an alternative to raw feature
points, mitigating issues that arise as a result of illumination variations and view-
point changes. These semantic features demonstrate greater resilience against such
variations, enhancing the robustness of loop closure detection.

• Constraints based on semantic information and spatial structure are proposed for
semantic feature matching. By integrating semantic cues with spatial relationships,
the algorithm achieves more precise and reliable loop closure detection. This inte-
gration effectively addresses the issues related to the low accuracy of region-based
semantic features.

• A multi-stage pipeline framework is proposed to systematically leverage semantic
information by sequentially applying the fast module and accurate module. Course
matching efficiently filters out potential loop closure candidates. By progressively
refining matches based on semantic and spatial coherence, the algorithm outperforms
traditional methods.

2. Related Works

The loop closure detection algorithm has undergone significant development and is
currently divided into two main subtypes: traditional-method-based loop closure detection
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algorithms and deep learning-based loop closure detection algorithms. The representative
approach in the traditional category involves various Bag-of-Words (BOW) algorithms.
Although they are based on traditional methods, these algorithms are the most widely
used category, with popular models including ORB-SLAM [7–9] and VINS-Mono [10].
Alternative methods involve deep learning-based loop closure detection algorithms, such
as NetVLAD [11], which has been substantially improved by numerous researchers. In
the following sections, we will provide detailed introductions for loop closure detection
algorithms that consider the features of both subtypes.

One cannot comprehensively discuss traditional-method-based loop closure detection
algorithms without mentioning the Bag of Words (BOW) and its numerous variants. The
original BOW algorithm, initially proposed in [12], involves detecting feature points,
generating feature descriptors, clustering these descriptors, and assigning similar feature
descriptors to the same visual word. The result is a visual vector representation for an
image, denoted as Set = {(w1, n1), (w2, n2), (w3, n3), ...}, where wi represents the ID of the
visual word and ni represents the weight of that visual word, which is calculated using
TF-IDF. This method also defines a k-ary tree using k-means clustering, assuming a tree
depth of L, resulting in a potential kL visual words. For an online input image, finding
the corresponding words only requires KL comparisons. This BOW approach effectively
represents images as discrete visual words, laying the foundation for subsequent loop
closure detection. Expanding upon the original Bag-of-Words algorithm, the authors of [13]
describe a place recognition algorithm used in ORB-SLAM [7]. Its main advantage lies
in the optimization of computational speed achieved using binary features. This method
builds upon the foundations of Bag of Words and geometric verification, discretizing the
Bag-of-Words algorithm into binary space. In doing so, it marks the first instance in which
a binary vocabulary is utilized for loop closure detection in the context of place recognition.
In addition to a series of Bag-of-Words models, another classic loop closure detection
algorithm, FAB-MAP [14], implements a probabilistic approach to appearance-based place
recognition. The proposed system is not confined to localization; it can also determine
whether new observations originate from previously unseen locations, thereby expanding
its map. Moreover, the probabilistic approach in this paper allows for explicit consideration
of perceptual aliasing in the environment. The algorithm’s complexity scales linearly
with the number of locations on the map, making it ideally suited to online loop closure
detection in mobile robotics. The concept of Random Ferns was initially introduced in [15].
In this approach, Random Ferns are employed to compressively encode each frame of an
image and effectively assess the similarity between different frames. However, a major
drawback of this method is that, in the presence of changes in viewpoint, significant biases
can occur, which can affect the robustness compared to that provided by methods based
on invariant features. Representative algorithms utilizing Random Ferns include [16–19].
SeqSLAM [20] does not require that a global best match be identified through a visual
frontend; instead, it selects a short sequence of images as the best match, i.e., matching
between sequences. It searches for the best candidate to match the current image in each
local neighborhood, then identifies a continuous sequence of the best matches from the
current image sequence. However, SeqSLAM is heavily reliant on exhaustive sequence
matching, a computationally expensive process that hinders its ability to handle large
maps. To combat this issue, Fast-SeqSLAM [21] was proposed. This method reduces time
complexity without compromising accuracy, using an Approximate Nearest Neighbors
(ANN) [22] algorithm to match the current image with the robot’s map. It also extends the
SeqSLAM approach by incorporating a non-greedy search strategy to identify the closest
match for the current image sequence.

In deep learning-based loop closure detection algorithms, Convolutional Neural
Networks (CNNs) [23] stand out as the most popular networks, and many representative
algorithms are built upon CNNs. The authors of [24] were the first to successfully fine-tune
a particular CNN for place recognition with the intention of learning appearance-invariant
representations. Meanwhile, in their work, Sünderhauf et al. [25] present a landmark-
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based visual place recognition method that combines object proposal techniques and CNN
features. Their method uses Edge Box [26] to detect potential landmarks within an image
and then extract CNN features using AlexNet [27] for each detected landmark. Another
algorithm, NetVLAD [11] is also highly representative of its type. Typically, traditional
methods (such as SIFT) yield multiple local features for an image. For example, Vector of
Locally Aggregated Descriptors (VLAD) compresses several local features into a specific-
sized global features through clustering, achieving dimensionality reduction. NetVLAD
aggregates feature maps from pre-trained models to obtain a global descriptor for an image,
providing the capability to handle scene and viewpoint changes. However, when creating
global features, NetVLAD does not specifically consider more fine-grained local features,
resulting in a relatively low recall rate in scene recognition. Scene recall algorithms based
on local features only aggregate local features without considering higher-level information.
Patch-NetVLAD [28] leverages the advantages of both local and global features and utilizes
NetVLAD residuals to obtain patch-level features. This feature effectively addresses the
impact of environmental and viewpoint changes on Visual Place Recognition. Compared
to the original NetVLAD, Patch-NetVLAD significantly improves VPR recall rates. In
consideration of viewpoint variations, the Rotation-Invariant Attention Network proposed
in [29] is worthy of further investigation. The authors of [30] propose using a deep scene
representation to achieve the invariance of CNN features and enhance the discriminative
power of the algorithm. Meanwhile, [31] combats the poor generalization ability of CNN
networks in new environments. The proposed MTLN treats each small-scale dataset as an
individual task and uses complementary information from multiple tasks to improve the
generalization. The teacher–student model utilized in [32,33] can also provide a framework
for improving a model’s generalization ability. Multi-sensor fusion is another potential
strategy for enhancing the accuracy of VPR systems. Many methods adopt a two-stream
network and design additional constraint conditions to extract shared features for different
modalities. However, the interaction between the feature extraction processes of different
modalities is rarely considered. In [34], a partially interactive collaboration method is
proposed to exploit the complementary information of different modalities in order to
reduce the modality gap.

Recently, incorporating semantics into VPR tasks has become a popular research trend,
allowing researchers to prevent recognition errors caused by changes in lighting, seasons,
and other variations that may affect the appearance of a scene. In their work, the authors
of [35] propose a novel strategy that models the visual scene by preserving its geometric
and semantic structure while improving appearance invariance through a robust visual
representation. This method relies on high-level visual landmarks consisting of appearance-
invariant descriptors that are extracted by a pre-trained CNN via image patches. This
landmark-based VPR method utilizes high-level semantic features extracted from CNN to
specify patches in an image, facilitating the construction of a covisibility graph. However,
the researchers do not associate each patch with a specific object label, and thus they
consider their approach to be only semi-semantic-based [36]. Similar methodologies have
been utilized to address the Visual Question Answering (VQA) problem, demonstrating
the effectiveness of semantic spatial fusion. This paper adopts a similar approach based
on this concept. In [37], the authors focus on a highly challenging problem: recognizing a
previously visited location viewed from the opposite direction. To this end, they propose
a novel descriptor referred to as Local Semantic Tensor (LoST) built on feature maps of
RefineNet [38], which is a high-resolution semantic segmentation network that matches
images semantically. This work was improved upon by the authors of [39], who presented
a pipeline that simultaneously uses semantic information at three levels: the database level
for environment segmentation; the image level for place matching; and the pixel level
for a final spatial-consistency check. These authors proposed a hybrid image descriptor
that semantically aggregates salient visual information, complemented by appearance-
based description, and augments a conventional coarse-to-fine recognition pipeline with
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keypoint correspondences extracted from within the convolutional feature maps of a pre-
trained network.

In consideration of the aforementioned advantages of semantic information, this paper
introduces semantic information to address position recognition errors caused by changes
in lighting and perspective within the same scene. Moreover, considering the resource-
intensive nature of deep learning methods and the hardware constraints that limit their
applicability, this paper combines spatial information with traditional position recognition
methods, achieving satisfactory results.

3. Overall Structure

Figure 1 shows the framework of the loop detection algorithm proposed in this paper.
The framework consists of three-stage pipeline modules: a semantic image preprocessing
module, a coarse matching module based on semantic vectors, and a fine matching module
based on semantic space structure. Firstly, the role of the semantic image preprocessing
module is to identify the semantic instances by separating the semantic image with depth
information. Meanwhile, the coarse matching module uses 2D semantic information to
generate semantic vectors and quickly discards historical frames that may have loops.
Finally, the fine matching module constructs a semantic space structure based on semantic
images and depth images, compares it with the historical frames retained during the coarse
screening, and outputs the final loop detection result.

Compared with traditional loop detection algorithms, our proposed algorithm uses
semantic and spatial structure information to prevent false positives and false negatives.
In addition to this, the integration of semantic information helps us to discern unique
landmarks or features that remain consistent across different viewpoints or illumination
conditions, ensuring that detected loops correspond to genuine similarities rather than
coincidental resemblances. Conversely, spatial structural information empowers algorithms
to consider not only visual appearance but also the relative positions and orientations
of features, facilitating more precise loop closure decisions. Through the collaborative
utilization of semantic and spatial structural information, this algorithm enhances its
capability to identify meaningful loops amidst variations in perspective and lighting,
exhibiting improved robustness and detection accuracy.
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Figure 1. Loop closure detection framework.

3.1. Semantic Image Preprocessing

Due to the semantic segmentation method adopted in this paper, which does not
differentiate between different instances of the same category, neighboring objects of the
same class in the image will be connected in the semantic graph, making it impossible
to distinguish their boundaries. Figure 2 shows a typical example, in which a sofa in the
foreground and a chair in the background are indistinguishable in the semantic graph due
to their shared category and close proximity to one another in the image. This situation
lessens the effectiveness of subsequent algorithms and reduces the accuracy of loop closure
detection, necessitating additional processing.
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(a) Original Image (b) Semantic Image

Figure 2. Semantic adhesion phenomenon.

To distinguish between different instances of the same class in the image, this paper
considers the differences in spatial position, such as the significant discrepancies in the
depth information between objects like the sofa and the chair in the example above. The
method employed here is to identify distance discontinuities in the depth image and map
them onto the semantic image to segment connected semantics.

3.1.1. Depth Image Mutation Area Detection

The goal of this section is to detect the positions of abrupt changes in distance in the
depth image, i.e., locations at which the depth values of adjacent pixels vary significantly.
This objective is similar to edge detection in ordinary images; therefore, this paper adopts
an edge detection approach.

Current edge detection methods can be divided into two categories: those based on
first-order derivatives and those based on second-order derivatives. Common operators
based on the former include Roberts, Prewitt, and Sobel. Meanwhile, the Laplacian opera-
tor [40] is frequently used for second-order derivatives. The first-order operator produces
edge responses even on flat surfaces such as the ground and walls, and the response
strengths at different positions on the same surface are inconsistent. This is due to the
characteristics of the first-order operator and the depth image itself.

In light of the abovementioned factors, this paper uses the Laplacian operator to detect
distance change regions in the depth image. In two-dimensional space, the Laplacian
operator can be written as follows:

Laplace ( f (x, y)) = fxx(x, y) + fyy(x, y) (1)

where fxx and fyy represent the second-order partial derivatives of the image function f in
the x and y directions, respectively.

Since directly computing the second-order derivative is challenging, this paper uses
a discrete convolution kernel K to approximate the Laplacian operator, as shown in the
following equation:

K =

0 1 0
1 −4 1
0 1 0

 (2)

The process of using the Laplacian operator to find distance change regions in the
depth image is as follows:

1. The depth image is convolved with the discrete convolution kernel K to obtain an
approximation of the second-order derivative.

2. The distance change positions are sought based on the convolution result.
3. An appropriate threshold Thr is applied to binarize the result.
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Figure 3 depicts the distance change regions detected by the algorithm on the depth
image. These regions reflect abrupt changes in the distance from the scene to the camera
and can help segment semantic regions connected by different instances.

(a) Depth image (b) Distance change regions in depth image

Figure 3. Distance change detection in depth image.

3.1.2. Semantic Image Preprocessing

To eliminate the influence of semantic regions connected by different instances on the
semantic image, this paper adopts the following processing steps:

1. The method described in Section 3.1.1 is used to detect the positions of distance
discontinuities in the depth image. This is based on the reasonable assumption that
the distance from the camera to the same instance will remain relatively stable, while
the distance from stuck regions of different instances will change.

2. The semantic image is aligned with the depth image and the pixel values in the
semantic image are set to correspond to the positions of distance discontinuities,
which are shown in black, further segmenting the stuck regions.

3. A preprocessed semantic image is created.

Figure 4 compares a semantic image before and after preprocessing. The preprocessed
semantic image separates different instances with black lines, improving the discernibility
of the semantic image.

(a) Original semantic image (b) Preprocessed semantic image

Figure 4. Comparison between semantic images before and after preprocessing.

3.2. Semantic Vector-Based Coarse Matching Module

Due to the high computational complexity and time-consuming nature of the proposed
semantic spatial structure-based fine matching module, it is infeasible to apply it to all
historical frames. Therefore, in this paper, we utilize a hierarchical loop detection method,
employing a coarse matching module to rapidly screen potential loop candidate frames
from historical frames. Subsequently, the fine matching module is used to perform a more
detailed similarity evaluation on the candidate frames in order to determine the existence
of loops. This hierarchical loop detection method ensures accurate loop detection and
improves the efficiency of our suggested method.
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Figure 5 is a flowchart of the proposed semantic-vector-based coarse matching module,
which includes the following steps:

1. The semantic vector of the current frame is extracted as the basis for similarity evaluation.
2. The similarity between historical frames and the current frame is evaluated based on

semantic vectors.
3. Non-maximum suppression is performed, and only the frame with the highest score

among temporally adjacent frames is retained.
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Figure 5. Flowchart of semantic-vector-based coarse matching.

3.2.1. Semantic Vector Extraction

Semantic categories in semantic segmentation can be separated into dynamic semantic
and static semantic classes based on whether they are in motion. Although the types and
quantities of dynamic objects in the same scene may change frequently, the types and
quantities of static classes remain relatively constant. Therefore, the types and quantities of
static classes can provide preliminary screening for loop detection. When the types and
quantities of static classes in two frames are similar, the probability that these two frames
belong to the same scene is high, whereas, when there is a significant difference in the types
and quantities of static classes between two frames, the likelihood that these two frames
belong to the same scene is low. In light of this, a semantic vector extraction method is
proposed in this paper.

The steps of the proposed method are as follows:

1. For each frame, the semantic image is preprocessed using the method described in
Section 3.1.1, as shown in Figure 6a.

2. For all static semantic classes, the semantics are extracted from the image through
color lookup, forming a binary image. Figure 6b presents binary images of several
major semantic classes. Notably, due to the lack of discrimination, walls and floors
appear in almost all frames and are thus removed during this step.

3. For each binary image, contour tracing is performed for extraction purposes. The
contour extraction algorithm scans the image from the top-left corner, identifies the
first white pixel, then moves along the boundary in a clockwise or counterclockwise
direction, recording all the pixels passed until it returns to the starting point, thus
obtaining a contour. This process is repeated until all regions have been traced.
Figure 6c illustrates the contour extraction result for the chair semantic class.

4. To form a vector that represents the types and quantities of objects in the current
frame, the number of contours is used as an approximate value of the instance count.
This vector is constructed by counting the number of occurrences of each semantic
class and its corresponding contours that appear in the image. At this point, the length
of the vector indicates the number of semantic classes in the environment, with the
occurrence frequency of each semantic class in the current frame corresponding to
the value at its position in the vector. If the contour area does not exceed a threshold
Thrarea, it is not considered. Figure 6d demonstrates an intuitive display of a semantic
vector, where the horizontal axis represents semantic classes and the vertical axis
represents the frequency of semantic occurrence.
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(a) Preprocessed semantic image (b) Semantic binary masks

(c) Semantic class contour extraction (d) Semantic region counts

Figure 6. Semantic vector extraction.

3.2.2. Similarity Evaluation between Current Frame and Historical Frames

Although various measurement methods can be used to calculate the similarity be-
tween semantic vectors, such as the cosine similarity, Euclidean distance, Manhattan
distance, and correlation coefficient, due to the significant differences in the value ranges
of various semantics in this paper, using Manhattan and Euclidean distances to measure
similarity is not appropriate. Considering the long-term operation of the SLAM system,
which requires matching the current frame with a large number of historical frames, high
demands are placed on computational efficiency and parallelism. Therefore, we do not
adopt correlation coefficient methods in this paper, either. Consequently, cosine similarity
is chosen to measure the similarity between semantic vectors.

Assuming there are two vectors A and B, their cosine similarity S can be calculated
using the following formula:

S(A, B) =
A · B
|A||B| (3)

Here, · denotes the dot product, A · B represents the sum of element-wise multiplica-
tion of A and B, and |A| and |B| are the magnitudes of vectors A and B, respectively.

In addition to directly computing the cosine similarity between vectors, different
weights can be assigned to different semantics. For example, items such as kitchenware
and beds in indoor scenes possess higher robustness in semantic detection and can provide
a better reflection of the current position information; thus, they can be assigned higher
weights. Assuming the weights of different semantics are W = [w1, w2, w3, · · · , wn] for a
semantic vector A = [a1, a2, a3, · · · , an], the weighted semantic vector A∗ can be obtained
as follows:

A∗ = A · W = [w1a1, w2a2, w3a3, · · · , wnan] (4)

where A∗ represents the new semantic vector obtained after incorporating weight information.
Once the methods for computing similarity between two vectors have been introduced,

the similarity between the current frame and historical frames is calculated as follows:

1. Since the similarity between adjacent frames is often high, but not meaningful for
loop detection, a sliding window threshold Thrwindow is set in this paper. The loop
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detection algorithm does not evaluate the similarity between the current frame and
the nearest Thrwindow frames.

2. We calculate the similarity between the current frame and historical frames.
3. We select the top k frames with the highest similarity scores from S, where the

similarity score exceeds the threshold Smin.

The resulting k frames are the loop candidate frames in this paper. In addition to
accelerating using matrix operations, fuzzy retrieval tools such as the Faiss library can also
be utilized. Although the accuracy of fuzzy retrieval methods may decrease, their efficiency
is superior; they are capable of handling retrievals at the billion level within milliseconds,
making them suitable for SLAM systems that require higher real-time performance but
have less stringent accuracy requirements.

3.2.3. Non-Maximum Suppression of Candidate Frames

Since adjacent image frames often contain similar scene information, to avoid redun-
dant loop detection in the same scene, non-maximum suppression is performed on the k
loop candidate frames obtained in the previous step. The detailed steps of this process are
as follows:

1. We arrange the similarity scores of the k loop candidate frames in descending order.
2. Starting from the loop candidate frame with the highest similarity score, we remove

the other loop candidate frames that exist within a time window T. Loop candidates
with lower similarity scores around the frame with the highest score (scored at 0.9)
are also removed, and new contenders are added to ensure an adequate number
of candidates.

3. The above steps are repeated until all loop candidate frames have been screened.

3.3. Fine Matching Module Based on Semantic Spatial Structure

After the coarse filtering of historical frames in Section 3.2, several candidate frames
that may form loops with the current frame are obtained. However, relying solely on
semantic vectors for similarity evaluation does not guarantee sufficient accuracy. For
instance, different bedrooms or living rooms may have high semantic vector similarities.
To address this issue, this paper introduces spatial structural information as a stronger
constraint to further filter candidate frames.

The specific implementation steps of the proposed method are as follows:

1. We extract the centroid positions of each contour area (i.e., each object) from the
preprocessed semantic graph.

2. We calculate the coordinates of the centroids in three-dimensional space.
3. After that, we calculate the gravity direction based on SLAM frontend and IMU information.
4. Next, we project the three-dimensional centroid positions along the gravity direction

to reduce their dimensionality to two.
5. Then, we utilize triangulation algorithms to extract the graph structure formed by the

two-dimensional centroid positions.
6. Finally, we use graph matching algorithms to calculate the graph structure similar-

ity between the current frame and candidate frames, and multiply it by the vector
similarity to obtain the final output.

3.3.1. Computation of Contour Centroids

This paper adopts the method introduced in Section 3.2.1 to extract all contours
from the preprocessed semantic image and approximates each contour-surrounded region
as an object. To fulfill the necessary processing steps required to obtain object position
information, we must begin by determining the spatial coordinates of each object. Directly
computing the point cloud corresponding to each object and finding its centroid is a more
accurate approach, but is inefficient in this situation. Instead, a simpler and effective
method is employed to calculate the centroid of each contour in the two-dimensional image



Remote Sens. 2024, 16, 1720 11 of 22

and subsequently compute the centroid’s spatial coordinates as a representative of the
object’s spatial position.

To compute the centroid of a contour, this paper utilizes the concept of moments in
images. For a grayscale image G(u, v) where u and v are discrete variables, the equation
can be transformed to

Mij = ∑
u

∑
v

uivjG(u, v) (5)

These are referred to as raw image moments. Using raw image moments, simple
attributes such as the total grayscale sum ∑ G(u, v) and centroid (ū, v̄) can be computed
as follows:

∑ G(u, v) = M00 (6)

(ū, v̄) =
(

M10

M00
,

M01

M00

)
(7)

Figure 7 presents the centroid extraction results in actual operation. It can be observed
that the majority of centroids effectively represent their corresponding regions.

(a) Preprocessed semantic image (b) Centroid positions

Figure 7. Contour centroid computation result.

3.3.2. Computation of Centroid Spatial Coordinates

After obtaining the centroids of contours on the image, it is necessary to calculate
their spatial positions in the camera coordinate system. The computation process varies
depending on the sensor used. In this section, we employ a depth sensor to complete
this calculation.

Upon aligning the depth image with the color image, the depth value at a pixel (x, y)
in the depth image represents the distance from the camera to the spatial point projected
onto the color image at (x, y). Using the camera intrinsics and depth value, the spatial
position of a point in the camera coordinate system can be identified.

According to the aligned images, this paper calculates the spatial coordinates of all
contour centroids as an approximation of the objects’ positions in space. Figure 8 illustrates
the spatial coordinates of centroids extracted in the previous section.

(a) Centroid positions
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(b) Centroid spatial coordinates

Figure 8. Visualization of centroid spatial coordinates.
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3.3.3. Computation of Gravity Direction

To determine the gravity direction of the current frame, this paper performs IMU
initialization at the start of the SLAM system, determining the initial gravity direction,
and subsequently identifies the gravity direction of the current frame based on the pose
transformation matrices calculated by the SLAM frontend.

After IMU initialization, the initial gravity direction can be obtained. In this paper,
we denote it as G. Since the gravity direction in the camera coordinate system changes
with the camera pose variations in subsequent frames, continuous tracking is required,
necessitating the involvement of frontend pose information. Assuming the camera’s first
frame pose change matrix calculated by the frontend after IMU initialization is R, the new
gravity direction G1 can be computed as follows using the three-dimensional rigid body
motion model:

G1 = R1G (8)

As the frontend computes the pose change relative to the previous frame for each
frame, only left multiplication of the previous frame’s gravity direction by the current
frame’s rotation matrix is needed to identify the new gravity direction. Based on this
principle, the gravity direction for the second frame can be computed as follows:

G2 = R2R1G (9)

Continuing this recursively, the gravity direction for the nth frame is determined
as follows:

Gn = Rn · · ·R2R1G (10)

At this point, the system can compute the gravity direction for all frames based on the
initial gravity direction obtained from IMU initialization and the pose changes estimated
by the frontend.

3.3.4. Projection of Centroids along Gravity Direction

In Section 3.3.2, we computed the spatial positions of all the centroids. Due to the
high computational complexity of three-dimensional information, this section performs
dimensionality reduction. The paper projects the point cloud along the gravity direction to
compute the two-dimensional coordinates of each point on the ground plane as the result
of dimensionality reduction.

3.3.5. Generation of Delaunay Triangulation Graph

A graph is a data structure used to represent objects and relationships using vertices
and edges. In this paper, graph nodes represent objects, while the graph edges represent
relative spatial relationships between objects, which allows us to describe the environmental
information of a frame image using a graph structure.

The Delaunay triangulation algorithm possesses good connectivity and sparsity, and
the generated graph structure is unique. Considering the above factors, this paper utilizes
the Delaunay triangulation algorithm to generate a graph structure based on the two-
dimensional point set. Delaunay triangulation is a method that partitions a set of points in
a plane or space into triangles. It can be used to generate an undirected graph in which
each point is a vertex and each edge connects two adjacent triangles.

After generating the graph structure for each frame image, it is necessary to evaluate
the similarity of the graphs. For two given graphs, the method used to calculate similarity
in this paper is as follows:

1. The node similarity and edge similarity are calculated by comparing the similarity
between nodes and edges in two graphs. In this case, node similarity is determined
based on node semantics, where nodes with the same semantics have a similarity of 1,
and nodes with different semantics have a similarity of 0. Edge similarity is calculated
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using the Gaussian affinity function. For two edges with lengths f1 and f2, the edge
similarity is calculated as follows:

aff( f1, f2) = e−

(
1− min( f1, f2)

max( f1, f2)

)2

σ (11)

where σ is a constant, which is taken as σ = 1 in this paper.
2. Next, the graph similarity matrix K is established based on the node similarity matrix

and edge similarity matrix.
3. Next, optimal graph matching is achieved. The optimization objective function for

graph matching is as follows:

x∗ = arg max
(

xTKx
)

(12)

s.t. x ∈ {0, 1}nPnQ
, ∀i

nQ

∑
a=1

xia ≤ 1, ∀a
nP

∑
i=1

xia ≤ 1 (13)

Here, K is the similarity matrix calculated in the previous step, and x is the column
vectorized representation of the matching matrix. This paper employs the Reweighted
Random Walks for Graph Matching (RRWM) algorithm [41] to compute the optimal
matching between two graphs.

4. The final similarity score between two graphs is calculated using the following formula:

s =
x∗TKx∗

n + 4e
(14)

where s represents the similarity between two graph structures, ranging from 0 to 1,
where 0 indicates complete dissimilarity and 1 indicates complete similarity. Addi-
tionally, x∗ represents the column vectorized representation of the optimal matching
matrix, and n and e represent the number of matched nodes and edges, respectively.

The similarity results of vector matching and graph matching are multiplied to obtain
the final loop detection score for two frame images. A high score indicates a strong
probability of loop closure between two frame images.

4. Experimental Results and Analysis
4.1. Dataset Description

Based on the algorithm principle, the proposed method focuses on using the semantic
information to improve the loop detection performance. This means that the method
used to obtain the semantic information has no influence on the experimental conclusion.
Therefore, to evaluate the performance of the proposed loop closure detection algorithm
in indoor scenarios, we conducted experiments involving the Apartment scene from the
uHumans2 dataset. The uHumans2 dataset provides rich information such as stereo camera
images, depth images, 2D LiDAR, 2D semantic segmentation images, IMU data, ground
truth odometry, etc. To simulate real-world scenarios, several semantic subclasses provided
by the dataset were merged into multiple main categories.

4.2. Comparison of Algorithms and Important Parameter Settings

To evaluate the performance of the algorithm, it was compared with the Bag-of-Words
model and a 2D image-based graph matching algorithm. The parameter settings for each
algorithm are as follows:

1. Semantic space structure-based loop closure detection algorithm: When performing
the contour extraction, the minimum contour area was set as Thrarea = 50; contours
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with an area smaller than this threshold were excluded from all subsequent computa-
tions. During semantic vector coarse matching, a non-maximum suppression window
threshold of Thrwindow = 20 and a minimum similarity of Smin = 0.1 were set.

2. Bag-of-Words model: A properly sized tree with a depth of 5 and 10 branches was
established as the dictionary of the Bag-of-Words model. During dictionary generation,
all feature points of all images in the dataset were extracted, and their descriptors
were then clustered layer by layer using the K-means++ algorithm. The final leaf
nodes represented the words to which the features belong. The similarity between
two images was then computed based on the constructed bag.

3. ORB-SLAM3: This algorithm utilizes the vocabulary constructed by ORB-SLAM3 to
build a bag of words and then computes the similarity between two images based on
this constructed bag of words.

4. Two-dimensional image-based graph matching algorithm: Spatial positions and
projections in semantic space were not calculated. All other settings were the same as
those of the proposed algorithm.

4.3. Robustness to Illumination Variation

To investigate the proposed method’s robustness to changes in illumination conditions,
brightness variation and Gaussian noise were manually added to test images. Some
examples are shown in Figure 9. The specific procedures for adding variations were
as follows:

• Brightness variation: A brightness offset of α was added to each pixel of the image,
where α was sampled from [−50, 50] with intervals of 10 (except for 0). After adding
the offset, pixel values exceeding the range of [0, 255] were clipped to 0 or 255.

• Gaussian noise: Gaussian noise with a mean of 0 and a standard deviation of σ was
added to each of the RGB channels of each pixel, where σ was sampled from [5, 50] at
intervals of five. Similarly, pixel values exceeding the range of [0, 255] were clipped.

(a) Original image (b) Brightness variation α = −50

(c) Brightness variation α = 50 (d) Gaussian noise σ = 50

Figure 9. Examples of illumination variation test cases.
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The original images and the test images with brightness offsets or Gaussian noise were
processed to extract semantics using the algorithms described in Section 3.1. In theory, the
structured semantic features are superior to traditional point features and unstructured
semantic features in loop detection. Therefore, the similarity was calculated using the
Bag-of-Words model, the 2D image-based graph matching algorithm, ORB-SLAM3, and
the proposed algorithm, and the results are shown in Figure 10. The x-axis represents the
parameter values used for image alteration, the y-axis represents the similarity score, and
the bar graphs of three colors represent the four algorithms.

Figure 10. Bag-of-Words model, 2D graph matching, ORB-SLAM3, and this article’s algorithm
similarity evaluation result.

Firstly, the effect of brightness variation on the performance of the four algorithms was
analyzed. Our results demonstrate that, when the brightness of the test image increased,
both the proposed algorithm and the 2D image-based graph matching algorithm main-
tained high similarity scores due to the robustness of the semantic neural network in this
scenario. However, the algorithm based on the Bag-of-Words model showed a significant
decrease in performance. Furthermore, integrating ORB-SLAM3 into the analysis, we ob-
serve that it outperformed our trained Bag-of-Words model under these conditions but still
fell short compared to the algorithms proposed in this study and the 2D image-based graph
matching approach. Conversely, when the brightness of the test image decreased, the perfor-
mance of the proposed algorithm was slightly better than that of the 2D image-based graph
matching algorithm, while it exhibited a significant advantage over the algorithm based on
the Bag-of-Words model, including ORB-SLAM3 and our trained Bag-of-Words model.

Next, the effect of adding noise on algorithm performance was analyzed. Compared
with the algorithm based on the Bag-of-Words model, including ORB-SLAM3 and our
trained Bag-of-Words model, the proposed algorithm achieved a superior performance in
most cases, although the proposed algorithm’s scores fluctuated more due to the insufficient
training of the neural network, causing the semantic segmentation results to be sensitive
to noise interference. This issue can be addressed by further training the neural network.
Compared with the 2D image-based graph matching algorithm, the proposed algorithm
achieved an equal or slightly better performance.

In summary, the proposed algorithm exhibited superior robustness to illumination
and noise, compared to traditional algorithms, and therefore was more conducive to loop
closure detection.
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4.4. Robustness to Viewpoint Change

To explore the robustness of the proposed loop closure detection method to changes in
viewpoint, the living room scene from the Apartment dataset was selected as the validation
object. This scene exhibited rich changes in viewpoint, as shown in Figure 11. Using
Figure 11a as the reference frame, its similarity to other images was detected. Figure 12
shows some scenarios that are prone to false positives. Additionally, since adjacent frame
images usually have high similarity, and the reference frame was the first frame in the
dataset, similarity evaluation was not performed on the first 300 frames of the dataset.

(a) Viewpoint 1 (b) Viewpoint 2

(c) Viewpoint 3 (d) Viewpoint 4

Figure 11. Viewpoint change in living room scene.

(a) Scenario 1 (b) Scenario 2

Figure 12. Cont.
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(c) Scenario 3 (d) Scenario 4

Figure 12. Scenarios prone to false positives.

Figure 13 displays the similarity change curves for each frame using four different
methods. The x-axis represents the frame number, while the y-axis represents the similarity
score. The red dashed lines indicate the positions that correspond to three different shooting
angles (Figure 11b–d); the black dashed lines indicate the positions that correspond to four
scenarios that are prone to false positives (Figure 12a–d). A robust loop closure detection
should exhibit high scores near the red dashed lines and significant differentiation from
other positions, while scores near the black dashed lines should be as low as possible, with
scores elsewhere remaining close to 0.
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(a) Proposed algorithm (b) Bag-of-Words model
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(c) Two-dimensional image-based graph matching (d) ORB-SLAM3

Figure 13. Similarity change curves between the first frame and other frames.
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Firstly, when we focus on the results of the Bag-of-Words model and ORB-SLAM3
(Figure 13b,d), these methods exhibit unstable performance when there are drastic changes
in the shooting angle, with low scores observed in correctly matched regions and the
highest scores in incorrectly matched regions. Secondly, for the 2D image-based method
(Figure 13c), although there is an improvement in performance compared to the Bag-of-
Words model, high scores are still observed in areas prone to false positives. Finally, when
the method proposed in this paper is examined (Figure 13a), the correct closed-loop region
achieves a significantly higher score, while the incorrect closed-loop region achieves a
lower score.

To evaluate the performance of each algorithm, precision–recall curves were plotted,
as shown in Figure 14. Precision–recall curves are a common method for evaluating loop
closure detection performance, exhibiting the relationship between precision and recall
under different threshold settings. Precision represents the proportion of all detected loops
that are true positives, while recall represents the proportion of all true loops that are
detected. When analyzing precision–recall curves, the focus is usually on two factors:
the extent to which the curve shifts towards the upper-right corner and the recall value
corresponding to 100% precision. The closer the curve is to the upper-right corner, the
higher the precision at the same recall level, or the higher the recall at the same precision
level. A higher recall value at 100% precision indicates that the algorithm can detect more
true loops without false detections.

1 
 

 
Figure 14. Precision–recall curves.

Figure 14 shows that the proposed method achieves the best results, reaching a recall
of nearly 30% at 100% precision and presenting the curve that is closest to the upper-
right corner.

4.5. Ablation Experiments

We performed ablation experiments in order to assess the individual contributions
of the semantic vector matching and the semantic space structure-based graph matching
modules. Specifically, each module was removed from the fusion framework and the loop
closure detection performance was evaluated independently.

Figure 15 presents the similarity change curves resulting from the ablation experiments.
The first two subfigures correspond to the performance of the fusion framework after the
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removal of one module. The curves illustrate how the absence of each module affects the
detection of correct loop closures and the occurrence of false positives.
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(a) Semantic vector matching
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(b) Semantic space structure-based graph
matching
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(c) Fusion result of two matching methods

Figure 15. The similarity change curve between the first frame and other frames of each module and
fusion result.

Initially, when removing the semantic space structure-based graph matching module
(Figure 15a), the system exhibits a similar pattern. Though some correct loop closures
may still be detected, the absence of spatial constraints results in a higher occurrence of
false positives.

Conversely, when focusing on the semantic vector matching module (Figure 15b)
removal, obviously, this component helps the system filter the space with similar semantics.
Although some correct matches are detected, the false positive rate remains greater in
spaces with similar spatial structures.

Lastly, when both modules are utilized (Figure 15c), the system’s performance signifi-
cantly improves. Leveraging both semantic context and spatial constraints leads to more
accurate loop closure detection, with reduced false-positive occurrences. This fusion of
semantic vector matching and semantic space structure-based graph matching enhances
the system’s robustness and effectiveness in loop closure detection.

These ablation experiments highlight the crucial roles played by both semantic vector
matching and semantic space structure-based graph matching in the fusion framework,
demonstrating their complementary contributions to robust loop closure detection.

4.6. Analysis and Discussions
4.6.1. Discussion of the Efficiency

In our current research, we conducted an in-depth investigation into methods of en-
hancing the efficiency of matching modules, particularly when working with vast amounts
of data. The computational efficiency of our method based on ORB-SLAM3 is evaluated and
shown in Table 1. As shown in the table, the time consumed by coarse matching is not sig-
nificantly different from that consumed when using the ORB-SLAM3 algorithm. To achieve
this, we introduced matrix operations to optimize the performance of the coarse matching
module. Leveraging the parallel processing capabilities and computational efficiency of
matrix operations, we successfully accelerated the speed of the module, accelerating the
entire processing workflow.

Table 1. The time consumed by our proposed algorithm and by ORB-SLAM3.

Time Consumed Average Time (ms) Condition

Coarse match 0.3229778 All the frames

Fine match 3.3117857 Filtered frames by coarse
match

ORB-SLAM3 BOW match 0.2344621 All the frames
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However, despite the significant boost in the efficiency of the coarse matching module,
the fine matching module still requires frame-by-frame calculations to determine the
matching degree between frames. Although this approach ensures accurate matching, it
inevitably reduces the operational speed. Thus, we devised an innovative strategy in order
to strike a balance between accuracy and efficiency.

The fine matching works specifically for the frames filtered via coarse matching. We
utilize the coarse matching module to perform an initial screening of a large number of
frames and identify a small subset of potential loopback candidate frames. This step signifi-
cantly reduces the number of frames that require fine matching, reducing the computational
burden. In the uHumans2 dataset used in our evaluation, for example, approximately 10
out of every 500 frames are filtered via coarse matching. Subsequently, we perform fine
matching on these candidate frames using a frame-by-frame calculation method. This
approach maintains high loop detection accuracy while improving overall efficiency by
reducing the amount of computation required.

By adopting this strategy, our algorithm not only achieves real-time performance
but also maintains a high level of accuracy in loop detection. This both enhances the
responsiveness of our system and improves its reliability and stability when working with
large-scale datasets. In the future, we will continue to investigate ways of optimizing our
algorithms, further enhancing the performance and practicality of our system.

4.6.2. Discussion of the Lighting Condition Variation

The proposed structured semantic feature not only possesses the ability to compare
semantic information with the traditional feature points, but also avoids issues associated
with insufficient accuracy caused by spatial structures. We have demonstrated that our
proposed method outperforms semantic feature and feature points to solve the problem of
illumination change. It uses semantic information to obtain illumination-invariant features
and uses spatial structure constraints to address the inaccuracy caused by semantic regions.
In contrast, in experiments involving changes in lighting conditions, we used a roughly
trained neural network to obtain semantic information. However, because the network
had not been trained to a sufficient level, it was not sufficiently robust in the face of strong
changes in light and, as such, our scheme did not exhibit such noticeable superiority in this
case. By using semantic information, our method can more easily adapt to various lighting
changes, including the local brightness variation of the same scene. Under ideal conditions,
a fully trained network should be able to achieve better semantic segmentation results in
the case of global light changes, local light changes, or picture noise, making our method
more robust than traditional methods.

5. Conclusions

The loop closure detection algorithm proposed in this paper effectively addresses the
issue of non-robust loop closure detection in scenarios in which there are significant changes
in illumination and viewpoint by adding semantic and spatial structure information as
constraints. Furthermore, our results indicate that the proposed method is more accurate
and robust than traditional loop detection algorithms. This suggests that the proposed
method can adapt to a wider range of complex scenarios, providing a potential solution to
the challenges faced in loop detection tasks.
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CNN Convolutional Neural Networks.
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