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Abstract: Floating photovoltaic (FPV) systems represent a promising advancement in
renewable energy technology; however, a comprehensive understanding of their envi-
ronmental impacts is essential. The effects of FPV installation on lake water temperature
remain unclear, potentially hindering the development of the technology due to associated
negative implications for aquatic ecosystems. Furthermore, the rise in water temperature
associated with climate change poses additional threats to open-water bodies. In this
context, the current study endeavors to develop a machine learning (ML)-based framework
to assess the combined impact of climate change and the installation of FPV systems on the
water quality of open-water lakes. This framework involves the creation of three predictive
models and a forecasting model utilizing various ML algorithms, concentrating on temper-
ature and water quality predictions. The framework was applied to a case study assessing
the impact of installing three distinct FPV systems on the water quality of Oostvoornse Lake
in the Netherlands, employing water quality data available in the literature. The findings
indicate a temporal increase in both air and water temperatures at the site, underscoring the
ramifications of climate change. Additionally, the results suggest that FPV installations can
influence lake thermal dynamics, leading to variations in water temperature and dissolved
oxygen concentration, which presents both opportunities and challenges in addressing the
impacts of climate change. The proposed framework will be an effective tool for evaluating
the effects of FPV systems on water quality throughout their operational lifespan while
addressing significant climate change issues.

Keywords: climate change; dissolved oxygen; floating photovoltaic systems; lake water
quality; machine learning; temperature

1. Introduction

A significant increase in renewable energy production through advanced technologies
is essential to effectively reduce carbon emissions in the near future. One such promis-
ing technology that can play a crucial role in achieving global energy objectives is solar
photovoltaics. In recent years, the installation of floating photovoltaic (FPV) systems in
inland waters and offshore locations has increased considerably. This trend is mainly due
to the limitations associated with land-based photovoltaic (PV) systems in countries with
dense populations and the cooling effect provided by water surfaces, which helps improve
the efficiency of PV panels and reduces water evaporation through shading [1]. Since the
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development of FPV technology, substantial economic and technical advancements have
occurred in the renewable energy sector. Sustainability emerges as a critical element in
the discussion surrounding FPV systems and their impact on water quality. By utilizing
underused water bodies, FPV systems can help combat climate change by reducing green-
house gas emissions associated with fossil fuel energy production. This aligns with broader
sustainability goals, including the reduction of environmental footprints and the promotion
of clean energy technologies. Additionally, FPV systems may present opportunities for
sustainable urban development. In urban areas where land competition is high, deploying
FPV systems on bodies of water can conserve valuable land resources while contributing to
cleaner energy production. This innovative approach allows for the coexistence of energy
generation and the maintenance of aquatic ecosystems, promoting broader sustainability
objectives such as biodiversity conservation and ecosystem resilience.

However, several aspects of FPV technology and its environmental impact still require
thorough assessment. One significant concern is the impact of FPV systems on water quality
and the surrounding aquatic ecosystems when installed in open-water lakes [2,3]. The
unresolved effects of deploying FPV systems in these environments raise serious concerns
about potential harmful impacts [3]. While there is literature discussing the benefits of
FPV systems in relation to the energy—water—food nexus, there is still a lack of empirical
evidence regarding their effects on water quality [4].

Research on the impact of FPV systems on water quality has identified light availabil-
ity, water temperature, and dissolved oxygen concentration as the three primary factors
integral to water quality assessment [5-8]. Notably, water temperature exhibits a strong
correlation with various climatic factors and parameters related to FPV systems, such as
size and water coverage. It serves as a critical parameter for investigating the physical and
chemical properties of water bodies [9]. Consequently, it is essential to conduct site-specific
and system-specific studies to accurately determine the variations in water temperature
attributable to FPV systems [10,11]. Moreover, fluctuations in wind speed, light availability,
and water temperature lead to corresponding changes in dissolved oxygen (DO) concen-
tration in lake water. Such alterations can profoundly affect aquatic life and may disrupt
the associated food chain [12]. Studies have also pointed out the beneficial effects of FPV
installations, including the management of excessive algal growth, reduction of eutrophica-
tion, and enhancement of DO levels [2]. Nonetheless, the overall impact of the competing
heat transfer mechanisms in lakes equipped with FPV systems remains uncertain due to
the decreased or increased upper surface water temperature in different seasons [5,13,14].
Existing literature also indicates that larger-scale FPV systems, noted for their expansive
coverage, possess the capability to significantly mitigate algal blooms. However, it is
also important to recognize that these systems may lead to substantial economic losses in
hydropower generation by restricting the operational capacity of hydropower plants [2,15].
The broader implications of FPV systems on water quality present a nuanced perspective,
with conclusions varying significantly based on factors such as regional context, coverage
of FPV systems, and seasonal variations [5,13]. Moreover, the installation of FPV systems
contributes to a reduction in wind stress and the creation of a microclimate in the airspace
between the panels and the water surface. Consequently, the net effects of shading and
the microclimate layer on water temperature and quality, as analyzed through detailed
three-dimensional modeling approaches documented in the literature, also differ based on
the assumptions employed in the model development [10,11].

Another important issue that has a striking consequence on the nutrient recycling
and biodiversity of lake ecosystems is climate change, which causes long-term shifts in
temperatures and weather patterns. In recent years, the adverse effects of climate change
have contributed to increased degradation of natural ecosystems and disruption of var-
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ious economic sectors [16]. Several major consequences of climate change are directly
associated with the rise in global temperatures. The Intergovernmental Panel on Climate
Change (IPCC) projects that global temperatures may increase by 2 to 4 °C by the end
of the 21st century, contingent upon socio-economic development pathways and green-
house gas emissions [17]. In the case of open-water lakes, water temperature serves as
a crucial environmental factor and indicator of climate change and human activities [18].
Alterations to lake water temperature resulting from external sources can profoundly affect
the physical, biological, and chemical processes within the lake’s ecological environment.
Specifically, the average lake water temperature in numerous lakes globally has risen by
approximately 0.34 °C per decade [19]. This increase in temperature is likely to exacerbate
ecological issues, including heightened eutrophication and an extended growth period for
cyanobacteria, in addition to environmental challenges such as increased thermocline depth
and strength, enhanced hypoxia at the bottom of lakes, and a prolonged period of lake
thermal stratification. Furthermore, research has indicated that an elevation in lake surface
water temperature by 0.1 °C per decade may destabilize lake ecosystems, reducing fish
yields by as much as 30% [20]. Hence, region-specific detailed assessments are necessary to
understand the variations in water temperature due to climate change.

Developing numerical models that accurately reflect water temperature and energy
balance while considering varying meteorological conditions is a complex task. Conse-
quently, recent investigations have concentrated on analyzing long-term measured data
collected at specific sites to elucidate the effects of FPV systems on water temperature [5,21].
With the availability of such extensive datasets, the application of data-driven artificial
intelligence tools will facilitate a more effective exploration of the relationship between
water temperature and FPV systems. Given the anticipated increase in the number of water
bodies hosting FPV systems, there is an urgent necessity to comprehend their impact on
water quality through precise modeling.

The utilization of machine learning within civil engineering has surged in recent years,
particularly in forecasting climate change impacts, which aids in conducting comprehensive
environmental impact assessments of structures. The application of machine learning
to assess the impact of FPV systems will enhance the understanding of the intricate,
interconnected effects of these systems on open-water lakes. The appropriate integration
of field monitoring data with historical data via a machine learning approach promises
to yield valuable insights into FPV systems in the future. In this context, the present
study proposes a machine learning-based framework to assess the combined effects of FPV
system installation and climate change on the water quality of open-water lakes, a topic
that has yet to be explored in the existing literature. Additionally, the proposed framework
has been applied to a case study to validate its effectiveness in impact assessment and to
demonstrate the promising results that can be achieved through its proper implementation.

The objective of the proposed framework is to establish a practical methodology
for assessing water quality utilizing minimal available data. This study does not aim to
evaluate the advantages or disadvantages of installing FPV systems. The results derived
from this framework will be highly specific to individual cases, and the outcomes of the
case study should not be interpreted as representative of general conditions applicable to all
open-water lakes. The primary focus of the current investigation is developing a machine
learning-based framework that facilitates researchers in addressing the environmental
impacts of FPV systems. The innovative aspect of this study lies in applying machine
learning models for framework development to evaluate the effects of climate change and
the implementation of FPV systems on lake ecosystems.

The organization of the paper is as follows: Section 2 discusses the machine learning
framework developed for the combined impact analysis of climate change and FPV imple-
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mentation on water quality. Section 3 introduces the specifics of the case study conducted
for framework implementation. Lastly, Section 4 presents the results of the case study,
highlighting the most effective machine learning model and the detailed impact analysis.

2. Materials and Methods
2.1. Proposed Machine Learning Framework

The developed framework for combined impact analysis, as illustrated in Figure 1,
utilizes water quality data collected from pilot projects or existing FPV systems at the
site of interest, along with the historical temperature data. This framework comprises the
creation of four machine learning models: (i) the FPV water temperature model, (ii) the
dissolved oxygen model, (iii) the temperature forecasting model, and (iv) the air-water
temperature model.

[ Machine learning framework for combined impact analysis ]

Impact of FPV Systems

Water quality
data

_____________________________________ l 2

Combined Impact of FPV
Systems and Climate
Change on Water Quality

A

Air | rmmeemmmmmeee e \
temperature —>»}  Temperature forecasting model :
data LT PP PP PR PP '

Climate data —>}  Air—Water temperature model ;

: Training of Performance . ] .
' Data‘ ——>»  regression ——», evaluation of —» oy S R .
. processing et J———— « best model ‘impact analysis :

Figure 1. Machine learning-based framework for prediction of water quality affected by FPV systems
and climate change.

In each model incorporated within the framework, a systematic approach is employed,
consisting of four critical steps: data processing, training of machine learning models,
performance evaluation of these models, and the selection of the most effective model. The
concluding step of the framework involves the integration of all four developed models to
ascertain the forecasted water quality parameters, thereby delineating the combined effects
of the deployment of FPV systems and climate change. By enhancing the understanding
and management of water quality through these predictive models, the framework supports
environmentally responsible use of resources and promotes sustainable practices in the
installation of the FPV system, ensuring that advancements in renewable energy do not
compromise the ecological integrity of water bodies. This section provides a comprehensive
overview of the principal steps involved in the framework’s development.
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2.2. Data Processing

The framework developed for assessing water quality necessitates acquiring three critical
datasets: water quality data, historical temperature records, and climate conditions. The
FPV water temperature and dissolved oxygen models were established using water qual-
ity data collected from the study site. To effectively evaluate the impact of FPV system
deployment on the water quality of open-water lakes, it is essential to consider several
key parameters: the water temperature in open water, the water temperature beneath the
FPV systems, the area of FPV systems, the extent of water coverage, and the concentra-
tions of dissolved oxygen [3,5]. For the temperature forecasting model, it is imperative to
obtain historical temperature data pertinent to the selected location. Moreover, comprehen-
sive climate data (including wind conditions, heat fluxes, and air and water temperature)
must be sourced consistently to facilitate the development of the air-water temperature
model [20,22,23]. This process requires integrating site-specific water temperature data
with relevant climate data acquired from various databases. It is crucial to emphasize
that a well-structured dataset is vital for successfully developing machine learning models.
Consequently, meticulous data acquisition and thorough data preprocessing are essen-
tial for conducting a proper impact analysis. The steps involved in data processing are
illustrated in Figure 2.

Data procurement

o Water quality data
o Temperature data
e Climate data

Data preprocessing

............. N
Identify and Data Split data into training '

remove outliers standardization and test sets ,

Figure 2. Steps involved in data procurement and preprocessing.

Date preprocessing is a critical step in enhancing the accuracy of machine learning
models. Data collected often contain outliers, which may arise from monitoring errors,
misinterpretation, or malfunctions in measuring equipment. It is essential to eliminate such
anomalous data prior to model training to improve predictive accuracy. After removing
erroneous entries from the original dataset, the next step involves standardizing the dataset.
Standardization entails rescaling the data to achieve a mean of zero and a standard deviation
of one. This process diminishes the influence of outliers and facilitates the assessment
of feature importance. Subsequently, the processed data are partitioned into two sets:
(i) the training set and (ii) the test set. Typically, 70% of the dataset is allocated for training
the models, while the remaining 30% is reserved for evaluating the performance of the
developed model utilizing standard performance metrics.

2.3. Training of Regression Models

Machine learning (ML) regression models leverage statistical analysis of the provided
data to inform model training based on historical experiences [24]. Accordingly, ML models
require data on predictor and response variables to facilitate effective model implementa-
tion and future predictions. During the training phase, the ML models undergo a process
wherein they are trained using the dataset to optimize the cost function by appropriately ad-
justing model parameters. The regression models offer significant advantages in elucidating
the relationships between predictor or input variables and response or output variables.

In the current study, regression models are formulated as a component of the frame-
work for predicting water temperature in floating photovoltaic (FPV) systems, dissolved
oxygen concentrations, lake water temperature, and general temperature forecasting.
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Figure 2 illustrates the various models incorporated within the framework, along with the
associated predictor and response variables relevant to the development of ML models.

The FPV water temperature model was developed to predict the water temperature
beneath the installed FPV system (output) based on several input variables, including
the area of the FPV system, water coverage, and the temperature of the uncovered water.
Although the existing literature provides limited studies on water quality, the model
currently incorporates only three primary input parameters. Nonetheless, additional
water quality monitoring data may be integrated through appropriate data preprocessing
techniques to enhance the performance of the model. The general predictive equation for
the FPV water temperature models is as follows:

Yrpv_ 1 = f(Xa, Xwe, Xuwr) (1)

where Yrpy 7 is the water temperature under the FPV system in °C, X4 is the area of the
FPV system in m?, Xy is the water coverage ratio, and Xyt is the uncovered water
temperature in °C. It is also important to mention that supplementary meteorological data
can be included as input variables for the FPV water temperature model. Notably, wind
speed, which influences the energy transfer processes between the atmosphere and the lake,
represents a significant parameter for inclusion in the model [25]. Based on the available
data, the model can be designed to accommodate hourly or daily average data, provided
that all input and output variables are sampled over the same time period.

The dissolved oxygen model has been developed to ascertain the concentrations
of dissolved oxygen (output) based on water temperature (input). The database may
encompass results from both FPV-covered and uncovered locations, provided that the data
are sourced from the same site utilized for the FPV water temperature model. The general
predictive equation for the dissolved oxygen model is as follows:

Ypo = f(Xr) 2)

where Yp is the dissolved oxygen concentration in mg/L, and X7 is the water temperature
in °C. When available, additional parameters such as anthropogenic nutrient inputs, wind
speed, and rainfall, which significantly influence dissolved oxygen concentrations, may be
incorporated into this model.

The air-water temperature model has been developed to elucidate the relationship
between air temperature and water temperature at the designated location. While historical
air temperature data can be readily obtained from various open-source databases, specific
water temperature data for the lake may not be accessible. Consequently, water temperature
data gathered through monitoring at the site will be integrated with climate data to project
future water temperatures of the lake. The primary objective of this model is to predict lake
water temperature (output) based on several input variables, including air temperature,
wind speed, skin temperature of the earth, shortwave downward irradiance, and longwave
downward irradiance at the selected location. The general predictive equation for the
air-water temperature model is as follows:

Ywr = f(Xat, Xest, Xws, Xsp1, X1pr) 3)

where Yy is the water temperature in °C, X 47 is the air temperature in °C, Xggr is the
earth’s skin temperature in °C, Xyyg is the wind speed in m/s, Xgp; is the shortwave
downward irradiance in kW-h/m?2/ day, and X| pj is the longwave downward irradiance
in kW-h/m? /day.
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The temperature forecasting model implemented within the current framework ne-
cessitates access to historical air temperature data pertinent to the selected location. Such
data can be obtained from established databases, and it is crucial to utilize a comprehen-
sive dataset to enable accurate forecasting. In the development of the forecasting model,
the response variable within the temperature data will be established, and the predictor
variable will be generated by temporally shifting the response variable backward. Hence,
the general predictive equation for the temperature forecasting model is as follows:

Ywri1 = f(Xwr) (4)

where Y741 and Xyt are the air temperature in °C at time steps t + 1 and t, respectively.

The models developed in this study can be broadly categorized into two types: predic-
tion models and forecasting models, as illustrated in Figure 3. A range of machine learning
regression models was employed for supervised learning utilizing the available output
variables. In the realm of prediction modeling, eight regression models were implemented,
including linear regression (LR), stepwise linear regression (SLR), ridge regression (RR),
decision tree (DT), random forest (RF), support vector machine (SVM), Gaussian process
regression (GPR), and artificial neural networks (ANNSs). These models were utilized to
identify variables such as FPV water temperature, dissolved oxygen concentration, and
lake water temperature.

FPV water temperature model

- FPV system area FPV-covered
- Water coverage water
- Water temperature temperature

Dissolved oxygen model

Linear Regression (LR)

Stepwise Linear Regression (SLR)
Ridge Regression (RR)

Decision Tree (DT)

Random Forest (RF)

Support Vector Machine (SVM)
Gaussian Process Regression (GPR)
Artificial Neural Networks (ANN)

Dissolved
oxygen
concentration

Water

H
H
H
_ H
Predictors Response h
H
H
H
H
temperature H

Predictor

Response

Air-Water temperature model

- Air temperature

- Earth skin temperature

- Wind speed

- Shortwave downward
irradiance

- Longwave downward

irradince

Water
temperature

Response

Predictors

_______________________________________________

Temperature forecasting model Linear Regression (LR)

Decision Tree (DT)

Support Vector Machine (SVM)
Gaussian Process Regression (GPR)
Generalized Additive model (GAM)

Predictor Response

Figure 3. Prediction and forecasting models used in the present study.
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LR, SLR, and RR are parametric models that establish a linear relationship between
predictor and response variables [26,27]. These linear models were initially utilized due
to their interpretative capacity, which facilitates understanding the relationship between
the predictor and outcome variables. However, instances may arise where the relationship
between these variables is nonlinear, necessitating the use of non-parametric models. The
DT model constructs a tree-like structure by recursively partitioning the regression region
into a hierarchy of simple decisions until a predetermined stopping criterion is met [26,28].
The optimal split for the model is determined through the minimization of node error,
and the high variance associated with the model can be mitigated using either boosting or
bagging techniques. The RF method, an ensemble-based approach, comprises several trees
derived from a bootstrap sample of the training dataset [29]. The SVM model functions as
a binary classifier, employing an optimal hyperplane to distinguish data points; it identifies
nonlinear boundaries by transforming features into a higher-dimensional space [30-32].
The GPR model is a kernel-based probabilistic approach, whereby predictions are made
by projecting inputs into a p-dimensional feature space [33]. The ANN model, drawing
inspiration from human cognitive processes, captures responses through the nonlinear
functional relationships of predictor variables [34]. Each model is associated with specific
hyperparameters that require optimization.

Several non-linear models were investigated in the present study to elucidate the
intricate relationship between the variables, particularly the correlation between dissolved
oxygen concentration and water temperature. Furthermore, the study incorporated SVM,
RF, DT, and NN models due to their robust adaptability and learning capabilities in
accommodating diverse data types. Additionally, the KNN model was employed owing
to its effectiveness in handling smaller datasets, which may prove advantageous for the
current analysis.

Furthermore, this study implements a multistep forecasting model using a direct
strategy for temperature forecasting, where a distinct trained regression model supports
each forecasting time step. For the forecasting component, five machine learning models
were utilized: linear regression (LR), decision tree (DT), support vector machine (SVM),
Gaussian process regression (GPR), and generalized additive model (GAM). Except for
GAM, which extends multiple linear models by substituting the linear component with
a smooth nonlinear function, the LR, DT, SVM, and GPR models operate by the previously
described methodologies [35].

2.4. Performance Evaluation of Models

The performance of each machine learning model can be evaluated using widely
accepted performance metrics, including the coefficient of determination (R?), adjusted
R?, and root mean square error (RMSE) for both the training set and the test set. The
coefficient of determination serves as a statistical measure that indicates the extent to which
a statistical model can predict an outcome, reflecting the goodness of fit. It represents the
proportion of variance in the response variable that is accounted for by the model. The
R? value ranges from 0 to 1, where 0 denotes that the model fails to predict the outcome,
while 1 signifies perfect prediction. It can be obtained as follows:

R2=1-25F (5)

SST
where SSE is the sum of squared error, and SST is the sum of squared total. The R? value
increases with the increase in predictor variables in the regression model. The adjusted
R? value considers the number of predictor variables in the regression model, rendering it
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more applicable for models with a large number of predictors. The adjusted R? value can

2 _q_(nr=1)_SSE
Radj_l <n_p> SST (6)

where 1 is the number of observations, and p is the number of regression coefficients. Root

be calculated as follows:

mean square error (RMSE) quantifies the average discrepancy between the predicted and
actual values generated by the statistical model. It is the standard deviation of the residuals,
and it can be calculated as follows:

1
RMSE = \/an_lm —Yp|? @)

where 7 is the number of observations, Y, is the actual value of the response variable,
and Yp is the predicted value of the response variable. The RMSE value ranges from 0 to
positive infinity and is expressed in the same units as the response variable. An RMSE
value of 0 indicates a perfect match between the predicted and actual values, whereas
higher RMSE values imply greater error and less accurate predictions.

Consequently, smaller RMSE values and higher R? values indicate superior model per-
formance. Such models are typically selected for further combined impact analysis. Given
that the accuracy of predictions relies heavily on model performance, a judicious selection
of models based on evaluation metrics is imperative. Additionally, careful optimization of
hyperparameters associated with each model is essential.

2.5. Combined Impact Analysis

Following the selection of optimal prediction and forecasting models, these models
were employed to evaluate the combined effects of temperature increase and the installation
of FPV systems in open-water lakes over their operational lifespan. Figure 4 illustrates the
concluding steps involved in this combined impact analysis.

Combined impact analysis

Machine learning models Lifespan of FPV systems

Temperature
forecasting model |

Y

Forecasted air temperature

; Air-Water '
! beee-- B R >
i temperature model ! v
i ' .| Combined impact
Ll
Water temperature prediction assessment

L 1 S

FPV water . ¢+ >

temperature model

Y

FPV system water temperature
prediction

H
H
model !

Y
Dissolved oxygen concentration
prediction

Figure 4. Combined impact analysis from the developed ML models.
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The lifespan of FPV systems installed in recent years ranges from 20 to 30 years [8,36].
Therefore, it is essential to determine the operational lifespan of the proposed FPV system
at the selected site to calculate the forecasted temperature and water quality parameters
initially. Subsequently, utilizing the temperature forecasting model, the air temperature
at the designated location was predicted for the lifespan of the FPV systems, thereby
indicating the impact of climate change on the area in question. The water temperature was
then determined using the air-water temperature model corresponding to the forecasted
air temperature. Finally, the FPV water temperature and dissolved oxygen models were
applied to ascertain the water temperature under the FPV system and the concentration of
dissolved oxygen in the lake water derived from the forecasted lake water temperature.

3. Case Study—Oostvoornse Lake

In the present study, water quality data obtained from Bax et al. [5] were utilized to
implement the developed framework aimed at predicting the cumulative effects of rising
temperatures and the installation of FPV systems in open waters. The geographical focus of
this investigation was Oostvoornse Lake, a brackish lake in the Netherlands, as illustrated
in Figure 5. The surface area of the lake encompasses approximately 20 ha, with average
and maximum water depths recorded at 20 m and 40 m, respectively. The lake experiences
an influx of freshwater from the adjacent dune regions, contributing to increased algal
growth. Consequently, supplementary saltwater inflow has been facilitated to the lake
through underground pipelines originating from Mississippi Haven in order to preserve
the ecological biodiversity of the area.

Oostvoornse
Lake

G - Location of FPV pilot project Netherlands

Figure 5. Location of Oostvoornse Lake and the FPV pilot project.

Bax et al. analyzed water quality data collected over a one-year pilot project, during
which three distinct FPV systems were established in the northwestern section of the
lake, with respective installed capacities of 41.93 kWp, 39.42 kWp, and 50.7 kWp. Key
characteristics of the FPV systems are detailed in Table 1, and the schematic representation
of the three FPV systems is shown in Figure 6. Notably, the FPV 3 system occupies a larger
area, while the FPV 2 system provides greater water surface coverage than the other
systems. The water surface coverage refers to the extent to which the FPV systems fully
shade the water surface. Systems with closely arranged floaters typically achieve greater
coverage. Continuous measurements were conducted to collect data on light intensity, water
temperature, dissolved oxygen concentration, pH levels, turbidity, electrical conductivity,
and oxygen reduction potential. Further information regarding the study area, FPV systems,
and water quality data is available in reference [5].
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Table 1. Features of FPV systems established in Oostvoornse Lake [5].
FPV Systems Shape Material Area (m?) Water Coverage (%)
FPV 1 Roughly rectangular High-density polye’thlene tubes 350 75
connected by aluminum frames
FPV 2 Rectangular Polypropylene floaters 400 100
FPV 3 Roughly circular Metal frames mounted on 600 75

polypropylene floaters
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Figure 6. Schematic top view of the FPV systems at Oostvoornse Lake: (a) FPV 1, (b) FPV 2, and
(c) FPV 3.

This particular study [5] was selected to implement the proposed framework due to
the availability of field monitoring data encompassing various FPV systems. The findings
indicated that the shading effects resulting from the FPV systems are minimal, attributable
to their relatively small size in comparison to the expanse of the lake. Additionally, no
significant adverse impacts on water quality were identified, nor were there consistent
trends indicating increases or decreases in water temperature or dissolved oxygen concen-
tration. The variations noted in water temperature and dissolved oxygen levels were slight
and tended to diverge from the reference measurements. The limited impact on water
quality caused by the FPV systems may be explained by the relatively high water flow
velocities, currents, and extensive water mixing within the lake, as noted in reference [5].
These data are utilized in the current study to underscore the effectiveness of the proposed
framework, and the minimal impact on water quality does not impede the capability of
the framework to determine the combined effects of climate change and water quality. The
appropriate application of temperature and climate data through the proposed framework
is expected to yield reliable outcomes, irrespective of the direct effects associated with the
monitored data.

3.1. Date Procurement and Processing

The four distinct datasets required for developing the ML models were sourced from
existing literature and widely recognized databases. The water quality data pertinent to the
FPV system temperature model and the dissolved oxygen model encompassed variables
such as water coverage of FPV systems, area of FPV systems, dissolved oxygen concentra-
tion, open-water temperature, and FPV system temperature. These data were obtained
from the study conducted by Bax et al. [5]. The field monitoring data, encompassing
the summer and fall seasons, were available from March 2021 to October 2021 for every
30 min. However, technical complications resulted in several gaps within the reported
data, and various extreme events hindered the accurate measurement of water quality
parameters. Consequently, outliers within the dataset were eliminated during the data
preprocessing stage by data visualization and interquartile range methods to enhance the
fitting of machine learning models. The field-monitored data were utilized directly for the



Sustainability 2025, 17, 1696

12 of 26

temperature model of the FPV system, while the daily average values were employed for
the dissolved oxygen model.

Historical temperature data for the temperature forecasting model were acquired from
the National Aeronautics and Space Administration (NASA) Langley Research Center
(LaRC) through the Prediction of Worldwide Energy Resource (POWER) Project, which
is funded by the NASA Earth Science/Applied Science Program [37]. The monthly air
temperature data span the period from 1981 to 2022.

Moreover, the climate data necessary for the air-water temperature model were
also sourced from the NASA POWER project. This dataset included daily average air
temperature, wind speed, earth’s skin temperature, shortwave downward irradiance, and
longwave downward irradiance relevant to the same timeframe as the water quality data
(March to October 2021). In this manner, the water temperature data from the study
by Bax et al. [5] were integrated with the climate data for the same period to facilitate
the development of the air-water temperature model. As delineated in the framework,
the collected datasets were subsequently organized as predictor and response variables
essential for developing the models needed for impact analysis. The outliers, identified as
erroneous data points, were eliminated from the datasets, followed by the standardization
process in the data preprocessing stage. It is essential to emphasize that the varied time
intervals associated with the data utilized in the development of the models for this study
will not impact the efficacy of the ML models. This is due to the fact that the time interval or
frequency of the data points is not included as a factor or input in the model development
process itself. Consequently, the performance of the models remains unaffected by the
timing of the data collection, allowing for a more robust and consistent evaluation of
their capabilities.

3.2. Development of Machine Learning Models

As illustrated in Figure 3, various ML algorithms were employed to ascertain the
most suitable model for the development of prediction and forecasting frameworks. The
ML models were developed using MATLAB R2024b. This section delineates the model
parameters and optimized hyperparameters and identifies the most effective model based
on a comparative analysis of performance metrics.

3.2.1. FPV System Water Temperature Model

A model for predicting water temperature beneath FPV systems was developed to
ascertain water temperature at a depth of 2.0 m based on the specific type of FPV system
and the ambient open-water temperature, measured every 30 min. The processed dataset,
which includes three predictor variables and one response variable, comprises 12,000 data
points. The dataset was standardized and subsequently partitioned into training (70% of
the total data) and test (30% of the total data) sets. Eight ML models were trained using the
training set, and the outcomes were assessed against both the training and test sets.

The LR and SLR models were developed utilizing a quadratic character vector. The
RR model was formulated with a ridge parameter value of 2. The DT model was developed
using a minimum of 27 leaf node observations and 1120 decision splits. The RF model was
designed employing the bagging method, incorporating 31 learning cycles, a minimum leaf
size of 2, and allowing for a maximum of 8155 splits. The SVM model was implemented
with a Gaussian kernel function, characterized by a kernel scale value of 2.073, a box
constraint of 9.510, and an epsilon value of 0.096. The GPR model was established utilizing
an exponential kernel function with a sigma value of 3. The ANN model was created with
seven layers, employing a sigmoid activation function and a lambda value of 1.895 x 107,
The results obtained from the ML models are presented in Table 2.
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Table 2. Performance metrics of FPV system temperature models.
R? Adjusted R? RMSE (°C)
Model
Training Set Test Set Training Set  Test Set  Training Set  Test Set

LR 0.999 0.999 0.999 0.999 0.137 0.150
SLR 0.999 0.999 0.999 0.999 0.136 0.149
RR 0.999 0.999 0.999 0.999 0.137 0.150
DT 0.999 0.999 0.999 0.999 0.136 0.157
RF 0.999 0.999 0.999 0.999 0.116 0.154
SVM 0.999 0.999 0.999 0.999 0.136 0.149
GPR 0.999 0.999 0.999 0.999 0.123 0.150
ANN 0.999 0.999 0.999 0.999 0.135 0.148

The analysis of the results revealed that the R?> and adjusted R? values were con-
sistently observed to be equal at 0.999 across all algorithms. Notably, there was a slight
variation in RMSE values. The RF model exhibited the lowest RMSE value of 0.116 °C
within the training set, followed by the GPR and ANN models. However, when applied to
the test set, the RMSE value for the RF model was marginally higher than that of the other
regression models. In contrast, the ANN model demonstrated the lowest RMSE value of
0.148 °C in the test set.

It is essential to recognize that predicting extreme temperature variations in the future
entails temperature values that may surpass the range of data present in the current
dataset. Given the significance of accurately forecasting extreme temperature values, cross-
validation tests employing ten folds were conducted utilizing the superior ML models,
specifically RR, GPR, and ANN. The results indicated that the cross-validation error of
the ANN model was lower than that of the other models, suggesting superior accuracy in
predicting the water temperature of FPV systems under extreme conditions. Consequently,
the ANN model was designated as the optimal choice for water temperature prediction
beneath the FPV systems. A comparison of the actual versus predicted outcomes of the
ANN model is illustrated in Figure 7a.
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Figure 7. Actual and predicted values of response variables from the best model: (a) FPV sys-
tem water temperature model, (b) dissolved oxygen model, (c) air-water temperature model, and
(d) temperature forecasting model.

3.2.2. Dissolved Oxygen Model

A dataset consisting of one-day average values for water temperature and DO con-
centration was utilized for the dissolved oxygen model, encompassing 400 data points. It
is essential to emphasize that utilizing input and output data recorded at identical time
stamps is crucial for developing ML models. Given the discrepancies in the time stamps
associated with the monitored lake water temperature and DO concentration, daily average
values are employed in the dissolved oxygen model. Furthermore, in instances where the
field-monitored data for both water temperature and dissolved oxygen concentration are
collected concurrently and at uniform time intervals, such data can be directly employed
for future model development, thereby enhancing the precision and applicability of ML
applications. The water quality data collected from open-water areas and regions occupied
by FPV systems served as the foundation for developing the ML models. Eight regression
models were constructed using the pre-processed dataset, each featuring one predictor
variable and one response variable.

The LR, SLR, and RR model parameters are similar to those applied in the previously
referenced FPV system water temperature model. The DT model was configured with
a minimum leaf size of 16 and included 83 decision splits. The RF model was established
employing the bagging method, consisting of 12 learning cycles, a maximum of 27 splits,
and a leaf size set at 10. The SVM model was formulated utilizing a Gaussian kernel function
with a kernel scale of 3.547. The GPR model was designed with a rational quadratic kernel
function and a sigma value of 0.258. The ANN model was constructed using a sigmoid
activation function and comprised 25 layers. The performance metrics of the various ML
algorithms are presented in Table 3.

In contrast to the FPV system water temperature model, the performance of various ML
algorithms for predicting DO concentrations was observed to be less accurate, characterized
by higher RMSE values and lower R? values. The results revealed that the GPR model
demonstrated higher R? and reduced RMSE values within the training dataset than all
other models. However, the GPR model exhibited suboptimal performance in the test
dataset, suggesting an occurrence of overfitting. Following the GPR model, the RF model
achieved lower RMSE values in the training dataset. Moreover, the DT and ANN models
exhibited enhanced performance compared to linear models.
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Table 3. Performance metrics of dissolved oxygen models.

R? Adjusted R? RMSE (mg/L)
Model
Training Set  Test Set  Training Set  Test Set  Training Set  Test Set

LR 0.483 0.224 0.469 0.176 0.898 0.963
SLR 0.483 0.224 0.469 0.176 0.898 0.963
RR 0.342 0.243 0.325 0.196 0.964 1.080
DT 0.646 0.348 0.637 0.307 0.743 0.883
RF 0.679 0.373 0.671 0.334 0.708 0.866
SVM 0.528 0.595 0.516 0.57 0.817 0.790
GPR 0.992 0.539 0.991 0.51 0.109 0.843
ANN 0.585 0.392 0.574 0.354 0.805 0.853

To comprehensively assess the model performance with novel data, a 10-fold cross-
validation test was conducted using the developed models. The findings indicated that the
ANN model resulted in a lower error rate, thereby underscoring its superior performance.
As a result, the ANN model was designated as the most appropriate model for the current
analysis. It is also imperative to note that the inadequacy in the performance of all the ML
models in predicting DO concentrations can be attributed to the limited number of data
points available for training. A comparative analysis of the actual and predicted responses
of the ANN model is illustrated in Figure 7b.

3.2.3. Air-Water Temperature Model

The air-water temperature model was developed to ascertain water temperature at
a depth of 2.0 m based on air temperature and climate data. Similar to the dissolved oxygen
model, the present study utilized daily average values for both predictors and responses.
Consequently, a total of 126 data points were employed for model development. The ML
models were trained utilizing five predictor variables alongside one response variable.

A quadratic character vector was applied to the LR and SLR models. The RR model
was constructed with a ridge parameter value of 2. The DT model included 13 decision
splits and maintained a minimum leaf size of 2. The RF model was created using the
LSBoost method, comprising ten learning cycles and a leaf size of 6. The SVM model was
established with a Gaussian kernel function, with a kernel scale of 15.261, an epsilon of
0.01061, and a box constraint of 889.2. The GPR model employed a squared exponential
kernel function. Additionally, the ANN model utilized two layers with a sigmoid activation
function. The results of the performance metrics are detailed in Table 4.

Table 4. Performance metrics of air-water temperature models.

R? Adjusted R? RMSE (°C)
Model
Training Set  Test Set  Training Set  Test Set  Training Set  Test Set
LR 0.977 0.918 0.974 0.898 0.842 1.327
SLR 0.975 0.937 0.973 0.922 0.868 1.161
RR 0.959 0.936 0.956 0.921 1.025 1.458
DT 0.988 0.843 0.987 0.805 0.600 1.836
RF 0.998 0.838 0.997 0.799 0.274 1.862
SVM 0.981 0.948 0.980 0.935 0.865 1.316
GPR 0.975 0.941 0.973 0.927 0.798 1.397

NN 0.974 0.955 0.972 0.945 0.888 1.218
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The results indicate that the RF model demonstrated superior performance with higher
R? and lower RMSE values when evaluated on the training set. However, the performance
of the model on the test set did not surpass that of other ML models. Following the RF
model, the SVM, GPR, and ANN models displayed more favorable performance outcomes.
When considering the performances of the models across both training and test sets, the
SVM model emerged as the most appropriate choice, characterized by minimal overfitting.
Consequently, the SVM model was selected as the optimal model for predicting the water
temperature of open lakes. A comparison between the actual and predicted responses of
the SVM model is illustrated in Figure 7c.

3.2.4. Temperature Forecasting Model

The temperature forecasting model was developed utilizing historical air temperature
data from the site from 1980 to 2022, comprising a total of 504 data points. This forecasting
model was employed to determine the minimum, mean, and maximum temperatures
over the projected lifespan of the FPV systems, which is set at 30 years. As indicated
in the case study, water quality monitoring for the FPV pilot project took place in 2022.
Accordingly, the temperature data were forecasted until 2052 to identify future patterns in
air temperature, thereby highlighting the implications of climate change. The performance
metrics for the various ML models utilized in the forecasting process are presented in
Table 5.

Table 5. Performance metrics of temperature forecasting models.

R? RMSE (°C)
Model
Training Set Test Set Training Set Test Set

LR 0.601 0.483 3.077 3.443
DT 0.953 0.799 1.052 2.147
SVM 0.963 0.043 0.932 4.888
GPR 0.837 0.852 1.964 1.844
GAM 0.997 0.843 0.283 1.894

The DT and GAM models demonstrated superior performance relative to other fore-
casting models. Based on the lower RMSE values and the larger R? values, the GAM model
was identified as the most optimal model for forecasting air temperature. The comparison
between actual and predicted responses of the GAM model is illustrated in Figure 7d. The
projected air temperature for the lifespan of the FPV systems, extending to the year 2052, is
presented in Figure 8.
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Figure 8. Forecasted air temperature for the lifespan of FPV systems.
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Moreover, the comparison of mean surface air temperature for three distinct forecasting
periods such as 2023-2032, 2033-2042, and 2043-2052, relative to the reference period of
2022, is depicted in Figure 9. The positive shift observed in the 10-year mean monthly air
temperature from the reference period to subsequent future time periods indicates a trend
of rising temperatures in the summer season. Significant variations were recorded during
the winter months (February and March) and summer months (August and September).
The highest recorded mean air temperature during the reference period was determined to
be 20.68 °C, while the maximum values for the future forecasting periods were 20.88 °C,
21.14 °C, and 21.64 °C respectively. These findings suggest that the maximum average air
temperature may increase by approximately 0.96 °C over the next three decades.
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Figure 9. Comparison of monthly mean air temperature of reference period with the 10-year mean
air temperature at different time periods: (a) 2023-2032, (b) 2033-2042, and (c) 2043-2052.
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4. Results and Discussions

Three distinct time periods, namely, 2023-2032, 2033-2042, and 2043-2052, were
examined to analyze the combined effects of climate change and the implementation of
FPV systems. The projected values for air temperature, lake water temperature (both in
open water and beneath the FPV systems), and various water quality parameters were
calculated for each of these periods. This analysis aims to elucidate the variations induced
by climate change and the installation of FPV systems. As depicted in Figure 4, the
methodology follows the established framework designed to identify the projected water
quality parameters.

4.1. Forecasted Air Temperature

The temperature forecasting model was utilized to ascertain the projected values of
maximum, mean, and minimum temperature data. Given the significance of extreme
temperature fluctuations in the analysis, the maximum values from the maximum tem-
perature dataset and the minimum values from the minimum temperature dataset were
incorporated into the comprehensive result analysis. A summary of the findings generated
by the temperature forecasting model is presented in Table 6, which outlines the projections
for the chosen time intervals of 2023-2032, 2033-2042, and 2043-2052. These intervals are
referred to as T1, T2, and T3, respectively.

Table 6. Predicted air and water temperatures at the selected time periods during the lifetime of the
FPV system.

Parameters Statistics T1(2023-2032) T2 (2033-2042) T3 (2043-2052)
. Maximum 31.44 31.63 32.08
Air temperature (°C)
Minimum —4.71 —4.55 —4.06
Maximum 27.98 28.03 28.17
Water temperature (°C)
Minimum —5.22 —5.08 —4.65

The maximum air temperatures were recorded in August and September during the
summer, while the minimum temperatures were noted in February and March during
the winter. This pattern strongly indicates that the forecasting model has successfully
captured the seasonal temperature fluctuations characteristic of the specified location.
Moreover, the results show an upward trend in maximum and minimum air temperatures
across the successive time frames examined. Notably, the maximum and minimum air
temperature values anticipated during the later period, T3, were elevated by 0.64 °C and
0.65 °C, respectively, compared to the measurements recorded during the initial period,
T1. The results also indicate an average increase in the air temperature by 0.32 °C, every
10 years.

4.2. Water Temperature Prediction

The water temperature of the lake was forecasted utilizing the air-water temperature
model based on the predicted extreme air temperature values for the selected periods. The
earth’s skin temperature and longwave downward irradiance, essential for the air-water
temperature model, were determined using the linear correlations of these parameters
with air temperature. Additionally, mean values of wind speed and shortwave downward
irradiance were employed for the prediction. The projected water temperature corresponds
to the lake water temperature at a depth of 2.0 m from the surface water level. The predicted
maximum and minimum water temperatures for the different periods are presented in
Table 6.
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The findings suggest that the maximum water temperature during summer may
increase by approximately 0.19 °C, while the minimum water temperature during winter
may rise by about 0.57 °C over the next 30 years. This underscores the necessity of
accounting for seasonal variations in assessments related to climate change. Moreover,
such increases in water temperature over time could significantly alter the ecological and
biochemical processes within aquatic systems [38,39].

A comparative analysis of maximum water and air temperatures for the different time
periods is illustrated in Figure 10a. This comparison distinctly illustrates the rise in air
and water temperatures over time, alongside a substantial decrease in water temperature
relative to air temperature across all instances. The maximum water temperatures recorded
during time periods T1, T2, and T3 were 11.01%, 11.38%, and 12.19% lower than the
air temperature at the site. Regarding minimum predicted temperatures as shown in
Figure 10b, the water temperatures were 9.77%, 10.43%, and 12.69% lower than the air
temperatures during the respective time frames. The results also indicate that the difference
between air and lake water temperatures increases over time.
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Figure 10. Comparison of predicted air and water temperature for the different time periods:
(a) maximum temperature and (b) minimum temperature.

4.3. FPV System Water Temperature Prediction

The case study concerning the pilot project at Oostvoornse Lake examines three
distinct types of FPV systems, each characterized by varying areas and water coverage.
Consequently, the water temperature under the different FPV systems was predicted based
on the forecasted lake water temperature using the FPV system temperature model. The
maximum and minimum values of the water temperature across the different FPV systems
are presented in Table 7.
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Table 7. Predicted water temperature under the different FPV systems.

FPV Systems  Temperature (°C)

T1 (2023-2032)

T2 (2033-2042)

T3 (2043-2052)

Maximum 27.89 27.92 28.08
FPV 1

Minimum —1.69 —1.66 —1.56

Maximum 27.73 27.77 27.94
FPV 2

Minimum —1.62 —-1.59 —1.48

Maximum 25.71 25.72 25.80
FPV 3

Minimum —-1.35 -1.32 —-1.21

A comparison of the maximum temperature values in open-water and FPV-covered
water areas for the various FPV systems and time periods is illustrated in Figure 11a. As the
case study focuses on water temperature data measured at a depth of 2.0 m, the predicted
water temperature correspondingly reflects conditions at the same depth. Variations with
respect to different water depths have not been addressed in this study. The findings
indicate that the water temperature beneath all FPV systems is consistently lower than that
of open water, a result attributed to the shading effect imposed by FPV systems. Notably,
the water temperature under the FPV 3 system is significantly lower than that recorded for
FPV 1 and FPV 2, likely due to the greater area associated with the FPV 3 installation. The
increased surface area of the FPV system contributes to a more substantial cooling effect on
the water temperature across a larger expanse of the surface, underscoring the importance
of considering the specific properties of FPV systems in temperature predictions.
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Figure 11. Comparison of water temperature in open-water and FPV-covered regions for different
FPV systems: (a) maximum temperature and (b) minimum temperature.
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The predictions regarding minimum water temperatures in regions with open water
and those covered by FPV systems indicate an increase in water temperature under the
FPV-covered areas, as shown in Figure 11b. The most significant effect was observed at FPV
3, highlighting the insulation effect provided by FPV installations during winter. While
the shading effect of FPV systems tends to induce cooling during the summer, resulting in
lower water temperatures, the opposite effect is noted during the winter months. These
phenomena can also be attributed to the combined influences of various meteorological
factors, including wind speed, solar radiation, and relative humidity. Furthermore, thermal
radiation from the PV panels and the reduction of evaporative heat flux at the water surface
contribute to increased water temperature [10]. Reducing water temperatures during
the winter can present operational challenges in distribution mains and may increase
tensile stresses in the pipes. Thus, the temperature increase induced by FPV panels could
alleviate such challenges [40]. Nonetheless, these predictions are site-specific, and the
effects may vary across different locations, types of FPV systems, and meteorological
conditions. Literature also supports the idea that FPV systems can diminish the diurnal
water temperature fluctuations throughout the day [21].

The variation in maximum water temperature is projected to rise by 0.19 °C over the
next three decades. A similar increasing trend, albeit with a lesser magnitude, was recorded
for the maximum water temperature beneath the FPV systems. Specifically, the increases in
water temperature over the next 30 years under FPV systems 1, 2, and 3 are estimated to be
0.19 °C, 0.21 °C, and 0.09 °C, respectively. Despite the rising temperatures beneath FPV
systems, these values remain lower than those observed in open-water bodies.

Another significant conclusion drawn from the predicted water temperature results
is that, compared to open-water regions, the reduced water temperatures under the FPV
systems after 30 years are close to the climate change-induced increased water temperatures
of open water in 2022. This suggests that a 30-year warming trend in lakes could be
mitigated by implementing FPV systems. Consequently, FPV installations represent a viable
option for addressing the impacts of climate change on aquatic ecosystems [3]. However, it
is essential to acknowledge that installing FPV systems may influence numerous metabolic
processes within water bodies, ultimately leading to alterations in food web dynamics,
species interactions, and carbon cycling [3,41].

4.4. Dissolved Oxygen Concentration Prediction

The dissolved oxygen model was utilized to predict the concentration of DO based on
water temperature. In this analysis, both open-water temperature and the water tempera-
ture under three distinct FPV systems were considered in comparison with DO predictions.
The results derived are presented in Table 8. Across all examined locations, both with
and without FPV systems, it was observed that DO concentrations decreased over time,
indicating an inverse correlation with rising temperatures. Notably, the increase in DO
concentration over time was minimal, generally in the range of 0.1 to 0.2 mg/L.

For clarity, the DO concentration results corresponding to maximum and minimum
water temperatures were designated as summer and winter seasons, respectively. Upon
comparing the DO concentrations across different locations, it was noted that the DO
concentration under FPV System 3 was greater than that observed in other scenarios during
the summer season. This finding is further illustrated in the maximum DO concentration
comparisons shown in Figure 12a. The shading effect produced by FPV systems typically
contributes to a decline in DO concentration [42]. However, water temperature emerges as
a significant factor that substantially influences DO levels. Variations in DO concentrations
within lakes have been associated with both climate change and anthropogenic activities;
several studies have documented a decrease in DO concentrations in inland waters over the



Sustainability 2025, 17, 1696 22 of 26

past decade [43,44]. Such fluctuations in DO concentration can adversely affect biodiversity
and the functionality of aquatic ecosystems.

Table 8. Predicted DO concentration in the lake.

Location DO Concentration (mg/L) T1(2023-2032) T2 (2033-2042) T3 (2043-2052)

Summer 5.70 5.68 5.58
Open water
Winter 13.33 13.29 13.16
Summer 5.74 5.73 5.66
FPV 1
Winter 12.21 12.20 12.17
Summer 5.81 5.79 5.72
FPV 2
Winter 12.19 12.18 12.14
Summer 6.68 6.68 6.64
FPV 3
Winter 12.10 12.09 12.05
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Figure 12. Comparison of DO concentration in open-water and FPV-covered locations under different
time periods during (a) summer and (b) winter seasons.

In this study, the maximum DO concentrations measured under all FPV systems
exceeded the open-water concentration during summer. Consequently, the increase in DO
concentration attributed to FPV systems may benefit the aquatic environment. Furthermore,
the findings indicate that open-water DO concentrations are declining over time, and
installing FPV systems may facilitate an increase in these levels, potentially preventing
the decline of DO concentrations to below 5 mg/L, a threshold critical for the survival of
aquatic organisms [45]. Conversely, when analyzing DO concentrations during the winter
season, the FPV systems were observed to reduce DO levels, as depicted in Figure 12b.
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Although the magnitude of this reduction is relatively minor, the combined effects of
climate change and FPV systems could significantly impact the biodiversity of the lake.
Nevertheless, the results suggest that the range of DO concentrations recorded under the
FPV systems throughout their operational lifespan does not pose a substantial threat to
aquatic life.

5. Conclusions

The evaluation of the combined effects of FPV installations and climate change on
the water quality of lakes presents a multifaceted challenge, owing to the multitude of
interconnected meteorological, morphological, and quality parameters involved in the
energy—water nexus. While the deployment of FPV systems is primarily motivated by
the need to decarbonize energy generation, ensuring that these systems are installed and
maintained sustainably is paramount to achieving long-term ecological balance. This study
aims to develop an ML-based framework to ascertain the interaction between climate
change and FPV system installations concerning the water quality in open-water lakes. The
framework was applied to a case study derived from existing literature to gain insights
into the potential impacts of FPV systems on the specific lake under consideration.

The framework entails the formulation of three predictive models alongside a forecast-
ing model utilizing various ML algorithms. The selection of the most appropriate model for
predicting various temperature and water quality parameters is crucial to achieving high
accuracy in predictions. The case study chosen for the application of this ML framework
is the Oostvoornse Lake in the Netherlands. Water quality data were sourced from the
literature, while climate data were obtained from public databases to facilitate the impact
analysis utilizing the developed framework. The artificial neural network (ANN), support
vector machine (SVM), and generalized additive model (GAM) algorithms were identified
as the most suitable for predicting the parameters at the selected site.

The application of the framework unveiled several significant insights regarding the
combined impacts of FPV system installations and climate change on the water quality of
Oostvoornse Lake. These insights are summarized as follows:

o  The impact analysis indicated an overall increase in air temperature at the location,
averaging 0.32 °C per decade.

e The findings projected a potential rise in maximum and minimum water tempera-
tures of approximately 0.19 °C and 0.57 °C, respectively, over the next three decades,
underscoring the importance of seasonal variations in climate assessments.

e  Furthermore, predictions for maximum water temperatures beneath FPV systems
demonstrated that temperatures remained consistently lower than those of the open
water, indicative of the shading effect imposed by FPV systems. However, it was
observed that the minimum water temperatures during winter under FPV systems
were greater than those in the open water, attributable to the insulation effect of the
FPV systems, which may assist in addressing challenges encountered by distribution
systems in colder temperatures.

e In all FPV systems analyzed, maximum dissolved oxygen (DO) concentrations in
summer surpassed those observed in open water, suggesting a potential benefit for
aquatic environments. Despite a minor reduction in DO levels, overall concentrations
beneath FPV systems remained within a range that does not pose a significant threat
to aquatic life.

The above results are notably data-centric and specific to the site. The results may
be relevant to open-water lakes with similar characteristics, contingent upon analogous
climate conditions. A key conclusion from this investigation is the alteration in the thermal
dynamics of the water body attributable to FPV systems. The motivation behind deploying
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FPV systems is primarily driven by the necessity to decarbonize the energy supply, thereby
mitigating the severe repercussions of climate change. However, the alterations in lake
water temperature induced by FPV installations could either alleviate or exacerbate the
impacts of climate change. The results from the present case study indicate that the effects
of FPV system installations may significantly influence positive outcomes, potentially
reversing the deleterious effects of climate change. However, it is crucial to underscore
that the long-term sustainability of FPV systems could be compromised by their potential
to disrupt local biodiversity and influence algae proliferation. These unintended conse-
quences could alter aquatic ecosystems, necessitating further investigation to ensure the
environmental benefits outweigh any negative impacts.

Based on the results obtained through the application of the developed framework, it
is essential to acknowledge that the predicted outcomes are highly contingent upon the
effective utilization of temperature and water quality-related parameters during model
development. While temperature data for the location can be readily accessed, collecting
comprehensive water quality data necessitates extensive monitoring efforts. Furthermore,
incorporating additional meteorological and water quality parameters and the meticulous
development of ML models will enhance the accuracy of prediction regarding water
quality effects. Despite the substantial efforts dedicated to data development, conducting
a thorough assessment of water quality before the commissioning of FPV systems is crucial
to mitigating the environmental impacts of FPV projects.

In conclusion, FPV systems may have beneficial effects on climate and water quality
dynamics. However, it is essential to continue investigating and addressing the broader
environmental implications to secure sustainable outcomes. Achieving a balance between
energy production and ecological health will ultimately determine the long-term effective-
ness and acceptance of FPV technology in vulnerable lake ecosystems.
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