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Abstract: In the realm of financial decision-making, it is crucial to consider multiple factors, among
which lies the pivotal concern of a firm’s potential insolvency. Numerous insolvency prediction
models utilize machine learning techniques try to solve this critical aspect. This paper aims to
assess the financial performance of financial investment firms listed on the Iraq Stock Exchange
(ISX) from 2012 to 2022. A Multi-Layer Perceptron predicting model with a parameter optimizer is
proposed integrating an additional feature selection process. For this latter process, three methods are
proposed and compared: Principal Component Analysis, correlation coefficient, and Particle Swarm
Optimization. Through the fusion of financial ratios with machine learning, our model exhibits
improved forecast accuracy and timeliness in predicting firms’ insolvency. The highest accuracy
model is the integrated MLP + PCA model, at 98.7%. The other models, MLP + PSO and MLP + CC,
also exhibit strong performance, with 0.3% and 1.1% less accuracy, respectively, compared to the first
model, indicating that the first model serves as a powerful predictive approach.

Keywords: insolvency; MLP; feature selection; financial ratio

1. Introduction

Insolvency forecasting (IF) seeks to determine the chances of a company becoming
insolvent and therefore helps in evaluating its financial strength. IF includes models such
as cash flow forecasts in which potential cash deficits can be detected and controlled, thus
easing financial failure risks. Financial insolvency is associated with the terms failure,
distress, bankruptcy, and default. This type of insolvency is regarded as an expensive event
that affects a firm’s ideal capital structure and leads to acts adverse to debt holders and
stakeholders. However, financial insolvency can also improve corporate performance by
encouraging changes and forcing managers to make riskier decisions (Almeida 2023).

Insolvency occurs when an entity’s financial liabilities exceed its assets, resulting in
an inability to pay debts as they become due. Therefore, insolvency is a critical financial
condition that indicates a fundamental imbalance between what an entity owes and what
it owns. Insolvency can manifest in different forms, such as cash-flow insolvency, where an
entity lacks the necessary liquidity to meet its immediate payment obligations, or balance-
sheet insolvency, where its total liabilities exceed the total value of its assets. Insolvency
can have severe consequences, including legal actions by creditors, asset liquidation, debt
restructuring negotiations, or the initiation of bankruptcy proceedings to address financial
distress and facilitate a resolution of outstanding debts (Casey and Macey 2023).

Several insolvency risk statistical prediction schemes have been developed that have
received significant attention from scholars and practitioners, such as the Z-score model
(Pratiwi et al. 2023), the Zeta-score model (Vo 2023), and the logistic regression model
(Gavurova et al. 2022). However, in the present complex business environment, managers
have to determine the prospects of insolvency and act to prevent insolvency to ensure
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solvency to avert probable business failure. This problem can also be solved by the new
opportunities presented by machine learning and artificial intelligence for companies with
large sets of data, as these approaches allow for analyzing the data and finding patterns
and trends.

In a nutshell, IF mathematical models and AI-based approaches have some merits and
demerits analogous to those of statistical models. These models are fed with fewer numbers
of parameters, and they are capable of producing closer similarities in different datasets.
Nevertheless, these models do not attempt to estimate the data structures, even though they
are complicated. IF models developed on the use of AI are more complex in terms of learning
capabilities; however, compared to the other models, they require more parameters, take
longer to complete, and may lead to lower generality (Bassiouni et al. 2022).

The importance of this study is to address the gaps in several studies, including
(Sharma et al. 2018), regarding some basic components, such as data pre-processing, parity
of database distribution, and the effects of these in prediction, as depicted in Section 2. The
disregard for these elements in prior research has resulted in the formulation of biased
prediction models. To bridge these research gaps, we concentrate on feature selection
methods to construct a precise model for early-stage financial insolvency prediction using
genuine financial data from Iraqi enterprises. Our methodology also tackles data readiness,
preprocessing, and data imbalance challenges.

This article introduces the enhanced forecasting model using Multi-Layer Perceptron
(MLP). On the application and domain level, MLPs provide predictive power exhibiting
strong forecasting skills in different financial forecasting tasks, such as stock price pre-
diction, risk assessment, and portfolio optimization (Nayak et al. 2022). Nevertheless,
understanding the constraints of these models is essential to ensure that predictions are
not solely reliant on the most current techniques but are rooted in the most appropriate
approach for the specific problem. With various types of ANNs showing promise in ad-
dressing financial forecasting challenges, this study concentrates on identifying the most
effective models for forecasting insolvencies to attain optimal outcomes by using the hyper-
parameter tuning method. The findings indicate that feature selection proves significantly
advantageous for such tasks, resulting in reduced complexity relative to alternative models.
Principal Component Analysis, Particle Swarm Optimization, and correlation coefficients
are utilized for the feature selection step. The Synthetic Minority Oversampling Technique
(SMOTE) assesses various parameter configurations and addresses imbalanced datasets. A
case study compares techniques using a unique real dataset. The study critically evaluates
the procedures and variations in outcomes. The combination of these advanced machine
learning algorithms aims to improve the precision and effectiveness of financial distress
prediction, allowing for early interventions and strategic decision-making.

The subsequent parts of the paper are organized in the following manner: The related
literature is examined in Section 2. Section 3 introduces the proposed enhanced forecast
insolvency model. The experimental study is thoroughly explained in Section 4. Section 5
delves into the results and discussion employed. The conclusion is presented in Section 6.
Limitations and directions for future research are detailed in Section 7.

2. Related Works

Financial distress prediction is crucial in risk management, investment decisions, and
corporate governance. This review provides a comprehensive overview of approaches,
strategies, and variables used in predicting financial distress, including the importance
of financial ratios. The evaluation examines empirical data on the effectiveness of these
predictors across different industries and economic conditions.

Karas and Režňáková (2020) revealed that operating cash-flow ratios with short-
term debts significantly influence financial distress in SMEs and are more effective than
traditional profit-based ratios. A hybrid modeling approach, including classification and
regression trees, logistic regression, and PCA, was used to analyze the financial data of
4350 SMEs. The third model demonstrated the highest AUC of 0.93 in the learning sample.
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Advanced solutions, including oversampling techniques, cost-sensitive approaches
(CBoost algorithm), and ensemble-based models (XGBS algorithm) for bankruptcy predic-
tion, were illustrated in (Le 2021). The study in (Budianita et al. 2022) was concerned with
the application of the C4.5 algorithm and Adaboost to predict financial distress companies.
These algorithms were applied to five financial ratios from Altman’s model to calculate the
current ratio, total working capital to total assets, return on equity, return on assets, market
value added, and asset turnover. This research examined 755 annual financial reports of
firms listed on the Indonesia Stock Exchange during the period 2016–2019. The study’s
results showed that the integration of the C4 model with the Research and Technology Uni-
versity allowed the achievement of the objectives discussed in this paper. 5 and AdaBoost
slightly outperformed this model in terms of accuracy in predicting financial distress at
a threshold of K = 10 with an accuracy of 86. A total of 49% of participants accepted the
completion of the survey questionnaires, the result achieved was that the C4.5 accuracy at
K = 8 was 85.12%.

Performing financial distress prediction with a particular focus on imbalanced datasets
was the main concern of (Safi et al. 2022); the authors proposed a metaheuristic optimization-
based artificial neural network (MHOANN) with a cost-sensitivity fitness function. For
fine-tuning the weights and biases of the artificial neural network (ANN) in the proposed
work, PSO and CSO techniques were used. The evaluation of the method involved three
datasets: all the variants of Spanish, Taiwanese and Polish. The level of accuracy obtained
between the actual and prognosticated results differed across the datasets, thus the Spanish
dataset yielded an accuracy ranging from 0.749 to 0.38 to 1.882, the UC dataset ranging
from 0.789 to 0.888 and below, and the Polish dataset ranging from 0.790 to 0.848.

The authors (Yan et al. 2020) adopted Chinese manufacturing firms to model, analyze,
and forecast earning management and financial distress. The authors examined the levels of
association between financial ratios, macroeconomic factors, and the probability of financial
failure. They employed financial performance indicators, such as net profit and net cash
flow, in order to evaluate the effects of financial distress risk. It comprised a distributed
Lagrange structure, logistic regression, and support vector machines (SVMs). In the process
of feature selection, a Lasso penalty was applied. The lasso–logistic-distributed Lagrange
(LLDL) model was the most effective, with an accuracy AUC of more than 95%, followed by
the lasso–SVM-distributed Lagrange (LSVMDL) model, which had the greater G-mean and
KS statistics. The two models also induced high levels of accuracy in predicting accounting
ratios and macroeconomic variables.

The machine learning techniques used in (Shetty et al. 2022) for predicting bankruptcy
were XGBoost, SVM, and deep learning neural networks. The following methods were
used to predict bankruptcies with accounting data from the Belgian SMEs of the period
2002–2012 with accuracies of 82–83%.

The problems that arise from trying to forecast stock price movements using only
historical data and from reiterating the need to account for factors such as news articles
and social media activity were presented in (Maqbool et al. 2023). This work presented an
intelligent system that involved Sentiment analysis programs (Valance Aware Dictionary
and Sentiment Reasoner (VADER), TextBlob, Flair) and past data of stocks to predict the
trends of the share market. The MLP Regressor model was used in forecasting the stock
prices, where three kinds of sentiment scores were evaluated in their ability to predict the
shifts in the tendencies of stock prices while testing the effectiveness of each sentiment
analyzer on its own and along with other analyzers. Models with FLAIR (setting F), VADER
joined with TextBlob (setting V + T), and F combined with T received the highest scores
in trend predictions for the next day, which constituted 0.90. Moreover, the chosen single
Flair sentiment analysis reached a high level of accuracy in the further prediction of the
trend during the next 100 days (0.75).

The studies of Omari et al. (Al Omari et al. 2023) applied the ANN technique to
evaluate insurance companies in the context of the Jordanian insurance industry. For this
purpose, the researchers applied the multilayer perceptron (MLP) model with such input
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predictors as subrogation, claims paid, market capitalization, and total shareholder equity.
The refocusing on internal and external performance measurement involved analyses of
the output variable, also known as total asset turnover (TAT). The findings obtained for this
study revealed the fact that raising the number of iterations from 500 to 10,000 improved
the ACC rate, precision rate, and F-score for the training dataset and the testing dataset.
According to the 80% training sample, the ACC rate increased from 73%. From 7% at
n = 500, the rate rose to 87%. From 8% at n = 10,000, the precision rate was raised from
56.8% to 79.63% and then decreased to 64%, while the F1-score increased from 57.9% to 70%.
The same enhancements were also evidenced in the 20% test sample. Such findings asserted
the flexibility improvement in the MLP model used in evaluating insurance companies’
financial performance by exclusively using the total asset turnover (TAT) criterion.

The GALSTM-FDP model combined GA and LSTM, with LSTM standing for Finan-
cial Distress Prediction. This model made predictions with better accuracy compared to
conventional models, such as Support Vector Machines (SVMs) and Decision Trees (DTs).
The model was based on the data from 1953 firms of the MENA region and had a pureness
of 50% to 91%. This work was a fusion of two methods, LSTM, which was exceptionally
good at learning structures in financial time-serial data, and GA, which was a form of
optimization that mimicked the natural evolution process (Al Ali et al. 2023).

From the preceding information, it can be noted that little emphasis has been placed on
cases addressing unbalanced datasets and other issues of preprocessing, which are arguably
some of the most key factors that are capable of impacting the forecast performance
model. Such a gap in the literature encourages more research and investigation in these
directions. Our research contributes to filling this gap by investigating various feature
selection approaches, addressing data preparation obstacles and preprocessing issues, and
efficiently controlling data imbalance.

3. Materials and Methods

In this study, we integrate MLP and FS techniques to construct our Proposed Enhanced
Model for Forecasting Insolvencies. The research methodology is shown in Figure 1.
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3.1. Data Preparation and Preprocessing

The datasets undergo cleaning and preprocessing to remove outliers and handle
missing values to improve their quality using forward-filling by bringing forward the most
recent observed value to fill in the gaps. The goal of this phase is to obtain purified data
ready to be used in the next step.
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To address the imbalanced issue in the dataset, the synthetic minority oversampling
technique (SMOTE) is applied. The benefits of using the SMOTE include helping to balance
the number of samples of different classes, which can, in turn, assist the classifier, especially
in those that are affected by the class distribution. While random oversampling is somewhat
similar to the duplication of records of the minority class, the SMOTE generates artificial
records. This diversity is helpful in order to avoid overfitting the minority class during the
model training process. The SMOTE’s synthesis of new samples that have proximity to
the existing minority class samples means that the classifier will be trained on a better and
more discriminative decision surface, thereby enhancing generality. In the SMOTE, the
parameter k, which controls the number of nearest neighbors used, is tunable, and it can be
increased or decreased to make the generated synthetic samples closer or farther from other
samples in the dataset, depending on the requirements. The SMOTE can be integrated with
different types of ML models, such as decision trees, support vector machines, and neural
networks; therefore, it is efficient in dealing with imbalanced datasets. Nevertheless, it is
recommended to assess the accuracy of a model implemented after applying the SMOTE
because, in some cases, it may not bring an improvement in the results according to the
nature and characteristics of the data used. This technique works step by step as follows:

Step 1. Identify the Minority Class: SMOTE starts by identifying which class in the dataset
is the minority class (the one with fewer samples).

Step 2. Choose a Sample: Randomly select an instance from the minority class.
Step 3. Find the Nearest Neighbors:

■ For the selected instance, compute the distance to all other instances in the
minority class. This is commonly done using a distance metric such as the
Euclidean distance.

■ Identify the k nearest neighbors of an instance from the minority class.

Step 4. Generate Synthetic Examples: For each of the k selected neighbors (X_n), create
new synthetic instances:

■ Randomly select one of the k nearest neighbors.
■ Use the following formula to create a new synthetic instance Xnew:

Xnew = X_i + (I − X_i) × δ (1)

where Xi is an element in K_xi: X_i∈X_min.
This finding suggests that the new instance Xnew is created along the line segment

between the original instance Xi and its selected neighbor Xn.

Step 5. Repeat: Repeat the process until the desired number of synthetic instances is created
for the minority class, effectively balancing the dataset.

3.2. Feature Extraction

The subsequent phase involves feature extraction. Extracted data are used to calculate
24 financial ratios that make up the features of the predicting model. The calculations of
such financial ratios are shown in Table 1.
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Table 1. Financial Ratios Formula.

Group Financial Ratios Calculation Formula Ref.

Li
qu

id
it

y

Current Ratio (CR) Total Current Assets/Total Liabilities (Radovanovic and Haas 2023)

Instant Liquidity Ratio (ILR) Cash/Total Current Liabilities (Zhao et al. 2024)

Net Working Capital (NWC) Current Assets–Current Liabilities (Zhu et al. 2021)

Equity Ratio (ER) Equity/Total Liabilities (González and Keddad 2024)

Debt Ratio (DR) Total Liabilities/Equity (Chakri et al. 2023)

Accounts Receivable Turnover
(ART) Net Sales/Accounts Receivable (Wang et al. 2023)

A
ct

iv
it

y

Fixed Asset Turnover (FAT) Net Sales/Net Fixed Assets (Lee 2023)

Pr
ofi

ta
bi

lit
y

Net Profit (NP) Net Profit/Sales (Zhang et al. 2022)

Return on Equity (ROE) Net Profit/Equity (Salah 2020)

Return on Capital (ROC) Net Operating Profit/Working
Capital (Anton and Nucu 2020)

Return on Assets (ROA) Net Profit/Total Assets (Mattos and Shasha 2024)

Return on Investment (ROI) Net Profit/Total Assets (Xu et al. 2022)

Proportion of a Corporation’s
Assets (PA) Cash/Total Assets (Lohmann et al. 2022)

Current Assets to Total Assets
(CATA) Current Assets/Total Assets (Kim 2011)

Total Current Liabilities (TCL) Working Capital/Total Assets (Wang et al. 2024)

Working Capital Turnover (WCT) Working Capital/Net Sales (Kušter et al. 2023)

Current Assets (NCA) Net Profit/Current Assets (Wu et al. 2022)

Sales to Operating Profit (SOP) Net Operating Profit/Net Sales (Sang 2020)

Asset Turnover (AT) Net Sales/Total Assets (Lin and Bai 2022)

Sale to Current Assets (SCA) Net Sales/Current Assets (Kušter et al. 2023)

Days’ Sale Uncollected (DSU) (365 × Accounts Receivable)/Net
Sales (Jadiyappa and Shette 2024)

Accounts Receivable (AR) Accounts Receivable/Total Liabilities (Tarjo et al. 2023)

Operating Return on Assets
(OROA) Net Operating Profit/Total Assets (Lee 2023)

Sale to Current Assets (SCA) Current Assets/Net Sales (Laitinen et al. 2023)

These ratios, when applied, assist investors in analyzing the profitability of the invest-
ment firm and comparing it with other firms in the industry to identify potential risks or
opportunities.

Liquidity ratios are important in finance since they point out the ability of the company
to meet its current liabilities. Some key reasons why liquidity ratios are important are as
follows. Liquidity shows the capacity to meet current obligations, which are important for
the company’s operations. Liquidity ratios, therefore, help investors and creditors evaluate
the risk of investing in or financing the business. A low liquidity ratio may cause problems
in the company’s financial status; the firm may be unable to pay its debts. It may show
how effectively a firm has been able to manage existing stocks of inventory, the amount of
account receivables, and the accounts that are payable. A company that has a favorable
liquidity status can participate in different opportunities that come up without having to
look for financing. Lenders use liquidity ratios in an attempt to determine a company’s
capability of repaying loans. Comparatively higher liquidity ratios may help in obtaining
better terms in borrowings and hence lower interest rates. Liquidity ratios help an investor
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and analyst of a particular firm evaluate how the firm is doing in comparison to other firms
and its relevant industry (Zhao et al. 2024).

Turnover ratios, also referred to as activity ratios, are relevant in financial investment
as they determine the efficiency of a company in utilizing its assets to generate revenues or
cash flows. These ratios assist the investors in gaining insight into how efficient a company
is in its operations. A higher turnover rate is often perceived to be an indicator of the good
performance and efficient utilization of assets, improving the overall economic value of a
business and hence the appeal to investors (Wang et al. 2023).

Profitability ratios are key financial indicators that are essential in everyday usage by
investors and analysts while assessing the overall performance of a business in generating
the net income relative to the total amount of sales, the total amounts of tangible and
intangible assets, and the shareholder funds, respectively. These indicators can influence it
in different ways. 1. one of these ways is performance appraisal. Therefore, profitability
ratios, such as net profit margin, return on assets (ROA), and return on equity (ROE),
help the investor to determine whether or not the firm is earning the best profit based on
its revenues and investments. 2. From the profitability ratios, the investors who make
investment decisions are in a position to compare firms that are in the same industries.
Better forecasting is achieved through ratios, which may imply that higher ratios indicate
that the firm is in a better financial position regarding operational efficiency, thereby
facilitating investment decisions. 3. Based on investor attraction, such a firm may have
very high levels of profitability, and there may be the possibility that such firms can easily
expand in the future. Conversely, low ratios indicate inefficiency in operations, which
may, in one way or the other, jeopardize the future growth of the company. 4. Regarding
financial solvency, it is possible for investors to evaluate financial solvency by the use of
ratios including ROE and ROA. This is especially because firms that have proved to be
profitable over a certain period of time are usually less risky, particularly when it comes to
investment during an economic crisis (Kim 2011).

3.3. Feature Selection Techniques

The selection of subset features plays a crucial role in optimizing the performance of a
model. By avoiding the curse of dimensionality, this processing step simplifies the model,
making it more interpretable, timely, and efficient for prediction, thereby mitigating the risk
of overfitting. In this phase, we compare the impacts of three of the most distinct feature
selection methods, namely PCA, the correlation coefficient, and PSO, on the performance
of the proposed model in terms of the subset generated and the time of training.

3.3.1. Principal Component Analysis (PCA)

PCA is another method in data preprocessing and is a dimensionality reduction
technique that can also be employed in carrying out feature selection by determining the
best features within a dataset. The basic steps of this method for feature selection are
as follows:

Step 1: Standardize the Data.
Step 2: Calculate the Covariance Matrix.
Step 3: Calculate the Eigenvalues and Eigenvectors.
Step 4: Sort Eigenvalues and Eigenvectors.
Step 5: Select Principal Components.
Step 6: Transform the Original Data.
Step 7: Analyze the Principal Components.
Step 8: Select the Features.

Therefore, by following the steps mentioned above, PCA can be applied to feature selec-
tion and dimensionality reduction for several problems, particularly for high-dimensional
problems.
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3.3.2. Correlation Coefficient

The correlation coefficient is one of the statistical measures used to quantify feature
space, and it is normally used in feature selection. With the aid of CC, one is able to
establish the magnitude and the directions of linear relationship between two variables. Its
values fall between −1 and 1.

CC =


1⇒ a per f ect positive linear relationship.

−1⇒ a per f ect negative linear relationship.

0⇒ no linear relationship.

3.3.3. Practical Swarm Optimization-Based Feature Selection (PSO-FS)

PSO is a genetic algorithm that originated from the population and was developed
by Kennedy and Eberhart in 1997 (Kennedy and Eberhart 1997). PSO, on the one hand,
employs an iterative and iterative process that is modeled on a flock of birds for the
attainment of the best solution. The basic steps of the PSO algorithm present are as follows.

3.4. Multi-Layer Perceptron (MLP)

This phase involves training and optimizing the predicting classifier. The MLP model
is proposed, which is one of AI’s most popular and simple forms for NN, and it has broken
through in the area of financial forecasting and several other fields for multiple reasons,
such as its nonlinearity property. This property suits our case since the variables of financial
data usually show complex nonlinear relationships between them. MLPs, being nonlinear
function learners, can successfully model these relationships. A second advantage of
MLP is its ability to provide time series analysis. MLPs can be tailored to deal with time
series data and to take into account the temporal dependencies and trends occurring in
the financial market (Yi et al. 2023). However, it is important to note that MLPs also have
limitations, such as overfitting, especially with a smaller amount of data. Therefore, the
application of cross-validation is essential to prevent model overfitting.

The MLP model consists of one input layer with 24 input neurons, one or multiple
hidden layers, and one output layer. The number of nodes in the output layer should match
the number of classes in our multi-label problem, so the output layer for our problem has 2
nodes. With the help of backpropagation algorithms, these multilayer networks are trained
using the 80% training set via a supervised method where the error in the output layer is
computed first. Then, the weights in the preceding layers are adjusted through a backward
iterative process.

3.5. Evaluation Metrics

In the improved methodology of the proposed model, the evaluation phase plays
a crucial role since it helps in the assessment of the performance and the quality of the
built machine learning model. During this phase, the objective is to see how well the
models in question are able to and, more particularly, how accurate they are in terms of the
forecasts produced. To this end, during the initial splitting of the dataset, 20 percent of the
samples are allocated for test purposes. This test is carried out to test the models on data
not included in the model development process. By utilizing this particular set of test data,
it is possible to achieve a fair assessment of all of the models in terms of their predictive
accuracy and performance when the new data extend beyond the current training dataset.

As part of the evaluation of the developed models, the current work focuses on a
binary classification task and uses confusion matrices in the process of assessing all the
developed models. Based on the confusion matrix, we can compute different measures of
the performance of a given model. The selected measures are accuracy, precision, recall,
F1-score, Jaccard, timing, and AUC.

Accuracy =
TP + TN

TP + TN + FP + FN
(2)
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Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

F1 − Score =
2 ∗ Precision ∗ Recall

Precision + Recall
(5)

Jaccard =
TP

TP + FP + FN
(6)

4. Experimental Study
4.1. Dataset Description

In this section, we deal with the original dataset. The financial investment firms chosen
for this study are listed on the ISX. The sampling period is from 2012 to 2022, which is
equal to 10 years. These firms are analyzed and distinguished based on reports from the
auditing, financial, and taxation databases and the ISX. All the variables used in the sample
are obtained from standard financial reports, including income statements and balance
sheets. Thus, the usefulness of this study is not limited by the fact that only Iraqi firm data
are employed.

Our empirical results include 1440 instances for six firms, with 240 attributes allocated
to each firm over 10 years, forming the basis for the experiments conducted. The dataset is
split into 80% for training purposes and 20% for testing purposes. The dataset constitutes
two categories: financial insolvency (coded as 1) and non-insolvency (coded as 0), depend-
ing on whether the firm is marked as insolvent (D or G) or not (S). This categorization is
based on Altman’s technique, as seen in Table 2.

Table 2. Description of Our Dataset Categories Based on Altman’s Independent Variables.

Classify Frequency Percent

1 (D or G) 38 32.1

0 (S) 18 67.9

Total 56 100

The feature set comprises 24 distinct financial ratios, with the indicators (liquidity,
activity, profitability, and efficiency), listed in Table 1. Feature selection is crucial in the
process of machine learning since it enables us to remove features that cause overfitting,
increases model understanding, increases accuracy, and decreases learning time. Reducing
the dimension of the input data assists in making models more ordered and faster at
making predictors, especially when time is important in training. The process then uses
oversampling as a technique to help balance classes before the conventional model training
process begins. As a result of such replication, oversampling offsets the dominating scale
and enforces algorithms to consider otherwise marginalized yet essential classes.

4.2. MLP Configurations

Various configurations of MLPs for predicting insolvency are investigated, involving
optimization techniques, activation functions, neuron quantities, and layer quantities, each
with different levels of tolerance, which are necessary to create a successful neural network
model. Nonetheless, since finding the best MLP structure is a difficult undertaking that is
dependent on the quality of the data and the complexity of the issue, it is crucial to tune
the model parameters. The parameter search space is listed in Table 2, which represents the
minimum number of design decisions that an automated system must make for a given
learning problem. Our experiments for model tuning address each of the parameter choices
in Table 3.
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Table 3. Proposed Insolvency Prediction Model Search Space.

Optimization Model Adam sgd

Hidden Layer Sizes 10 20 30 33 50 55 70 80 100

Activation Function ReLU Logistic Tanh identity

Alpha 0.07 0.1 0.5 0.7 0.0001 0.001 0.01 0.3 0.2

Learning Rate Constant Adaptive 0.001

To assess the performance of our proposed methods, we conduct the following four
experiments:

(A) Evaluating the classical MLP classifier without any preprocessing or feature selection
optimization processes.

(B) Evaluating the optimized model version using data preprocessing (DP) that addresses
curing missing values and imbalanced datasets (MLP + DP).

(C) Evaluating the optimized simplified model version using additional feature selection
for reducing the model complexity, data volume, and execution time (MLP + DP + FS).
The experiment compares 3 different techniques for FS, which are PCA, CC, and PSO.

(D) Evaluating a finally optimized fine-tuned version of the predicting model in (C), by
tuning and optimizing the classifier hyperparameters.

5. Results and Discussion

This section presents the experiments illustrated in the previous section. Moreover,
this section compares and evaluates results obtained by conducting a set of extensive
experiments using the five evaluation metrics outlined at the end of Section 4.

Table 4 shows the performance results of the classical MLP classifier without any
optimization processes (Experiment A). The table shows that the classical MLP without
optimization is average, with a 0.857% precision, 0.667% recall, 0.748% F1-score, 0.667%
accuracy, and 0.778% AUC. The training time is expected to take an excessively long
duration due to the lack of efficient optimization algorithms, such as gradient descent and
backpropagation, leading to slow learning, convergence, and possibly overfitting. The
model achieves a processing time of 3:4 (Minute:Second) and uses all feature space.

Table 4. Results of Metrics of Classical MLP Classifiers Without Optimization Processes.

Model Precision Recall F1-Score Accuracy Jaccard AUC

MLP 85.7 66.7 74.8 66.7 69.21 77.8

Experiment B studies the effect of data preprocessing (DP) to address missing val-
ues and imbalanced datasets. The preprocessing steps in this experiment ensure data
consistency and tackle the imbalance issue through the SMOTE, as illustrated by Figure 2.
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The Figure shows Pie charts comparing the numbers of instances labeled “Safe” and
“Distress” before and after using a method called SMOTE. Before applying the SMOTE,
68% are “Safe” and 32% are “Distress”, while after applying the SMOTE, the percentages
of “Safe” and “Distress” instances both become 50%. Table 5 shows the results of this
experiment, in which the performance of MLPs is enhanced by 1.9% for precision, 9.8% for
recall, 1.4% for F1-score, 0.9% for accuracy, and 2.9% for AUC.

Table 5. Results of Metrics of MLP + DP.

Model Precision Recall F1-Score Accuracy Jaccard AUC

MLP 87.6 67.5 76.2 67.6 70.39 80.7

Nonetheless, Experiment C carries out additional improvement experiments to achieve
a more accurate and less complex model. In Experiment C, the effects of integrating FS
processes are investigated. The 3 FS methods, Principal Component Analysis (PCA),
Particle Swarm Optimization (PSO), and correlation coefficients are compared.

Integrating FS results in a decrease in the number of features by selecting relevant
features, thereby reducing the model’s complexity and avoiding overfitting. Applying
PCA has led to easier visualization and interpretation of data, reduced computational
complexity and training time of machine learning models, and the removal of noise and
irrelevant features (Figure 3).
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Determining the optimal number of PCs to retain dimensionality reduction is a crucial
challenge in conducting PCA. In our data, the number of PCs is 6, as Figure 4 shows. To
facilitate this decision-making process, it is helpful to evaluate an important parameter,
which is the variance ratio. This ratio quantifies the proportion of variance explained by
each PC. By visualizing this information on a scree plot, researchers can pinpoint the elbow
point, as illustrated in Figure 5. From the most significant to the least significant principal
component, the graphic shows the explained variance for each one. The plot’s “elbow”
designates the beginning of the curve’s flattening. The number of major components
that have to be kept for additional examination is indicated by this point. The “elbow”
appears to consist of two or three parts in this figure. The cumulative explained variance,
represented by the red line, indicates the percentage of the overall variance that can be
attributed to the first n components.
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Figure 5. Scree Plot.

Figure 5 presents an explained variance of the principal components in PCA. X-Axis
(Number of Components): On the horizontal axis, we have taken the number of the
principal components from 1 to 20. Y-Axis (Explained Variance): The vertical axis illustrates
the degree of explained variance or the eigenvalues of the principal components conveying
how much of the variation in the dataset is retained by each of the principal components.
Bar Chart: The blue bars are the explained variance for each of the principal components
shown. The first few components (1 to 5) account for the majority of the data’s variance,
unlike the remaining components. Cumulative Explained Variance: The first horizontal
line in red indicates the Cumulative Explained Variance, which depicts the total variance
that has been explained as more components are included. Initially, there is an upward
trend, which demonstrates that the first few components contribute significantly towards
the total variation. Elbow Point: The graph indicates an ‘elbow point’ around the first few
components, where an increase in the number of components accounts for less and less
variation in variance. Again, they indicate that beyond a certain number of components,
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the united explained variance rises but only by a negligible margin thus implying that
additional components are less influential in explaining variance.

This finding suggests that a small set, probably including only the first 5 components,
accounts for most of the data variability. This result implies that it is possible to perform
dimensionality reduction by only retaining such components, making the model simpler
with the right amount of detail required.

An additional parameter to consider is the cumulative explained variance. This
statistic sums the explained variance ratios to a certain PC. One can choose PCs that exceed
a specific threshold, such as 80% or 90%.

Figure 6 is a line graph that shows the link between cumulative variance and the
number of components. The goal of this graph is to determine the optimal number of
components for capturing the majority of the data’s volatility. As shown in the figure,
the curve at the first stage increases at a sharper angle, which means that the initial
components account for a large extent of the variance. At some point, the last part of the
curve starts making flat progress, signifying that subsequent components contribute to
a less proportionate variation in the total variance. A dotted straight line drawn across
the graph represents the 95% variability cumulative, which leads to extreme termination.
The graph indicates that a certain amount of parts is needed to achieve this level, and the
further addition of parts leads to a decrease in the contribution rate of variance. Finally,
one’s experience in the field and the analytical aims impact the decision of which PCs
to maintain. When considering the number of selected features and execution time, the
MLP + PCA model achieves a processing time of 1.57:1569.80 and a feature space reduction
of 10–20%.
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The green line in the graph represents the cumulative explained variance as a function
of the number of components. Each point on the line corresponds to the total variance
explained by the components. As the number of components increased, the cumulative
explained variance approached 1 (or 100%), indicating that more components accounted for
more total variance in the dataset. The curve shows that the initial components contribute
significantly to the explained variance, whereas additional components contribute less
as the curve levels off. This visualization helps to understand how many components
are needed to achieve the desired level of explained variance, such as the 95% threshold
indicated by the red line.

The second FS employed is PSO. Global optimization contributes to the discovery
of optimal solutions for intricate issues, refining parameter adjustments and hastening
the convergence of machine learning algorithms. This process enables the tackling of
nonlinear and multi-modal optimization challenges, thereby boosting model precision.
Table 6 illustrates the 8 chosen features by PSO from the original set of 24:
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Through this method, the features decrease from 24 to just 8, a reduction of 67%. When
considering the number of selected features and execution time, the MLP + PSO model
outperforms the MLP + PCA and MLP + CC models due to its shorter processing time
of 1.05:1046.33 compared to 1.57:1569.80 and 1.16:1157.08, respectively. This difference
results in a time discrepancy of 0.52:523.47 and 0.11:110.75, respectively, and a feature space
reduction of 67%

The final FS employed is the correlation coefficient, which is a statistical metric indicat-
ing the strength of a linear relationship between two variables. The value ranges from −1
(inverse connection) to 1 (direct connection). A coefficient of 0 means no linear relationship,
as shown in Figure 6.

Figure 7 depicts a correlation matrix obtained through the statistical analysis of finan-
cial data. The matrix depicts the correlation coefficients between several financial variables,
which are represented by the rows and columns. Each cell in the matrix displays the
correlation coefficient between the two variables assigned to that row and column. Positive
values imply a positive correlation, whilst negative values suggest a negative correlation.
The color intensity reflects the size of the association. The diagonal cells always carry the
value 1, which represents a variable’s perfect correlation with itself. The color gradient
illustrates the intensities of the relationships. Strong positive correlations, for example, are
shown in deep blue, whereas strong negative correlations are depicted in dark red.
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Table 6. Selected Features Using PSO.

No. of Feature Feature Index Feature Name

1 0 Current Assets

2 8 Net Operating Profit

3 11 Working Capital

5 12 Current Ratio

6 13 Net Working Capital

7 14 Debtors’ Turnover

8 20 Instant Liquidity Ratio

Figure 8 illustrates the absolute values of the correlation coefficients between features
and the predictive values of the top 10 features: current ratio, net working capital, working
capital, cash, net profit, current liabilities, return on equity, return on assets, return on
investment, and accounts receivable. When considering the number of selected features
and execution time, the MLP + CC model achieves a processing time of 1.16:1157.08 and a
feature space reduction of 58.3%.
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In the first row of Table 7 with PCA-FS, the model shows enhancements of 1.4% for
precision, 8.5% for recall, 5.8% for F1-score, 1.8% for accuracy, and 1.1% for AUC. In the
second row of Table 7 using CC_FS, the model is boosted by 3.2% for precision, 2.6% for
recall, 1.2% for F1-score, 1.8% for accuracy, and 1.9% for AUC. In the third row of Table 7
with PSO_FS, the model shows improvements of 0.006% for precision, 2.8% for recall,
1.5% for F1-score, 2.7% for accuracy, and 1.5% for AUC. When considering the number of
selected features and execution time, the MLP + CC model achieves a processing time of
1.16:1157.08 and a feature space reduction of 58.3%.

Table 7. Results of Metrics for MLP + DP + FS.

Models + FS Precision Recall F1 Accuracy Jaccard AUC

MLP + PCA 89 76 82 86 79.5 92.1

MLP + CC 84.4 93.1 88.5 86 87.7 99.3

MLP + PSO 87 95.6 91.6 95 91.9 95.5
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The final Experiment D is the final fine-tuning step for the hyperparameters of the
model achieved in Experiment C. Phase one of the popular techniques for hyperparameter
tuning is using a random search algorithm. Random search is a simple yet effective
method that involves randomly selecting hyperparameter values within a predefined range
and evaluating the model performance with each set of values. In the beginning, the
Hyperparameter Space is defined (Table 3 in Section 4). The optimal hyper-parameter
discovered through the random search algorithm is demonstrated in Table 8.

Table 8. Optimal Hyperparameter Found by PCA, CC, and PSO.

Parameters PCA CC PSO

Optimization Model Adam Adam Adam

Hidden Layer Sizes 100 50 50

Activation Function Identity Identity Identity

Alpha 0.7 0.001 0.001

Learning Rate Adaptive Constant Adaptive

Elapsed Time
[min:s:ms] 0:1.57:1569.80 0:1.16:1157.08 0:1.05:1046.33

In this study, many epochs are tested in the range of (3–100), and after many attempts,
epoch 5 is selected, at which the best results are achieved in the shortest implementation
time. Table 8 summarizes the estimators that achieved the best performance of these models.
Essentially, the different combinations of activation functions, optimization algorithms,
and architectures can cause the MLP to perform differently. The use of different metrics
can provide insights into the strengths of each model. As mentioned in Table 3, different
activation functions, 10 hidden layer sizes, 10 alpha values, and various learning rates and
optimization algorithms are used to train and test the models. For all models, it is observed
that the “Identity” function is the activation function that performs better when applied to
our dataset. In our opinion, the model parameters depend on and are affected by the nature
of the dataset. By the RandomizedSearchCV function in scikit-learn, the search is done
over a predetermined range of hyperparameters. This method is efficient since it allows
you to sample a predetermined number of hyperparameter combinations from specified
distributions, especially in large search areas. The model, hyperparameter distribution,
and search iteration count are all specified. You can assess the optimal parameters once the
model has been fitted.

In the analysis of Table 9, it is observed that the diagnostic metrics of the models that
achieve better performance are obtained using the Adam optimization algorithm. The second
and third columns of Table 9 show the precision and recall rates of all models, respectively. The
fourth, fifth, and sixth columns illustrate the F1, accuracy, and AUC rates, respectively. The
model with the highest accuracy is the first MLP + PCA model with a value of 0.987, followed
by the MLP + PSO and MLP + CC models with values of 0.983 and 0.976, respectively. On
the other side, note that the second model (MLP + PSO) requires less time than other models
at 1.05:1046.33, compared to the processing time of MLP + PCA and MLP + CC models at
1.57:1569.80 and 1.16:1157.08, respectively. Furthermore, only eight features, as a subset of the
original set of 24 features, are employed in the MLP + PSO model.

Table 9. Results of Metrics for MLP + DP + FS (Fine-Tuning Version).

Model + FS Precision Recall F1 Accuracy Jaccard AUC

MLP + PCA 99.9 99.9 99.8 98.7 96.5 99.9

MLP + CC 99.8 96.6 98.2 97.6 93.7 99.3

MLP + PSO 99.7 96.6 98.2 98.3 94.9 99.5
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An essential tool for assessing and forecasting financial insolvency models is a con-
fusion matrix. It offers a methodical approach for evaluating the prediction power of the
model and comprehending the effects of various kinds of mistakes. For financial insti-
tutions and other stakeholders that depend on precise forecasts to make well-informed
decisions, this assessment is essential. Figure 9 presents the confusion matrix of all the
proposed models.
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cisions, this assessment is essential. Figure 9 presents the confusion matrix of all the pro-
posed models. 
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Figure 9 shows that the model is performing quite well, with a high number of true
positives and true negatives, very few false negatives, and no false positives. This result
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indicates a high sensitivity (or recall) for class 1, meaning the model is good at identifying
class 1 instances. The absence of false positives suggests perfect precision for class 0,
meaning that when the model predicts class 0, it is always correct. In general, the three
proposed models achieve excellent performance. The difference between these models is
approximately 1%. Our proposed models are compared to existing works from literature.
Table 10 illustrates this comparison.

Table 10. Comparison Summary of Related Work and Proposed Models.

References & Years Methodology Dataset FN FS HID HPO ACC

(Karas and
Režňáková 2020) RT & LR Czech 15 × × × 93

(Le 2021) XGBS Korean 19 ×
√

× 82

(Budianita et al. 2022) C4.5 + Adaboost Indonesia 21 × × × 86

(Safi et al. 2022) MHO-ANN
Spanish,

Tawan, and
Polish

36, 94, 64 × ×
√

88

(Yan et al. 2020) LLDL and
LSVMDL Chinese 27

√
× × 95

(Shetty et al. 2022) XGBoost, SVM and
NN Belgian 4 × × × 83

(Maqbool et al. 2023) MLP Yahoo Finance - × × × 90

(Al Omari et al. 2023) MLP Jordanian 195 × × × 84

(Al Ali et al. 2023) GALSTM Osiris 31 × ×
√

92

Proposed Models

MLP + PCA

Iraqi

20
√ √ √

98.7

MLP + CC 10
√ √ √

97.6

MLP + PSO 8
√ √ √

98.3

Note: ACC (Accuracy), Number of Features (FN), Feature Selection (FS), Handling Imbalanced Dataset (HID),
Hyperparameter Optimization (HPO), × (do not use),

√
(use).

Table 10 lists a comparison of the proposed work concerning existing work. Though
it is not for comparison because of the different datasets employed in different works, it
displays the recent state of the art of the related works. The above table elaborates on the
advantages of the three of our suggested models in terms of the Number of Features (FN),
feature selection (FS), Handling Imbalanced Dataset (HID), Hyperparameter Optimization
(HPO), and performance accuracy. The accuracy of our proposed model shows an increase
of roughly 5–16% compared to related works. The suggested model also has another
benefit of having fewer features due to the usage of FS, which utilizes a limited number
(20, 10, 8 features) yet outperforms the others, thus reducing execution time. On the
other side, we find it interesting to clarify the differences between investment firms and
industrial/commercial firms in various aspects, particularly in terms of working capital,
cash flows, and revenue sources:

■ Working Capital: Working capital is, more often than not, a major requisite essential
to facilitate business transactions in industrial and commercial firms. This factor
includes the cost of stock, accounts receivable, and accounts payable. On the other
hand, investment firms may work with lower working capital due to the fact that they
mainly deal with financial securities, not blocked assets, in terms of inventory and
receivables. Firms’ working capital, for the most part, relates primarily to cash flow
requirements in trading operations.

■ Cash Flows: The nature of the cash flows in these two types of firms is different.
Industrial/commercial firms are involved in generating cash flows through revenue
from their produced products and/or implementation of some services, so they can
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be relatively more consistent but unpredictable depending on the market forces.
Investment firms, on the other hand, obtain cash flows through fees, commissions,
and investment income. These aspects can be a lot more unpredictable and sensitive
to market forces, investment returns, and clients’ workflow.

■ Revenue Sources: Industrial and commercial organizations generate their revenues
through manufacturing sales and service provision, whereas investment firms ob-
tain their revenues through asset management fees, transaction fees, interest, and
dividends on their investment portfolios. This has the effect of making their revenue
functions more sensitive to the conditions of financial markets and, hence, vulnerable.

6. Conclusions

This research addresses a significant gap in previous studies that have not adequately
emphasized pre-processing issues, the uneven distribution of databases, and the enhance-
ment of predictive models in terms of financial insolvency prediction. Our proposed models
tackle these gaps by processing the data and addressing the problem of class imbalance
using SMOTE for improved model performance, reduced bias, increased generalization
capabilities, and refined decision boundaries. For achieving a further optimized predictive
model, feature selection is integrated.

Our proposed model is based on integrating an MLP with feature selection. Three
techniques (PCA, CC, and PSO) are proposed for ultimately simplifying the model and
reducing execution time while gaining even higher predictive accuracy. In this study, four
models are examined: the classical MLP model, MLP + DP model, MLP + DP + FS model,
and MLP + DP + FS + Fine tuning model.

The findings reveal that the MLP + PSO model fares better than the MLP + PCA
and MLP + CC models while taking into account the number of selected features and
execution time due to the MLP + PSO model’s shorter processing time of 1.05:1046.33 in
comparison to 1.57:1569.80 and 1.16:1157.08, respectively. The time difference that arises
from this is 0.52:523.47 and 0.11:110.75, respectively. Furthermore, the MLP + PSO model
maintains its position as the best predictor by using only eight features, which is a subset
of the original 24 features. Furthermore, the Adam optimization algorithm performs
better than the conventional SGD optimization technique. However, when accuracy is
the only consideration, the results indicate that the MLP + PCA model performs better,
outperforming other suggested models by 1%, with differences ranging from 5% to 16%
compared to models in similar publications, as demonstrated in Table 10.

Our findings underscore the importance of feature selection from multiple sides, such
as selecting the important features and reducing the time.

Based on the results of the experiments, it can be inferred that all methods effectively
tackle the search problem. Configuring parameters for data uniformly can be challenging
despite the MLP’s strength. Adhering to MLP criteria necessitates considering factors such
as sample variability, data intricacy, and suitable data preprocessing.

7. Limitations and Directions for Future Research

MLP is employed in this research in order to predict the financial performance of
investment firms listed in ISX. In return, there are several limitations involved in the
research. First, we only take 24 financial ratios to be the input variables of the MLP model.
In the future, to address this limitation, we want to expand the number of different financial
variables. Second, one machine learning technique is chosen. Thus, in the further works, it
is necessary to take into account a combined approach.

In future research, we want to extend the possibilities to compare our models using
more different financial variables, which will be helpful. In addition, we also expect to
apply various neural network models and discuss the differences with our current work.
Also, we intend to use XAI, also known as explainable artificial intelligence, which can
effectively explain the reasoning behind outputs and decisions. It can be postulated that the
findings of this study will have implications for enhancing decision-making and supporting
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the policies in management. We also suggest that investment firms make use of the results
from the above indicator to improve efficiency and performance.
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Karas, Michal, and Mária Režňáková. 2020. Cash flows Indicators in the prediction of financial distress. Engineering Economics 31:
525–35. [CrossRef]

Kennedy, J., and R. C. Eberhart. 1997. A discrete binary version of the particle swarm algorithm. Paper presented at 1997 IEEE
International Conference on Systems, Man, and Cybernetics. Computational Cybernetics and Simulation, Orlando, FL, USA,
October 12–15, vol. 5, pp. 4104–8. [CrossRef]

Kim, Soo Y. 2011. Prediction of hotel bankruptcy using support vector machine, artificial neural network, logistic regression, and
multivariate discriminant analysis. The Service Industries Journal 31: 441–68. [CrossRef]
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