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Abstract

:

This study analyzes the productive structure of Portugal in the period 2013–2017, using indicators of localization and specialization applied to 308 Portuguese local authorities. From an empirical approach using a threshold model, the following indicators are used: (i) localization quotient; (ii) specialization coefficient; (iii) Theil entropy index; (iv) rate of industrialization; and (v) the density of establishments by business size. The selected period 2013–2017 is due to the available data concerning firms located per local authority, and the choice of threshold model is justified through the possibility of assessing the non-linear effects of specialization and diversification on productivity, considering, in simultaneous terms, different regimes per business size. Estimation of the threshold model identified a positive, statistically significant relation between industrialization and productivity. Similarly, the terms of interaction between exports and diversification, and between the former and higher education institutions, shows a catalyzing effect of productivity. In addition, the most specialized micro-firms affect productivity significantly and positively, while the least specialized have the opposite effect. Small, less specialized companies have a significant and negative effect on productivity, contrasting with less specialized, medium-sized companies, which affect productivity positively. For large firms, the impact on productivity is negative for both high and low levels of specialization, reinforcing the need to fill existing gaps in strategic diversification, as well as the vertical and horizontal integration of the activities of production chains with high value added.
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1. Introduction


The relation between spatial concentration and sector specialization, which began to be studied in the field of regional science, in recent years has emerged in the field of entrepreneurship and innovation, with it being a well-established fact that business undertakings are susceptible to geographical concentration [1,2,3], together with clear evidence that entrepreneurial activity varies considerably between countries and regions [4,5] and this phenomenon is shown to be persistent over time [6,7]. According to Aiginger and Rossi-Hansberg [8], spatial concentration and sector specialization have been studied as intrinsically related economic phenomena. Therefore, most empirical studies deal with both processes as parallels, meaning that concentration dynamics are accompanied by the same specialization dynamics. This being so, it is necessary to present the difference between spatial concentration and sector specialization, since there are always ambiguities arising from the fact that concentration is sometimes presented as equivalent to specialization. Spatial concentration is the extent to which in one country a given industry or sector is concentrated in a limited number of regions; sector specialization is the extent to which a country concentrates its industrial activity in a limited number of sectors, so that a region has a profile of a highly specialized production structure when regional production is distributed mainly over a small number of sectors [9]. In turn, unlike sector specialization, Chowdhury et al. [10] refer to sector diversification as corresponding to a concentration of production activities not in a small number of sectors but in diverse sectors.



In the literature on this topic, the concept of industrial district formulated by Marshall [11] and Becattini [12] as well as the concept of cluster popularized by Porter [13] are predominant. In addition, industrialization, representing the process by which industrial sectors come to play a dominant role in a national economy, is also closely related to phenomena of spatial agglomeration and concentration. For Chenery et al. [14], the most widespread characteristic of industrialization is that corresponding to transformation of the production structure, whereby industrial sectors typically grow more quickly than agriculture. Fujita et al. [15] mention that one essential characteristic of industrialization is spatial concentration, and that indeed industrialization is frequently accompanied by the spatial agglomeration of industrial activities.



Industrialization greatly improved productivity [16], which has a relevant role in determining a country’s economic well-being [17]. According to the OECD [18], there are different ways to measure productivity and the choice depends on the purpose of measuring it, and in many cases, the data available. Among alternative measures of productivity, such as multi-factor productivity or capital productivity, work productivity is particularly important in the economic and statistical analysis of a country. Work productivity equals the ratio between a measure of the output volume, in this case gross value added (GVA), and a measure of the use of inputs, in this case, the population employed. Therefore, the measure of the output volume reflects the goods and services produced by the workforce, while the measure of the use of inputs reflects the workforce’s time, effort, and skills.



Aiming to advance knowledge about the relation between industrialization and productivity, using the Sales Index database, this study uses indicators of localization and specialization applied to all 308 local authorities in Portugal, intending to make a generic analysis of the dynamics of their production structure in the period 2013–2017. More specifically, a threshold model is estimated, in order to test the effect of industrialization on productivity as well as other research hypotheses arising from the literature review.



In this vein, the current study uses a concept of entropy operationalized through the Theil Index, developing an economics approach focused on the analysis of both spatial and sectoral determinants of productivity. This approach aims to assess the non-linear effects of specialization and diversification on productivity, considering, in simultaneous terms, different regimes per business size. Toward this empirical application, we contribute to advancing the existent knowledge on determinants of productivity, using an Entropy index and also unveiling distinct signals and significances of the determinants studied in different specialization regimes.



To achieve the objectives proposed, the following sections present firstly a literature review, originating in industrial districts and moving toward the cluster approach, and resulting in the research hypotheses. This is followed by the empirical approach, namely the methodology, and presentation, analysis, and discussion of the results. The study ends with the conclusion, limitations, and implications.




2. Literature Review


2.1. From Industrial Districts to Clusters


The concept of the industrial district was originally presented in the Principles of Economics by Marshall [11], proposing that the geographical agglomeration of companies in the same or similar branches of industry leads to organizational growth and development, allowing firms to obtain economic advantages expressed by external economies. From the pioneering work by Marshall [11], and after lying dormant for decades, the concept of industrial district was only taken up again in the 1970s, in Italy, by Becattini [19], who defined it as a socio-territorial entity characterized by the active co-presence, in a limited, natural, and historically determined territorial area of a community of people and a population of industrial companies, differentiated from the traditional economic region by having industry as the dominant activity. One of the main characteristics of industrial districts is firms’ flexible specialization, i.e., the social division of work between firms, based on tasks and their interconnections [20].



Both Marshall [11] and Becattini [12,21] refer to the division of the production process among firms, but this is not viable for all products. For the social division of work among firms to be viable, it must be possible to decompose this process in terms of space and time [22]. For Becattini [21], specialization of the local workforce has the nature of a public good and is a key factor for the district’s productivity and competitiveness. Homogeneity among production units allows a great mobility of workers between companies. Another aspect recognized by Becattini [21] in industrial districts, and also mentioned earlier by Marshall [11], is that knowledge is spread both formally, referring to the teaching process or learning at work, and informally, referring to personal contacts among the various agents.



Other concepts have emerged in the literature, considering the spatial agglomeration of companies and its relation with other variables such as innovation. Highlighted here are the concept of innovative milieux, innovative systems, and the concept of learning regions. Developed by the Groupe de Recherche Européen sur les Milieux Innovateurs (GREMI), the concept of innovative milieux corresponds to how a company is regarded not as an isolated agent of innovation but as being inserted in a milieu with innovation potential [23]. Authors such as Aydalot [24], Ratti [25], Camagni [26,27], and Camagni and Maillat [28] state that the concept of innovative milieu has explored networks between innovation activities and space. Making a comparison between countries, states, and metropolitan areas, Jaffe et al. [29] argue that knowledge spillovers are geographically located and concentrated, meaning that the smaller the geographical area, the more significant the location and incidence of spillovers. A city can also be a rich context for the development of networks, and supporting this, Capello [30] concludes that cities that are not too large facilitate environmental balance, efficient mobility, and the possibility of maintaining a sense of belonging in the population. However, the city concept does not have the same characteristics as the notion of an innovative milieu [31,32]. In the perspective of Maennig and Ölschläger [32], if there is exchange and interaction between the city and the milieu, first of all, the whole city forms the physical basis and the milieu is formed through urban relational capital and collective learning processes, and secondly, a single specialized industry in a city forms a milieu.



Regarding the concept of innovation systems, this emerges in the literature with a focus on the national level of analysis, namely through building the theory of national innovation systems (NIS). The oldest versions of the NIS concept go back to Freeman [33], Nelson [34], and then Edquist [35], with the concept of innovation systems seeking to contemplate various factors determining the innovative process, based on the systemic nature of innovation. In the innovation system, innovation is systemic, multi-functional, and inter-organizational, being related to industrial dynamics and the relations between innovative firms and their milieu. Furthermore, at the national level, there are different possibilities for the organization of markets. In this connection, Lundvall [36] mentions that the interaction between universities, the types of interaction cultivated between specialists, and financial markets, which were analyzed separately in the literature, have gradually been considered and inserted in the perspective of systems. In recent decades, the regional issue has gained relevance due to the problem of asymmetric development and regional divergence. The accelerated globalization process and technological progress have clarified the need to deal with the matter of innovation in regions, and in this connection, it was Cooke [37] who introduced the concept of regional innovation systems (RIS), which is widely used in studies about innovation processes in regional economies [38,39,40,41,42].



An RIS can be defined as a system in which companies and other organizations are systematically concentrated in interactive learning through an institutional means characterized by immersion [40]. Added to this is the concept of learning regions developed by Cooke [43], Morgan [44], and Asheim [45], which can be considered as an attempt to synthesize the spatial models of innovation, but by highlighting the importance of the role played by institutions in regional development, it ends up being distinguishable from the other spatial models of innovation [44].



More recently, Porter [13], inspired by the work already mentioned by Marshall [11] and Becattini [19] to explain the nature of the competitiveness in industrialized countries, introduced the concept of clusters, defining them as geographical concentrations of inter-related firms, specialized suppliers, service companies, firms in related industries, and cultural and teaching institutions—for example, universities, agencies and business associations—in a given area, that promote simultaneously cooperation and competition: (i) cooperation between related firms and local institutions; and (ii) competition between rival firms, in terms of attracting and holding on to customers. Clusters correspond to the solid set of related firms located in a small geographical area, which are sometimes centered on a country’s scientific basis [46]. According to Porter [47], clusters have an important role in companies’ competitiveness, above all through the increased productivity of companies and industries, through increased innovation capacity, and through the intermediary of promoting new businesses that support innovation and give clusters scale. Firms’ productivity is increased through access to specific production factors and a specialized workforce, information, complementarities, institutions, public goods, and performance incentives. These factors bring about advantages such as a larger qualified workforce, increased specialization among suppliers, access to global markets, and reduced costs [47]. Studies have been made to define the context in which firms operate, namely using models reflected in the industrial concentration described by Krugman [48,49] and Fujita et al. [15], showing the advantages and success stories in various countries [50], as regards economic development [51] and learning processes [52,53]. Therefore, industrial concentrations result in growth through the results and advantages arising from spatial proximity [54], as is the case of the effect of the production function associated with transport costs, increasing productivity with a fixed number of production factors [55].



Clusters present benefits in the form of increased capacity for innovation and learning, technological externalities and increased flexibility and effectiveness of production and distribution systems [56], vertically disintegrated sub-contracting relations between firms specialized in different phases of production and interaction between small firms [20], local production networks [50], and interdependence [57] and firm networks that facilitate imitation and improvement [58], contributing to the development of competitive advantages for the firms located in these clusters [13,59] with a view toward cooperation rather than competition [60]. In a context of inter-connections, some researchers emphasize the importance of local learning [52,53], while others give importance to the links between market processes and institutional and cultural factors [61,62]. The literature shows that strong cooperation networks between firms and support agencies within clusters are characteristics of successful clusters [61,63], presenting differences in the importance of cooperation and competition in their environment [64].




2.2. Spatial Concentration and Sector Specialization: Research Hypotheses and Conceptual Model


Rodrick [65] indicates explicitly that the transition to modern industrial activities acts as a driver of growth, arguing that structural transformation is the only explanation of growth in a rapidly developing world. Later, Rodrick [66] also reveals that industry is the only sector of the economy that achieves unconditional convergence in productivity. The study by McCausland and Theodossiou [67] confirms the positive impact of industrialization on growth, also underlining that the role of the service sector in determining economic growth is not comparable to that of the industrial sector. Kathuria and Natarajan [68] analyze the determinant factors of regional growth, concluding that more industrialized regions grow more quickly. Güçlü [69] also finds evidence that the industrial sector has a positive impact on economic growth. Szirmai and Verspagen [70] assess the impact of the industrial sector on economic growth and find it has a moderately positive effect, not finding the same effect for the service sector. A study by Haraguchi et al. [71], in the context of developed and developing countries, revealed that growth stimulated by industrialization is still powerful for developing countries, despite recent allegations of reduced industrial development and the reduced relevance of industry for economic development and structural change in the economy.



More recently, Zhao and Tang [72] examined the sources of economic growth in China compared to Russia in the period between 1995 and 2008, finding that increased economic growth in Russia was stimulated largely by the service sector, which was followed by the primary sector. On the contrary, in China, increased economic growth was largely achieved through the contribution of the industrial sector and to a lesser extent by the service sector. In addition, the hypothesis of a non-linear relation between industrialization and economic growth is not rejected, according to the evidence found in the study by Ortiz et al. [73], who argue that every society should strive to achieve a minimum level of industrial technological integration before being able to reap the benefits of industrialization in the form of economic growth. If the hypothesis was rejected, it would imply that countries enjoy the benefits of industrialization in economic growth once they go beyond a certain threshold of technological integration in the industrial sector. Although the empirical evidence reflects the impact of industrialization on economic growth and not directly on productivity, with the proviso that productivity can be an indicator revealing various economic indicators, in that it provides a measure of economic growth, the above results in the following research hypotheses:



Hypothesis 1.

Industrialization is positively related to productivity.





Hypothesis 1.

Increased industrialization has a non-linear relation with productivity.





The impact of agglomeration on productivity can be seen according to two theories that best explain specialization and diversification, these being Marshall-Arrow-Romer (MAR) theory and Jacobs theory. Beginning with the theory of Marshall [11], Arrow [74] and Romer [75], formalized by Glaeser et al. [76] as Marshall–Arrow–Romer (MAR), which predominates in specialized environments and defends that the concentration of an industry in one region promotes knowledge spillovers between companies and facilitates innovation in a specific industry within a region. According to Saxenian [50], specialization stimulates the transmission and exchange of knowledge, ideas, and information, whether tacit or coded, about products and processes through imitations, commercial interactions, and qualified workers’ circulation among companies, without monetary transactions. However, knowledge externalities among companies only occur between firms in the same or similar industries, and so, they can only be supported by regional concentrations of the same or similar industries. Consequently, it is also assumed there can be no knowledge spillovers between industries. Frenken et al. [77] mention that MAR externalities tend to emerge when the industry the company’s main activity belongs to is relatively large. Mukkala [78] argues that workers are consequently better protected from business uncertainty and demand shocks if located in a region with a major local base of their own industry. Glaeser et al. [76] conclude that a local monopoly is better for growth than local competition, since a local monopoly restricts the flow of ideas to others, and therefore allows externalities to be internalized by the innovator. Those spillovers of an intra-industrial nature are known as externalities of location or specialization or MAR.



The theory of Jacobs [79], which prevails in diversified environments, proposes that the most important sources of knowledge spillovers are outside the industry in which a given firm operates. As the diversity of these sources of knowledge is greater in cities, Jacobs [79] also concludes that cities themselves are a source of innovation. This theory emphasizes that the variety of industries in a given geographical region promotes knowledge externalities, and consequently, innovative activity and economic growth. Furthermore, a more diversified business community in close proximity promotes opportunities to imitate, share, and recombine ideas and practices in all sectors. For Harrison et al. [80], a more diversified economy favors the exchange of necessary skills for the emergence of areas of economic activity. In this connection, for Combes [81], this assumes that technologically related sectors can come to be incorporated in the production activities of other industries. Moreover, transport and communication infrastructure that works well, proximity to markets, and better access to specialized services are additional sources of Jacobs externalities that Jacobs argues facilitate firms’ operations. Jacobs [79] uses the example of Manchester as a city specialized in textiles that failed, in contrast to the success of Birmingham, which was structurally diversified to argue that the diversification of industries in the same place, and not specialization, can promote knowledge-related externalities and lead to innovation and economic growth. Therefore, it is indicated that a diversified local production structure originates diversification externalities.



In the empirical literature, the results obtained by De Lucio et al. [82] show that MAR externalities affect productivity growth, the same not occurring with regard to Jacobs externalities. The same authors defend that below a certain threshold of specialization, MAR externalities have a negative effect on growth, and above that threshold, the opposite is true, i.e., greater specialization is better for productivity growth. Frenken et al. [77] do not find evidence of the effects of specialization on productivity, and their measurement of diversification reveals a negative impact on productivity growth, despite causing a strongly positive impact on employment growth. Mukkala [78] and Almeida [83] find evidence of specialization externalities in productivity. Beardsell and Henderson [84], Black and Henderson [85], and Henderson [86], using data on productivity, conclude that firms benefit from a more specialized industrial environment, thereby rejecting the theory of Jacobs. Dekle [87] compares the effect of MAR and Jacobs externalities on the growth of total factor productivity and employment growth and finds evidence of MAR in the former but not in the latter. Cingano and Schivardi [88] also find evidence of MAR externalities in the growth of total factor productivity but not in employment growth. None of these studies found that Jacobs externalities influence productivity growth, and Capello [89] and Henderson et al. [90] obtained similar results. Capello [89] separates large and small firms and reveals that economies of specialization have a positive impact on small firms’ productivity. Henderson et al. [90] reveal that productivity increases in high-tech sectors when there is a greater concentration of the sector. Forni and Paba [91] give support to both MAR and Jacobs externalities when they analyze empirically the effects of specialization and industrial diversification on the growth of Italian industry, arguing that the effect of industrial agglomeration is vital in regional industrial growth, also concluding that industrial specialization and diversification have a significant facilitating function for most industries. Simonen et al. [92] indicate that both moderate specialization and diversification have a positive role in regional economic growth, despite being subject to the influence of the scale of the city, the agglomeration structure, and other conditions. Yuan et al. [93] show that MAR externalities increase technical efficiency, reducing pure technical efficiency and accelerating technological progress, while Jacobs externalities increase scale efficiency and technological progress, despite contributing to diminished pure technical efficiency. According to Groot et al. [94], a more recent view of the role of MAR externalities is based on the concepts of related and non-related industries. This vision shares the idea of the positive effect of inter-sector spillovers of the Jacobs type. However, the difference lies in the fact of even knowledge spillovers being linked and flowing geographically between sectors, with the effect on growth depending on the extent to which knowledge flows through complementary or non-complementary sectors. A region specialized in a particular composition of complementary sectors will experience higher rates of growth than one specialized in sectors that do not complement each other [95]. According to this point of view, results provided by Greunz [96], Bochma et al. [97,98], and Cainelli et al. [99] indicate that companies and start-ups should agglomerate in regions where there is close technological proximity between firms. Concerning diversification, Glaeser et al. [76] argue that a local industry prospers if it faces a diversified surrounding economic structure. The results found by Batisse [100] when studying the relation between the local economic structure and the growth of Chinese provinces show that specialization has a strong negative impact on growth, whereas a more diversified industrial community has a positive impact. Capello [89] studies small and large companies, revealing that diversification externalities are more advantageous for large ones. Frenken et al. [95] assess whether the diversification of related or non-related industries favors stability and regional growth, finding that the related diversification of industries contributes to increasing employment. Considering the above, the following research hypothesis is formulated:



Hypothesis 3.

Diversification is positively related to productivity.





According to Aw and Hwang [101], there is consensus regarding the primary role of exports in determining high levels of growth in production and productivity. Aw and Hwang [101], Bernard and Wagner [102], Bernard and Jensen [103], Aw et al. [104] and Delgado et al. [105] analyze empirically how exports and productivity are related to company structure, with the evidence revealing that exporting firms perform better than non-exporting ones, not only in terms of survival, salaries, capital intensity, and technological sophistication, but also in productivity. Now, the question raised here is if exports have a positive moderating effect on the relation between diversification and productivity. In this connection, according to Jacobs [79], in the case of a country, city, or region, these grow through a process of gradual diversification and differentiation of their economy, being stimulated by production oriented to the external market and by work efforts directed to exports. During the process of economic growth, through adding new work to the economy, it is essential that internal products come to be exported and that new products are created, for both the internal and external markets.



Returning to the vision of Jacobs [79], if a serious problem arises in the economy, this can only be solved by adding new goods and services. Considering the multiplying effect of exports, specialization of the internal production of certain goods and services for local consumption allows the latter to be exported, as the greater the specialization, the easier it becomes to export the goods, which in turn creates wealth, stimulates local employment, and makes increased imports viable.



The capacity to develop new goods and services for export is essential in this growth process, as in the same line of argument as Jacobs [79], the capacity to develop new goods and services for export is essential for the process of strengthening productivity, in that generating new exports gives room for the local expansion of work, due to the multiplying effect of exports, and puts pressure on the increased efficiency of the productive structure. In this connection, Prebisch [106] argues that diversification of the productive structure also benefits economic growth, in that it can make the country less dependent on more sophisticated imports and can therefore contribute to reducing the external imbalance and to combating low levels of economic growth. Moreover, diversification of the productive structure could lead to diversifying the export structure, reducing the dependence on income from exporting few goods, normally commodities. Imbs and Waczarg [107] consider that structural change responds basically to the commercial policy followed and economic growth, which agrees with the line taken by Chenery et al. [14], who indicate that economies that follow growth strategies guided by exports industrialize earlier, register higher rates of total factor productivity and are faster to reach the productive structure of an advanced economy. Therefore, the following research hypothesis is considered:



Hypothesis 4.

Exports have a moderating effect between diversification and productivity.





Considering the literature review and the research hypotheses formulated, the operational model presented in Figure 1 is proposed.





3. Methodology


3.1. Concentration and Specialization: Indicators and Metrics


For Delgado and Godinho [108], the indicators of localization and specialization are measures of a descriptive nature that can characterize the production structure of each region, aiming to analyze the degree of geographical concentration/dispersion and the degree of specialization or diversification. According to Paiva [109], in calculating these indicators, the variable used should be the one ensuring the least possibility of bias in the results and also presenting the greatest possible number of sub-sectors, as the greater the sectoral disaggregation, the better the identification of regional specialization. In this context, the variable most commonly used in the literature, particularly in the classic studies by Isard [110] and later in the study by Dion [111], is the one corresponding to the number of employees by sector, and for that reason, this variable is used here. After defining the variable to be used, the sectors of economic activity considered here are primary, secondary, and tertiary. Based on the Portuguese Classification of Economic Activities, 3rd review, abbreviated to CAE-Rev.3 (Table 1), the primary sector is considered to include sections A and B of CAE-Rev.3; the secondary sector covers sections C, D, and E of CAE-Rev.3; and the tertiary sector includes sections F, G, H, I, J, L, M, N, O, P, Q, R, and S of CAE-Rev.3. Sections K, O, T, and U are not considered due to the lack of available information.



After choosing the variable to be used and the area of analysis for calculation of the indicators, the following coding is defined: x represents employment; i represents each sector of activity; I represents the set of sectors in an economy; r represents each of the local authorities in which the area of analysis is sub-divided; R represents the set of local authorities according to NUTS II, i.e., Algarve, Alentejo, Metropolitan Area of Lisbon, Centre, North, Autonomous Regions of the Azores and Madeira; j represents manufacturing industry; PE represents the employed population; A represents area in Km2; E ≤ 9 represents the number of establishments with no more than nine employees; E ≤ 49 the number of establishments with no more than 49 employees; E ≤ 249 the number of establishments with no more than 249 employees; and E ≥ 250 the number of establishments with 250 or more employees.


   x  r i     =   employment   for   the   local   authority   r   and   the   sector   of   activity   i  



(1)






   x i  =   ∑   r = 1  R   x  r i     =   employment   by   NUTS   II   for   the   sector   i  



(2)






   x r  =   ∑   i = 1  I   x  r i     =   employment   for   the   local   authority   r   in   all   sectors  



(3)






    ∑   r = 1  R    ∑   i = 1  I   x  r i     =   employment   registered   by   NUTS   II ,   in   all   sectors   of   activity  



(4)






   x  r j     =   Employment   for   the   local   authority   r   and   in   manufacturing   industry  



(5)






  P  E R    =   Population   employed   by   NUTS   II  



(6)






   A r    =   Local   authority   area   r ,   in    Km 2   



(7)






  E ≤  9 r    =   N º   of   establishments   with   up   to   9   employees   in   the   local   authority   r  



(8)






  E ≤   49  r    =   N º   of   establishments   with   up   to   49   employees   in   the   local   authority   r  



(9)






  E ≤   249  r    =   N º   of   establishments   with   up   to   249   employees   in   the   local   authority   r  



(10)






  E ≥   250  r    =   N º   of   establishments   with   250   or   more   employees   in   the   local   authority   r  



(11)






  i = 1 ,   … , 3  



(12)






  r = 1 ,   … , 308  



(13)







Table 2, below, from expressions (1) to (13), presents the indicators of localization and specialization. The indicators of localization and specialization calculated are the following: Quotient of Localization     Q  L  r i      ; Coefficient of Specialization     C  E r     ; Rate of Industrialization     T  I r     ; Density of Establishments by Business Size (  M i c r  o r   ,   S m a l  l r   ,   M e d i u  m r   ,  L a r g  e r   ); and the Theil Index included in the indices of generalized entropy     I  T r     .



The localization quotient     Q  L  r i       is the most widely used indicator in the literature, being explicitly recommended by Isard [110] to measure the relative level of concentration of the sector of activity i in local authority r and identify the relative centers of localization and specialization of activity i in the national territory. The indicator takes positive or null values and will be higher the higher the concentration of activity i in local authority r. The indicator has the value of 0 when sector i is not present in the local authority r; if the value is under 1, the weight of sector i in the local authority is relatively less than that of the area of reference. For values of 1, the relative importance of sector i in the local authority r is the same as the relative importance of the sector nationally, i.e., the regional and national concentration of sector i are identical. When the value of the indicator is above 1, this means that sector i is relatively concentrated in local authority r. A low value of the localization quotient reflects the absence of regional competitive advantage in that sector or simply lost opportunities [110]. The degree of regional specialization is analyzed through calculating the specialization coefficient     C  E r     , with the     C  E r      of local authority r being a relative measure of the degree of regional specialization, which compares the regional sector structure with the sector structure of the area of reference. The indicator takes a null value (extreme situation), when the regional sector structure coincides with that of the area of reference. In this case, the local authority is not considered specialized. The closer to 1 the value of the indicator, the greater the distancing from the regional sector structure from that of the country, with the local authority being considered specialized. This indicator has the great advantage of summarizing in a single value the degree of relative specialization, compared to the localization coefficient, with the disadvantage of not indicating the sectors in which the region is specialized, but this failing can be overcome through complementary analysis of the localization quotient. The rate of industrialization     T  I r      measures the percentage of the population employed in the manufacturing industry in relation to the total population employed in the local authority [113], and it can have positive or null values, being higher the greater the local authority’s industrialization. The density of establishments by business size (  M i c r  o r   ,   S m a l  l r   ,   M e d i u  m r   ,    L a r g  e r   ) measures the number of establishments according to business size by km2. Employer size is according to the European classification, i.e., up to 10 employees refers to micro-firms, while small firms have between 10 and 49 employees, medium-sized ones have between 50 and 249 employees, and large ones have 250 or more employees. The Theil Index     I  T r      is a compound index that can measure a local authority’s degree of specialization/diversification, as explained in the following section, which gives a brief description of the origin of the concept of entropy and the indices derived from generalized entropy.



Entropy and Its Measures


The concept of entropy, which in general terms is a measure of the dispersion of material in a given space, was developed and applied to a variety of subjects, including thermodynamics [114], kinetic theory [115], classic statistical mechanics [116], quantum statistical mechanics [117], and the theory of information [118]. Derived from information theory, measures of generalized entropy serve to measure the distribution of wealth, and according to Mussard et al. [119], different metrics such as the Herfindahl–Hirschman Index (HHI), Atkinson Index, Gini Index, and Theil Index, are particular cases of the class of measures of generalized entropy.



The Herfindhal Index, known as the Herfindahl–Hirschman Index, or HHI, which was proposed independently by Hirschman [120] and Herfindahl [121], includes the family of generalized indices of entropy. Later, Hirschman [122] claimed authorship of the index. HHI measures the concentration of industry using the data of all companies in a given industry and is written as follows:


  HHI   =     ∑   i = 1  N     S i 2   



(14)




where N is the number of companies; and    S i    is the market quota of company i in the market. The index varies from 1/N (lower limit) to 1 (upper limit)



The Atkinson index, also known as the Atkinson measure or Atkinson’s measure of inequality, proposed by Atkinson [123], represents the percentage of total income that a given group should have to give up for more partitions of equal income to be viable. The index varies from 0 (perfect equality) to 1 (maximum inequality) and is represented by:


   A ε  =   1   −      1 n    ∑   i = 1  n         y i    y ¯       1 − ε        1    1 − ε        



(15)




where    y ¯    is average income,    y i    is individual income, i is the number of individuals or families, and ε indicates the degree of aversion to disparity.



The Gini Index, also known as the Gini coefficient, was developed by Gini [124] to express inequality of wealth and is based on the Lorenz curve, which is the curve of accumulated frequencies that compares the distribution of income with uniform distribution representing equality. Application of the Gini coefficient in measuring inequalities can be limited to a part of the distribution, in this case, the part corresponding to the lower or upper extreme of income distribution. Considering    x i    as a point on the axis of x (representing the accumulated percentage of the population) and    y i    as a point on the axis of y (axis of the accumulated percentage of income), the Gini coefficient can be expressed as follows:


  Gini =   1 −   ∑   i = 1  N     x i  −  x  i − 1        y i  +  y  i + 1     .  



(16)







When there are equal intervals on the axis of x, this is simplified


  Gini   =   1 −  1 N    ∑   i = 1  N     y i  +  y  i + 1     .  



(17)







The Theil Index, proposed by Theil [125], belongs to the family of generalized indices of entropy. This measure serves fundamentally to analyze the distribution of wealth, and in this article, the Theil notion of entropy serves to analyze the diversity of sectors of economic activity present in a local authority, meaning here a measure of diversification of a given local authority. The degree of specialization/diversification obtained through the Theil index     I  T r      depends only on the sectoral structure of the local authority analyzed. The limits of this indicator vary between 0 (indicating situations of maximum specialization) and the logarithm of the number of sectors of activity retained for analysis (signaling situations of total diversification). The result of the Theil Index     I  T r      can also be normalized to vary between 0 and 1, representing maximum diversification and maximum specialization, respectively.



It is interesting to remember that the choice of index to use is directly related to the specific aspect to be studied. It is emphasized that use of the Theil Index is important, since it allows assessment of the specific structure of a region (or local authority), immediately classifying the position of regions (or local authorities). Using it for only one region (or local authority) diminishes the capacity to interpret the results, and so it is advantageous to analyze the results of this index in comparison with other regions (or other local authorities) presenting a relevant common reference framework such as geographical proximity, location, spatial concentration of related companies, similar development strategies, etc.





3.2. Threshold Regression Method


The regression model with the threshold effect, originally proposed by Tong [126] and Tong and Lim [126], emerged applied to the context of time series, allowing individual observations to be divided in regimes based on the value of an observed variable. This model divides the sample in classes based on the value of an observed variable, irrespective of exceeding any limit. Later, Hansen [127] introduced appropriate techniques for the threshold regression with panel data. Allowing fixed individual effects, the regression model with the threshold effect with panel data divides the observations in two or more regimes, depending on whether a threshold variable is below or above a threshold value and whether those regimes are distinguished by different regression slopes. Therefore, from panel data, the equation of the model of the single threshold type is expressed by the following equation:


    y  i t       =   µ +  X  i t      q  i t   < γ     β  1  +  X  i t      q  i t   ≥ γ     β  2    +  u i  +  e  i t     



(18)




where   i = 1 … N ;   t = 1 … T  ;    y  i t     is a scalar-dependent variable;    X  i t     is a regression vector;    q  i t     is a scalar threshold variable; and  γ  is the threshold parameter that divides the equation in two regimes with coefficients     β  1    and     β  2   . In addition, the parameter ui corresponds to the individual effect and    e  i t     corresponds to the error term. With  γ  given, the ordinary least squares estimator of   β   is expressed by the following equation:


    β ^    =    X *    γ  ′   X *   γ         − 1        X *      γ      ′     y *      



(19)




where    X *    and    y *    belong to the group of deviations. The residual sum of squares is equal to       e *  ′   ^    and     e *    ^   . To estimate  γ , a search can be made of the subset of the threshold variable    q  i t    , since instead of the search being made for the whole sample, this can be restricted to the interval       γ  ¯  ,     γ _      , which are quantiles of    q  i t    . When  γ  is known, the model is not different from a common linear model, but in the case of  γ  being unknown, there is a parameter problem, which makes distribution of the estimator  γ  outside the standard. Given the above, Hansen [127] proved that    γ ^    is a consistent estimator for  γ , arguing that the most suitable way to test  γ  =    γ 0    is respecting a confidence interval using the method of non-rejection of the region with a likelihood ratio statistic expressed as follows:


   L  R 1   γ    =     L  R 1   γ  − L  R 1     γ ^           σ ^   2   ^       →   P r      ξ  P r    x < ξ     =      1 −    e    − x  2      2  .   



(20)







Therefore, for a level of significance α, the lower limit corresponds to the maximum value, which is less than the quantile α, and the upper limit corresponds to the minimum value, which is less than the quantile α. For example, for a α = 0.1, 0.05 and 0.01, the quantiles are 6.53, 7.35, and 10.59, respectively. If   L  R 1     γ 0      is more than c (α), then H0 is rejected. In turn, the test for the threshold effect is identical to the one used to test whether the coefficients are the same in each regime. The null hypothesis (H0) and the alternative hypothesis (Ha) are expressed as:


    H 0    :  β 1      =    β 2   H a    :  β 1  ≠  β 2  .   



(21)







The F statistic is given by:


    F 1    =      S  0   −    S 1             σ ^   2   ^      



(22)




where S0 is the sum of squared errors obtained through estimating Equation (18) with the null hypothesis of the non-existence of any threshold; S1 is the sum of squared errors obtained from estimating the equation of the single threshold model of panel data (see Equation (18)); and      σ ^   2    is the residual variance of the regression of the single threshold model of panel data (see Equation (18)). As in H0, the threshold  γ  is not identified, and    F 1    has a non-standard asymptotic distribution, Hansen [128] suggests using a bootstrap procedure for the critical values of the F statistic in order to test the significance of the threshold effect. If there are multiple thresholds, i.e., various regimes, Hansen [127] suggests estimation of a double threshold model, which can be expressed as follows:


    y  i t     =    µ  +  X  i t      q  i t   <  γ 1      β  1  +  X  i t      γ 1  ≤  q  i t   <  γ 2      β  2    +  X  i t      q  i t   ≥  γ 2      β  3    +  u i  +  e  i t     



(23)




where    γ  1     and    γ  2       are the thresholds that divide the equation in three regimes with coefficients     β  1   ,     β  2   , and     β  3   . The general approach of the threshold model to test multiple thresholds is similar to what is performed in the case of the single threshold model, albeit with some differences. The first difference concerns the estimating procedure, which can be a three-stage sequenced estimate (when there are only three regimes) of two limiting parameters. Here, the first stage involves the same estimating procedure as presented for the single threshold model, which produces the first estimate     y ^  1   . By fixing this threshold parameter, in the second stage, the second threshold parameter     y ^  2 r    is estimated, minimizing the sum of the squared errors of the equation (see Equation (23)). In the third and final stage, the first threshold parameter is re-estimated, keeping the second threshold parameter fixed. This sequential three-stage estimate results in the asymptotically efficient estimator of the threshold parameters,     y ^  1 r    and     y ^  2 r   . It is noted that these estimators have the same asymptotic distributions as the threshold estimate obtained from a single threshold model, which means that confidence intervals should be considered, similarly to what was mentioned above. The second difference concerns the inference about the threshold estimates. When the null of no threshold is rejected with the F1 statistic, it is necessary to make an additional test to discriminate between one and two thresholds. This test is carried out through application of a bootstrapping procedure, but now simulating the distribution of the F2 statistic, which is expressed as follows:


   F 2  =      S 1        y ^  ¯   1    −  S 2 r        y ^  ¯   2 r          σ ^   22  2     



(24)




where S1 is the sum of the squared errors obtained from the estimate in the first stage;     y ^  2 r    is the sum of the squared errors obtained from the estimate in the second stage; and     σ ^   22  2    is the residual variance of the estimate in the second stage.



Variables and Specification of the Model



Using localization and specialization indicators, as well as other variables referring to the 308 Portuguese local authorities, for the period 2013–2017, a balanced panel was constructed. Table 3 presents the variables used and the corresponding description.



In this study, the dependent variable corresponds to the logarithmic transformation of productivity (  L o g p r o d u c  t r   ). The independent variables used are associated with the research hypotheses raised: rate of industrialization (  T  I r   ); squared rate of industrialization (  T  I r    2   ); cubic rate of industrialization (  T  I r    3   ); diversification measured by the Theil Index (  I  T r   ); and the term of interaction between exports and the Theil Index (  E x p o r  t r  *   I  T r   ). Concerning the control variables, these are the number of higher education institutions (  I E  S r   ) and a variation in the number of clusters (    Clusters  r   ) that can influence productivity in some way.



According to Conceição and Heitor [129], the low level of productivity in Portugal may be justified partly by the structure of the economy, which has a relatively high quota of non-specialized workers in sectors with intensive incorporation of the work production factor. This low level of education of the majority of the population is one of the main reasons why many companies continue in activities of low productivity and do not adopt more new technology [130]. Consequently, there is growing recognition that a more educated population can generally be more innovative and more able to absorb technological changes [130]. Therefore, HEIs create knowledge that they supply to the economy, leading to increased productivity and simultaneously to a better provision of human capital [131]. Regarding clusters, according to Porter [63], these can increase productivity in various ways, namely through better access to inputs and specialized workers. Porter [63] mentions that clusters typically allow better access to institutions, public goods, and infrastructure; provide greater incentives to achieve high productivity; and make it easier for companies to measure the performance of internal activities. Various empirical studies reveal the positive effect of clusters on productivity, as in the case of the study by Martin et al. [132], which shows that French companies benefit from localization externalities that increase productivity, and the study by Cainelli et al. [99] exploring the impact of agglomeration and diversity on total factor productivity, suggesting that clusters have a significant effect on companies’ total factor productivity.



In this empirical approach, the type of model used also allows definition of a threshold variable concerning specialization (  C  E r   ), as well as variables in a dependent regime that correspond to the density of firms by business size: (  M i c r  o r   ); (  S m a l  l r   ); (  M e d i u  m r   ); and (  L a r g  e r   ). Therefore, the threshold model is adopted to estimate the level of the specialization threshold (  C  E r   ) and analyze its influence on the logarithmic transformation of productivity (  L o g p r o d u c  t r   ). The specification of the econometric model, with indication of the threshold equation regression, is given by the equation:


  L o g p r o d u  t   r  i t     =   µ +  T  I   r  i t       + T  I   r  i t       2    + T  I   r  i t       3    + I  T r     i t     + E x p o r  t r  * I  T   r  i t       + I E  S   r  i t       +   C l u s t e r  s   r  i t      +  X  i t     C  E   r  i t          <  γ 1        β  1  +    X  i t      γ 1  ≤ C  E   r  i t          <  γ 2        β  2    +  X  i t     C  E   r  i t          ≥  γ 2        β  3    +  u i  +  e  i t    



(25)




where   i =  1,…,308;   t =  2013,…,2017;   µ =   Constant;    X  i t   =   Regression vector (Micro, Small, Medium and Large);    γ  1       and    γ  2     =   Threshold parameters that divide the equation;    β  =   Coefficients; ui = Individual effect; and    e  i t    = Error term.





4. Results


A double threshold model was tested, using a bootstrap method with 300 replications. First, for the single threshold model (Th-1), the results indicate that the estimator is 0.348 with a confidence interval of 95% [0.343; 0.352] (see Table 4).



Furthermore, the results show that in the test for the single threshold model (with    H 0   : linear model;    H 1   : single threshold model), the    F 1    statistic of 78.040 is greater than its critical value of 64.294 for a level of significance of 1% (see Table 5). Therefore, the    F 1    statistic is significant with a bootstrap p value of 0.003, indicating that    H 0    is rejected. In other words, the relation between specialization (  C  E r   ) and productivity (  L o g p r o d u c  t r   ) is not linear, and there is the threshold effect. For the double threshold model, the    F 2    statistic (with H0: single threshold model; H1: double threshold model) is highly significant with a bootstrap p value of 0.000 (   F 2    = 48.570 > Crit 1 = 38.295). This results in rejecting H0, suggesting the detection of a double threshold model with the estimates of 0.348 (Th-21) and 0.023 (Th-22) (see Table 4).



The results of the fixed effects regression and threshold effect are presented in Table 6.



The F statistic of 3.06, for a level of significance of 5% with the null hypothesis of all    u i   =0 confirms that the fixed effect model is appropriate. Considering that the model is appropriate and that the regression estimates in the double threshold model indicate the effect of specialization in three regimes, the summarized description of the most significant variables found follows, with subsequent reference to the tests of the research hypotheses.



The parameters displayed in Table 6 for the variables   T  I r   ,   T  I r    2   ,   T  I r    3   ,   I  T r   ,   E x p o r  t r  * I  T r   ,   I E  S r   , and   C l u s t e r  s r    have been estimated through panel data regression with fixed effects, as well as considering the admission of the threshold effect, which provides the calculation of the estimators relating to business size:   M i c r  o r   ,   S m a l  l r   ,   M e d i u  m r   , and   L a r g  e r   , which vary according to the three specialization regimes, in corresponding terms.



It is worth pointing out that the rate of industrialization (  T  I r   ), cubic transformation of the rate of industrialization (  T  I r    3   ), the Theil Index representing diversification (  I  T r  )  , the term of interaction between the weight of exports and the Theil Index (  E x p o r  t r  * I  T r   ), and higher education institutions (  I E  S r   ) have a positive and significant (1%) influence on productivity (  L o g p r o d u c  t r   ). In addition, with a significance of 1%, the squared transformation of the rate of industrialization (  T  I r    2   ) and the variation in the number of clusters (  C l u s t e r  s r   ) have a negative influence on productivity (  L o g p r o d u c  t r   ).



In addition, when considering the increased rate of industrialization, performing, firstly, a squared transformation of the rate of industrialization and then calculating the first order partial derivative given by     ∂ L o g p r o d u c t r   ∂ T  I r    = 0.4234 − 0.0884 x + 0.0039  x 2  = 0  , it is possible to identify 6.874 as the maximum and 15.792 as the minimum rate of industrialization. Explicitly, x =     −   − 0.0084   − √   −   0.0884  2    − 4 × 0.0039 × 0.4234   2 × 0.0039   = 6.874   and x =     −   − 0.0084   + √   −   0.0884  2    − 4 × 0.0039 × 0.4234   2 × 0.0039   = 15.792  , which correspond to red points in Figure 2.



The result obtained implies that for a given rate of industrialization up to 6.874, industrialization is a determinant factor restricting productivity, while above this figure, increased industrialization is found to be a determinant factor with a positive effect on productivity. Consequently, the empirical results obtained now indicate the existence of a non-linear relation between the rate of industrialization and productivity. In turn, calculation of the second-order partial derivative given by     ∂ L o g p r o d u c t  r 2    ∂ T  I r    2    = − 0.0884   +   0.0078   x = 0   identifies 11.333 as the point of inflection from which industrialization stimulates productivity. In more detail, x =       0.00884   0.0078   = 11.333  , which corresponds to the yellow point in Figure 2.



When the analysis is made considering the density of establishments by business size, for a specialization (  C  E r   )  <  0.023, a positive coefficient of 0.003 is detected, which implies a significant (1%) and positive relation between micro-firms (  M i c r  o r   ) and productivity (  L o g p r o d u c  t r   ); when the specialization is 0.023   ≤ C  E r  <   0.348, the positive coefficient of 0.000 suggests a positive but non-significant relation between micro-firms (  M i c r  o r   ) and productivity (  L o g p r o d u c  t r   ), and when specialization (  C  E r   ) is   ≥    0.348, the negative coefficient of −0.042 suggests that micro-firms (  M i c r  o r   ) cause a negative and significant (1%) effect on productivity (  L o g p r o d u c  t r   ). Concerning small firms (  S m a l  l r   ), only for a specialization (  C  E r   )  <  0.023 do we find a negative and significant (1%) effect on productivity (  L o g p r o d u c  t r   ). For higher levels of specialization for small firms (  S m a l  l r   ), there is no significant effect on productivity (  L o g p r o d u c  t r   ). As for medium-sized firms (  M e d i u  m r   ), when the specialization (  C  E r   ) is  < 0.023, they produce a positive and significant (1%) effect on productivity, the same occurring for a specialization (  C  E r   )  ≥  0.348 but for a level of significance of 10%. For a specialization 0.023   ≤ C  E r  <   0.348, a negative and significant (1%) effect on productivity (  L o g p r o d u c  t r   ) is found. Concerning large firms (  L a r g  e r   ), only for levels of specialization (  C  E r  )   <   0.023 and  ≥ 0.023 do we find a negative and significant (1%) effect on productivity. The results obtained when considering the density of establishments according to different business size—micro, small, medium, and large—are explained by the Portuguese business sector being formed mainly of micro and small firms, and it should be underlined that firms of this size show structural shortcomings regarding the quality of management and organization of processes and production that tend to improve productivity.




5. Discussion


Considering Hypothesis 1, proposing a positive relationship between industrialization and productivity, this cannot be rejected, since a significant and positive effect on productivity is found. This result agrees with the study by Rodrick [66], which found, using a large sample of countries, that industry is the only sector of the economy that achieves unconditional convergence in productivity. More evidence is obtained in previous studies—for example, McCausland and Theodossiou [67], Kathuria and Natarajan [68], Güçlü [69], and Szirmai and Verspagen [70], where it is concluded that the industrial sector causes a positive impact on economic growth, underlining in this connection the perspectives of Kathuria and Natarajan [68] and Szirmai and Verspagen [70], according to whom the role of the service sectors is not comparable to that of the industrial sector.



Hypothesis    H 2    proposing a non-linear relation between an increased rate of industrialization and productivity is not rejected. Therefore, for squared transformation of the rate of industrialization, its effect is significant, but it has a negative impact on productivity. On the other hand, for cubic transformation of the rate of industrialization, its impact is significant and positive. Although there is no previous empirical evidence to directly corroborate the non-linear relationship between industrialization and productivity, considering the set of evidence obtained previously by Ortiz et al. [73], taking economic growth as the dependent variable, the non-linear relation between economic growth and industrialization is confirmed, which is in line with these authors’ argument indicating that each society should strive to achieve a minimum level of industrial technological integration before being able to reap the benefits of economic growth arising from industrialization.



Concerning Hypothesis    H 3   , proposing that diversification is positively related to productivity, a positive and significant influence is found, meaning the hypothesis is not rejected. In this connection, Jacobs [79] argues that a diversification of industries in one place promotes knowledge-related externalities and leads to innovation and economic growth. Added to this is the view of Batisse [100], according to whom specialization has a strong negative impact on growth, contrasting with the positive impact associated with a more diversified industrial basis.



Regarding Hypothesis    H 4    aiming to test the hypothetical moderating effect of exports on the relation between diversification and productivity, a positive, significant effect on productivity is found. This evidence agrees with the results of previous empirical studies by Aw and Hwang [101], Bernard and Wagner [102], Bernard and Jensen [103], Aw et al. [104], and Delgado et al. [105], which indicate that exporting companies will have better performance than non-exporting ones, not only in terms of survival, salaries, capital intensity, and technological sophistication, but also in productivity. In addition, regarding exports affecting the relation between diversification and productivity, Prebisch [106] claims that diversification of the productive structure is beneficial for economic growth by making the country less dependent on more sophisticated imports, and therefore reducing the tendency toward external imbalance and a low level of economic growth in such economies.




6. Conclusions


The empirical evidence obtained indicates a non-rejection of the research hypotheses, and so industrialization is revealed to have a significant and positive relation with productivity. There is also evidence of non-linearity in the relation between increased industrialization and productivity, considering the line previously proposed by Ortiz et al. [73], which indicates the need to intensify industrial technological integration before being able to reap the benefits of industrialization for productivity, corresponding to increased economic growth. The moderating effect of exports on the relation between diversification and productivity is also found to be positive and significant, corroborating the existence of an acceleration effect of the “competitive productivity kit” type on the positive relation between the rate of industrialization and productivity. HEIs are also seen to have a positive and significant effect on productivity, and in this connection, it is true that HEIs create knowledge that they supply the economy with, leading to increased productivity and simultaneously a better provision of qualified human capital [131]. The control variable relating to the variation of clusters is also significant, but its impact on productivity is negative, which warrants continuous reflection by political decision-makers, planners, business people, and higher education institutions, toward the design and implementation of new practices and policies to strengthen the industrial critical mass, with the ultimate aim of raising productivity. Considering different regions of specialization by business size, the results obtained reveal that when it is a question of micro-firms and low levels of specialization, the impact of productivity is positive and significant, but for higher levels of specialization, the impact is negative. Small companies have a negative and significant effect on productivity when specialization is low. For high levels of specialization, small companies are found not to cause an impact on productivity. For a very low level of specialization, medium-sized firms have a positive and significant impact on productivity, and for an intermediate level of specialization, their impact on productivity is negative and significant. For higher and lower regimes of specialization, large companies have a negative and significant effect on productivity, which is not unrelated to the persistent gaps in terms of management quality and the need to update productive structures with greater technological intensity. This diversity of results according to business size is justified by the weight of micro, small, and medium-sized firms, accounting for around 99% of the Portuguese business sector. It is important to note that micro, small, and medium-sized companies differ from large ones in various ways [133]. For example, they have limited resources in terms of management, workforce, and finance [134], and they seem to be more flexible and accompanied by less formalized processes than in large firms, which can facilitate innovation.



One of the main limitations of this study arises from the unavailability of disaggregated data at the local authority level. For example, the rate of industrialization was calculated by considering the employed population in each NUTS II, according to data available in the 2011 census. Another limitation concerns the shortage of empirical studies on the relation between industrialization and productivity, it being more usual to analyze economic growth as a dependent variable, although productivity can be considered as a factor stimulating economic growth or even a proxy to measure the performance of the unit analyzed.



This study gives rise to a number of implications. In the first place, considering the results obtained, which aim to study the Portuguese productive structure at the local authority level, it is suggested that political decision-makers should somehow encourage regions to increase the industrial critical mass, as well as the diversity of their productive activity through clusters, as by doing so they will contribute to regions becoming more resilient and competitive, given the major opening up of the Portuguese economy and the likely impacts of external shocks. The creation of new instruments is also suggested, aiming for a more vertical structure of industry that is directed complementally toward crossed fertilization between different stages of the chain and between different industries, which should also be based on seeking stronger connections of horizontal integration within industries themselves and in establishing open innovation relations with universities, incubation structures, laboratories, and research units.



Finally, considering the urgent need to strengthen the diversification of productive activities, one suggestion for future research is extending this study to the level of European NUTS II and NUTS III regions for the better mapping of sectors of economic activity and Key-Enabling Technologies (KETs), which can contribute to reinforcing productivity and competitiveness, following a sustainable logic of strategic diversification of sectors of economic activity and considering the spatial heterogeneity of the European regional chessboard.







Author Contributions


For Conceptualization: J.L. and S.d.B.; methodology: J.L. and S.d.B.; research: J.L., S.d.B.; redaction—original preparation of the draft: J.L. and S.d.B.; redaction—revision and edition: J.L. and S.d.B.; viewing: J.L., S.d.B.; supervision: J.L., S.d.B. All authors have read and agreed to the published version of the manuscript.




Funding


This research was funded by the project EMaDeS—Energy, Material, and Sustainable Development EU/CCDRC/FEDER (Brussels/Coimbra, Central Region, Portugal) 2017 to 2021|Central-01-0145-FEDER-000017.




Acknowledgments


The authors acknowledge the highly valuable comments and suggestions provided by the editors and reviewers, which contributed to the improvement in the clarity, focus, contribution, and scientific soundness of the current study.




Conflicts of Interest


The authors declare there are no conflict of interest.




References


	



Acs, Z.J.; Varga, A. Entrepreneurship, Agglomeration and Technological Change. Small Bus. Econ. 2005, 24, 323–334. [Google Scholar] [CrossRef]

	



Cooper, A.; Folta, T. Entrepreneurship and High Technology Clusters. In The Blackwell Handbook of Entrepreneurship; Sexton, D., Landström, H., Eds.; Blackwell Publishers Ltd.: Oxford, UK, 2000; pp. 348–367. [Google Scholar]

	



Glaeser, E.; Rosenthal, S.; Strange, W. Urban Economics and Entrepreneurship. J. Urban Econ. 2010, 67, 1–14. [Google Scholar] [CrossRef]

	



Reynolds, P.D.; Miller, B.; Maki, W.R. Explaining Regional Variation in Business Births and Deaths: U.S. 1976–88. Small Bus. Econ. 1995, 7, 389–407. [Google Scholar] [CrossRef]

	



Armington, C.; Acs, Z.J. The Determinants of Regional Variation in New Firm Formation. Reg. Stud. 2002, 36, 33–45. [Google Scholar] [CrossRef]

	



Acs, Z.J.; Mueller, P. Employment Effects of Business Dynamics: Mice, Gazelles and Elephants. Small Bus. Econ. 2008, 30, 85–100. [Google Scholar] [CrossRef]

	



Andersson, M.; Koster, S. Sources of Persistence in Regional Start-up Rates-Evidence from Sweden. J. Econ. Geogr. 2010, 11, 179–201. [Google Scholar] [CrossRef]

	



Aiginger, K.; Rossi-Hansberg, E. Specialization and Concentration: A Note on Theory and Evidence. Empirica 2006, 33, 255–266. [Google Scholar] [CrossRef]

	



European Commission. The Competitiveness of European Industry; European Commission: Brussels, Belgium, 1999. [Google Scholar]

	



Chowdhury, M.T.H.; Bhattacharya, P.S.; Mallick, D.; Ulubaşoǧlu, M.A. An Empirical Inquiry into the Role of Sectoral Diversification in Exchange Rate Regime Choice. Eur. Econ. Rev. 2014, 67, 2210–2227. [Google Scholar] [CrossRef]

	



Marshall, A. Principles of Economics; Macmillan: London, UK, 1890. [Google Scholar]

	



Becattini, G. Sector and/or Districts: Some Remarks on the Conceptual Foundations of Industrial Economics. In Small Firms and Industrial Districts in Italy; Goodman, E., Bamford, J., Saynor, P., Eds.; Routledge: London, UK, 1989; pp. 123–135. [Google Scholar]

	



Porter, M. Clusters and the New Economics of Competition. Harv. Bus. Rev. 1998, 76, 77–90. [Google Scholar]

	



Chenery, H.; Robinson, S.; Syrquin, M. Industrialization and Growth: A Comparative Study; Oxford University Press: New York, NY, USA, 1986. [Google Scholar]

	



Fujita, M.; Krugman, P.; Venables, A.J. The Spatial Economy: Cities, Regions, and International Trade; MIT Press: Cambridge, MA, USA, 1999. [Google Scholar]

	



Pan, F. Industrialization. In International Encyclopedia of Geography: People, the Earth, Environment and Technology:; Richardson, D., Castree, N., Goodchild, M.F., Kobayashi, A., Liu, W., Marston, R.A., Eds.; John Wiley & Sons, Ltd.: Hoboken, NJ, USA, 2016; pp. 1–6. [Google Scholar]

	



Miller, B.; Atkinson, R. Raising European Productivity Growth through ICT; ITIF: Washington, DC, USA, 2014. [Google Scholar]

	



OCDE. Measuring Productivity. OECD Econ. Stud. 2001, 33, 127–170. [Google Scholar]

	



Becattini, G. Dal ‘Settore’ Industriale al ‘Distretto’ Industriale: Alcune Considerazioni Sull’unità di Indagine dell’economia Industriale. Riv. Econ. Polit. Ind. 1979, 3, 7–21. [Google Scholar]

	



Piore, M.; Sabel, C. The Second Industrial Divide: Possibilities for Prosperity; Reprint; Basic Books, Inc.: New York, NY, USA, 1984. [Google Scholar]

	



Becattini, G. O Distrito Marshalliano—Uma Noção Socioeconómica. In As Regiões Ganhadoras—Distritos e Redes: Os Novos Paradigmas da Geografia Económica; Benko, G., Lipietz, A., Eds.; Celta Editora Lda: Oeiras, Portugal, 1992; pp. 19–31. [Google Scholar]

	



Cerejeira da Silva, J.C. Distritos Industriais em Portugal: Identificação e Avaliação das Externalidades Dinâmicas Associadas. Ph.D. Thesis, University of Minho, Braga, Portugal, 1999. [Google Scholar]

	



Moulaert, F.; Sekia, F. Territorial Innovation Models: A Critical Survey. Reg. Stud. 2003, 37, 289–302. [Google Scholar] [CrossRef]

	



Aydalot, P. Innovative Milieus in Europe; GREMI: Paris, France, 1986. [Google Scholar]

	



Ratti, R. PME, Synergies Locales et Cycles Spatiaux d’Innovation; GREMI: Barcelona, Spain, 1989. [Google Scholar]

	



Camagni, R. Local ‘Milieu’, Uncertainty and Innovation Networks: Towards a New Dynamic Theory of Economic Space. In Innovation Networks: Spatial Perspectives; Camagni, R., Ed.; Belhaven Press: London, UK, 1991; pp. 121–144. [Google Scholar]

	



Camagni, R. Introduction: From the Local ‘milieu’ to Innovation through Cooperation Networks. In Innovation Networks: Spatial Perspectives; Camagni, R., Ed.; Belhaven Press: London, UK, 1991; pp. 1–9. [Google Scholar]

	



Camagni, R.; Maillat, D. Milieux Innovateurs: Théorie et Politiques; Economica Anthropos: Paris, France, 2006. [Google Scholar]

	



Jaffe, A.B.; Trajtenberg, M.; Henderson, R. Geographic Localization of Knowledge Spillovers as Evidenced by Patent Citations. Q. J. Econ. 1993, 108, 577–598. [Google Scholar] [CrossRef]

	



Capello, R. The City Network Paradigm: Measuring Urban Network Externalities. Urban Stud. 2000, 37, 1925–1945. [Google Scholar] [CrossRef]

	



Rémy, J. Villes et Milieux Innovateurs: Une Matrice d’interrogations. In Les Milieux Urbains: Innovation, Systèmes de Production et Ancrage; Crevoisier, O., Camagni, R., Eds.; EDES: Neuchâtel, France, 2000; pp. 33–43. [Google Scholar]

	



Maennig, W.; Ölschläger, M. Innovative Milieux and Regional Competitiveness: The Role of Associations and Chambers of Commerce and Industry in Germany. Reg. Stud. 2011, 45, 441–452. [Google Scholar] [CrossRef]

	



Freeman, C. Technology and Economic Performance: Lessons from Japan; Pinter Pub Ltd.: London, UK, 1987. [Google Scholar]

	



Nelson, R.R. National Innovation Systems: A Retrospective on a Study. Ind. Corp. Chang. 1992, 1, 347–374. [Google Scholar] [CrossRef]

	



Edquist, C. Systems of Innovation Approaches—Their Emergence and Characteristics. In Systems of Innovation: Technologies, Institutions and Organizations; Edquist, C., Ed.; Pinter Publisher Ltd.: London, UK, 1997; pp. 1–35. [Google Scholar]

	



Lundvall, B.-Å. National Business Systems and National Systems of Innovation. Stud. Manag. Organ. 1999, 29, 60–77. [Google Scholar] [CrossRef]

	



Cooke, P. Regional Innovation Systems: Competitive Regulation in the New Europe. Geoforum 1992, 23, 365–382. [Google Scholar] [CrossRef]

	



Asheim, B.T.; Isaksen, A. Location, Agglomeration and Innovation: Towards Regional Innovation Systems in Norway. Eur. Plan. Stud. 1997, 5, 299–330. [Google Scholar] [CrossRef]

	



Braczyk, H.J.; Cooke, P.; Heidenreich, M. Regional Innovation Systems: The Role of Governance in a Globalized World; UCL Press: London, UK, 1998. [Google Scholar]

	



Cooke, P.; Uranga, M.G.; Etxebarria, G. Regional Systems of Innovation: An Evolutionary Perspective. Environ. Plan. A 1998, 30, 1563–1584. [Google Scholar] [CrossRef]

	



Landabaso, M.; Oughton, C.; Morgan, K. Learning Regions in Europe: Theory, Policy and Practice through the RIS Experience. In Proceedings of the International Conference on Technology and Innovation Policy: Global Knowledge Partnerships, Creating Value for the 21st Century, Austin, TX, USA, 30 August–2 September 1999. [Google Scholar]

	



Asheim, B.T.; Coenen, L. The Role of Regional Innovation Systems in a Globalising Economy: Comparing Knowledge Bases and Institutional Frameworks of Nordic Clusters. In The Changing Economic Geography of Globalization; Vertova, G., Ed.; Routledge: Abingdon, UK, 2006; pp. 148–165. [Google Scholar]

	



Cooke, P. The New Wave of Regional Innovation Networks: Analysis, Characteristics and Strategy. Small Bus. Econ. 1996, 8, 159–171. [Google Scholar] [CrossRef]

	



Morgan, K. The Learning Region: Institutions, Innovation and Regional Renewal. Reg. Stud. 1997, 31, 491–503. [Google Scholar] [CrossRef]

	



Asheim, B.T. The Territorial Challenge to Innovation and Endogenous Regional Development. In Industrial Policy in Europe: Theoretical Perspectives and Practical Proposals; Cowling, K., Ed.; Routledge: London, UK, 1999; pp. 58–73. [Google Scholar]

	



Baptista, R.; Swann, P. Do Firms in Clusters Innovate More? Res. Policy 1998, 27, 525–540. [Google Scholar] [CrossRef]

	



Porter, M. On Competition. Boston: Harvard Business School Publishing; Harvard Business School Publishing: Boston, MA, USA, 1998. [Google Scholar]

	



Krugman, P. Geography and Trade; MIT Press: Cambridge, MA, USA, 1991. [Google Scholar]

	



Krugman, P. Increasing Returns and Economic Geography. J. Polit. Econ. 1991, 99, 483–499. [Google Scholar] [CrossRef]

	



Saxenian, A. Regional Advantage: Culture and Competition in Silicon Valley and Route 128; Harvard University Press: Cambridge, MA, USA, 1994. [Google Scholar]

	



Krugman, P. Development, Geography and Economic Theory; MIT Press: Cambridge, MA, USA, 1995. [Google Scholar]

	



Asheim, B.T. Industrial Districts as ‘Learning Regions’: A Condition for Prosperity. Eur. Plan. Stud. 1996, 4, 379–400. [Google Scholar] [CrossRef]

	



Cooke, P. Regional Innovation Systems: General Findings and Some New Evidence from Biotechnology Clusters. J. Technol. Transf. 2002, 27, 133–145. [Google Scholar] [CrossRef]

	



Van Oort, F. Urban Growth and Innovation; Ashgate Pub Ltd.: Aldershot, UK, 2004. [Google Scholar]

	



Eraydin, A.; Armatli-Köroǧlu, B. Innovation, Networking and the New Industrial Clusters: The Characteristics of Networks and Local Innovation Capabilities in the Turkish Industrial Clusters. Entrep. Reg. Dev. 2005, 17, 237–266. [Google Scholar] [CrossRef]

	



Pyke, F.; Sengenberger, W. Industrial Districts and Local Economic Regeneration; International Institute for Labour Studies: Geneva, Switzerland, 1992. [Google Scholar]

	



Storper, M. The Resurgence of Regional Economies, Ten Years Later: The Region as a Nexus of Untraded Interdependencies. Eur. Urban Reg. Stud. 1995, 2, 191–215. [Google Scholar] [CrossRef]

	



Baptista, R. Do Innovations Diffuse Faster within Geographical Clusters? Int. J. Ind. Organ. 2000, 18, 15–535. [Google Scholar] [CrossRef]

	



Porter, M. Competitive Advantage of Nations. Harv. Bus. Rev. 1990, 68, 73–93. [Google Scholar]

	



Brusco, S. The Idea of the Industrial District: Its Genesis. In Industrial Districts and Inter-Firm Co-Operation in Italy; International Institute for Labour Studies: Geneva, Switzerland, 1990; pp. 10–19. [Google Scholar]

	



Dei Ottati, G. Social Concertation and Local Development: The Case of Industrial Districts. Eur. Plan. Stud. 2002, 10, 449–466. [Google Scholar] [CrossRef]

	



Bellandi, M. Italian Industrial Districts: An Industrial Economics Interpretation. Eur. Plan. Stud. 2002, 10, 425–437. [Google Scholar] [CrossRef]

	



Porter, M. Location, Competition, and Economic Development: Local Clusters in a Global Economy. Econ. Dev. Q. 2000, 14, 15–34. [Google Scholar] [CrossRef]

	



Newlands, D. Competition and Cooperation in Industrial Clusters: The Implications for Public Policy. Eur. Plan. Stud. 2003, 11, 521–532. [Google Scholar] [CrossRef]

	



Rodrik, D. Growth after the Crisis; Harvard Kennedy School: Cambrigde, MA, USA, 2009. [Google Scholar]

	



Rodrik, D. Unconditional Convergence in Manufacturing. Q. J. Econ. 2013, 128, 165–204. [Google Scholar] [CrossRef]

	



McCausland, W.D.; Theodossiou, I. Is Manufacturing Still the Engine of Growth? J. Post Keynes. Econ. 2012, 35, 79–92. [Google Scholar] [CrossRef]

	



Kathuria, V.; Natarajan, R.R. Manufacturing an Engine of Growth in India in the Post-Nineties? J. South Asian Dev. 2013, 8, 385–408. [Google Scholar] [CrossRef]

	



Güçlü, M. Manufacturing and Regional Economic Growth in Turkey: A Spatial Econometric View of Kaldor’s Laws. Eur. Plan. Stud. 2013, 21, 854–866. [Google Scholar] [CrossRef]

	



Szirmai, A.; Verspagen, B. Manufacturing and Economic Growth in Developing Countries, 1950–2005. Struct. Chang. Econ. Dyn. 2015, 34, 46–59. [Google Scholar] [CrossRef]

	



Haraguchi, N.; Cheng, C.F.C.; Smeets, E. The Importance of Manufacturing in Economic Development: Has This Changed? World Dev. 2017, 93, 293–315. [Google Scholar] [CrossRef]

	



Zhao, J.; Tang, J. Industrial Structure Change and Economic Growth: A China-Russia Comparison. China Econ. Rev. 2018, 47, 219–233. [Google Scholar] [CrossRef]

	



Ortiz, C.; Castro, J.; Badillo, E. Industrialization and Growth: Threshold Effects of Technological Integration. Cuad. Econ. 2009, 28, 75–97. [Google Scholar]

	



Arrow, K.J. The Economic Implications of Learning by Doing. Rev. Econ. Stud. 1962, 29, 155–163. [Google Scholar] [CrossRef]

	



Romer, P.M. Increasing Returns and Long-Run Growth. J. Polit. Econ. 1986, 94, 1002–1037. [Google Scholar] [CrossRef]

	



Glaeser, E.; Kallal, H.; Scheinkman, J.; Shleifer, A. Growth in Cities. J. Polit. Econ. 1992, 100, 1126–1152. [Google Scholar] [CrossRef]

	



Frenken, K.; van Oort, F.; Verburg, T.; Boschma, R. Variety and Regional Economic Growth in the Netherlands; Papers in Evolutionary Economic Geography (PEEG): Utrecht, The Netherlands, 2004. [Google Scholar]

	



Mukkala, K. Agglomeration Economies in the Finnish Manufacturing Sector. Appl. Econ. 2004, 36, 2419–2427. [Google Scholar] [CrossRef]

	



Jacobs, J. The Economy of Cities; Vintage: New York, NY, USA, 1969. [Google Scholar]

	



Harrison, B.; Kelley, M.R.; Gant, J. Specialization versus Diversity in Local Economies: The Implications for Innovative Private-Sector Behavior. Cityscape A J. Policy Dev. Res. 1996, 2, 61–93. [Google Scholar]

	



Combes, P.P. Economic Structure and Local Growth: France, 1984–1993. J. Urban Econ. 2000, 47, 329–355. [Google Scholar] [CrossRef]

	



De Lucio, J.J.; Herce, J.A.; Goicolea, A. The Effects of Externalities on Productivity Growth in Spanish Industry. Reg. Sci. Urban Econ. 2002, 32, 241–258. [Google Scholar] [CrossRef]

	



Almeida, R. Local Economic Structure and Growth. Spat. Econ. Anal. 2007, 2, 65–90. [Google Scholar] [CrossRef]

	



Beardsell, M.; Henderson, V. Spatial Evolution of the Computer Industry in the USA. Eur. Econ. Rev. 1999, 43, 431–456. [Google Scholar] [CrossRef]

	



Black, D.; Henderson, V. Spatial Evolution of Population and Industry in the United States. Am. Econ. Rev. 1999, 89, 321–327. [Google Scholar] [CrossRef]

	



Henderson, J.V. Marshall’s Scale Economies. J. Urban Econ. 2003, 53, 1–28. [Google Scholar] [CrossRef]

	



Dekle, R. Industrial Concentration and Regional Growth: Evidence from the Prefectures. Rev. Econ. Stat. 2002, 84, 310–315. [Google Scholar] [CrossRef]

	



Cingano, F.; Schivardi, F. Identifying the Sources of Local Productivity Growth. J. Eur. Econ. Assoc. 2004, 2, 720–742. [Google Scholar] [CrossRef]

	



Capello, R. Spatial and Sectoral Characteristics of Relational Capital in Innovation Activity. Eur. Plan. Stud. 2002, 10, 177–200. [Google Scholar] [CrossRef]

	



Henderson, V.; Lee, T.; Lee, Y.J. Scale Externalities in Korea. J. Urban Econ. 2001, 49, 479–504. [Google Scholar] [CrossRef]

	



Forni, M.; Paba, S. Spillovers and the Growth of Local Industries. J. Ind. Econ. 2002, 50, 151–171. [Google Scholar] [CrossRef]

	



Simonen, J.; Svento, R.; Juutinen, A. Specialization and Diversity as Drivers of Economic Growth: Evidence from High-Tech Industries. Pap. Reg. Sci. 2015, 94, 229–247. [Google Scholar] [CrossRef]

	



Yuan, H.; Zhang, J.; Zhang, Y.; Hong, Y.; Zhao, H. Effects of Agglomeration Externalities on Total Factor Productivity: Evidence from China’s Textile Industry. Ind. Textila 2017, 68, 474–480. [Google Scholar] [CrossRef]

	



De Groot, H.L.F.; Poot, J.; Smit, M. Agglomeration, Innovation and Regional Development: Theoretical Perspectives and Meta-Analysis. Tinbergen Inst. Discuss. Pap. 2007, 3, 7–79. [Google Scholar] [CrossRef]

	



Frenken, K.; Van Oort, F.; Verburg, T. Related Variety, Unrelated Variety and Regional Economic Growth. Reg. Stud. 2007, 41, 685–697. [Google Scholar] [CrossRef]

	



Greunz, L. Geographically and Technologically Mediated Knowledge Spillovers between European Regions. Ann. Reg. Sci. 2003, 37, 657–680. [Google Scholar] [CrossRef]

	



Boschma, R.; Minondo, A.; Navarro, M. Related Variety and Regional Growth in Spain. Pap. Reg. Sci. 2012, 91, 241–256. [Google Scholar] [CrossRef]

	



Boschma, R.; Minondo, A.; Navarro, M. The Emergence of New Industries at the Regional Level in Spain: A Proximity Approach Based on Product Relatedness. Econ. Geogr. 2013, 89, 29–51. [Google Scholar] [CrossRef]

	



Cainelli, G.; Ganau, R.; Iacobucci, D. Do Geographic Concentration and Vertically Related Variety Foster Firm Productivity? Micro-Evidence from Italy. Growth Chang. 2016, 47, 197–217. [Google Scholar] [CrossRef]

	



Batisse, C. Dynamic Externalities and Local Growth. A Panel Data Analysis Applied to Chinese Provinces. China Econ. Rev. 2002, 13, 231–251. [Google Scholar] [CrossRef]

	



Aw, B.Y.; Hwang, A. Productivity and the Export Market: A Firm-Level Analysis. J. Dev. Econ. 1995, 47, 313–332. [Google Scholar] [CrossRef]

	



Bernard, A.B.; Wagner, J. Exports and Success in German Manufacturing. Weltwirtsch. Arch. 1997, 133, 134–157. [Google Scholar] [CrossRef]

	



Bernard, A.B.; Jensen, J.B. Exceptional Exporter Performance: Cause, Effect, or Both? J. Int. Econ. 1999, 47, 1–25. [Google Scholar] [CrossRef]

	



Aw, B.Y.; Chung, S.; Roberts, M.J. Productivity and Turnover in the Export Market: Micro Evidence from Taiwan and South Korea. World Bank Econ. Rev. 2000, 14, 65–90. [Google Scholar] [CrossRef]

	



Delgado, M.A.; Farinas, J.C.; Ruano, S. Firm Productivity and Export Markets: A Non-Parametric Approach. J. Int. Econ. 2002, 57, 397–422. [Google Scholar] [CrossRef]

	



Prebisch, R. Capitalismo Periférico: Crisis y Transformación; Fondo de Cultura Económica: Mexico City, Mexico, 1981. [Google Scholar]

	



Imbs, J.; Wacziarg, R. Stages of Diversification. Am. Econ. Rev. 2003, 93, 63–86. [Google Scholar] [CrossRef]

	



Delgado, A.P.; Godinho, I.M. Medidas de Localização Das Actividades e de Especialização Regional. In Compendio de Economia Regional; Costa, J.S., Ed.; APDR: Coimbra, Portugal, 2005; pp. 713–732. [Google Scholar]

	



Paiva, C.Á. Desenvolvimento Regional, Especialização e Suas Medidas. Rev. Indic. Econômicos 2006, 34, 89–102. [Google Scholar]

	



Isard, W. Méthodes d’Analyse Régionale: Optimisation; Dunod: Paris, France, 1972. [Google Scholar]

	



Vollet, D.; Dion, Y. Les Apports Potentiels des Modèles de la Base Économique Pour Guider la Décision Publique: Illustration à Partir de Quelques Exemples Français et Québécois. Rev. D’Économie Régionale Urbaine 2001, 2, 179–196. [Google Scholar] [CrossRef]

	



Simões Lopes, A. Desenvolvimento Regional: Problemática, Teoria, Modelos, 5th ed.; Fundação Calouste Gulbenkian: Lisbon, Portugal, 2001. [Google Scholar]

	



Cerejeira da Silva, J.C. Identification of the Portuguese Industrial Districts; NIMA: Braga, Portugal, 2002. [Google Scholar]

	



Clausius, R. Ueber Verschiedene Für Die Anwendung Bequeme Formen der Hauptgleichungen der Mechanischen Wärmetheorie. Ann. Phys. 1865, 201, 353–400. [Google Scholar] [CrossRef]

	



Boltzmann, L. Weitere Studien über das Wärmegleichgewicht unter GasmolekÏen. Wien. Ber. 1872, 66, 275–370. [Google Scholar]

	



Gibbs, J.W. On the Equilibrium of Heterogeneous Substances. Trans. Connect. Acad. Arts Sci. 1878, 3, 343–524. [Google Scholar] [CrossRef]

	



von Neumann, J. Thermodynamik Quantenmechanischer Gesamtheiten. Nachr. Ges. Wiss. Göttingen Math. Klasse 1927, 1927, 273–291. [Google Scholar]

	



Shannon, C. A Mathematical Theory of Communication. Bell Syst. Tech. J. 1948, 27, 379–423. [Google Scholar] [CrossRef]

	



Mussard, S.; Seyte, F.; Terraza, M. Decomposition of Gini and the Generalized Entropy Inequality Measures. Econ. Bull. 2003, 4, 1–6. [Google Scholar]

	



Hirschman, A. National Power and the Structure of Foreign Trade; University of California Press: London, UK, 1945. [Google Scholar]

	



Herfindahl, O. Concentration in the U.S. Steel Industry. Ph.D. Thesis, Culumbia University, New York, NY, USA, 1950. [Google Scholar]

	



Hirschman, A. The Paternity of an Index. Am. Econ. Rev. 1964, 54, 761–762. [Google Scholar]

	



Atkinson, A.B. On the Measurement of Inequality. J. Econ. Theory 1970, 2, 244–263. [Google Scholar] [CrossRef]

	



Gini, C. Variabilità e Mutabilità: Contributo allo Studio delle Distribuzioni e delle Relazioni Statistiche; Tipografia di Paolo Cuppini: Bologna, Italy, 1912. [Google Scholar]

	



Theil, H. Economics and Information Theory; North-Holland Publishing Company: Amsterdam, The Netherlands, 1967. [Google Scholar]

	



Tong, H.; Lim, K.S. Threshold Autoregression, Limit Cycles and Cyclical Data. J. R. Stat. Soc. Ser. B 1980, 245–292. [Google Scholar] [CrossRef]

	



Hansen, B.E. Threshold Effects in Non-Dynamic Panels: Estimation, Testing, and Inference. J. Econom. 1999, 93, 345–368. [Google Scholar] [CrossRef]

	



Hansen, B.E. Inference When a Nuisance Parameter Is Not Identified under the Null Hypothesis. Econometrica 1996, 64, 413–430. [Google Scholar] [CrossRef]

	



Conceição, P.; Heitor, M. University Role: On the Role of the University in the Knowledge Economy. Sci. Public Policy 1999, 26, 37–51. [Google Scholar] [CrossRef]

	



Guichard, S.; Larre, B. Enhancing Portugal’s Human Capital; OECD Economics Department Working Papers Nº 505; OECD: Paris, France, 2006. [Google Scholar]

	



Ferreira, E. A Importância das Instituições de Ensino Superior no Desenvolvimento Regional em Portugal. Ph.D. Thesis, University of Evora, Évora, Portugal, 2019. [Google Scholar]

	



Martin, R.; Sunley, P. Conceptualizing Cluster Evolution: Beyond the Life Cycle Model? Reg. Stud. 2011, 45, 1299–1318. [Google Scholar] [CrossRef]

	



Hudson, M.; Smart, A.; Bourne, M. Theory and Practice in SME Performance Measurement Systems. Int. J. Oper. Prod. Manag. 2001, 21, 1096–1115. [Google Scholar] [CrossRef]

	



Maldonado-Guzmán, G.; Garza-Reyes, J.A.; Pinzón Castro, S.Y.; Kumar, V. Barriers to Innovation in Service SMEs: Evidence from Mexico. Ind. Manag. Data Syst. 2017, 117, 1669–1686. [Google Scholar] [CrossRef]








[image: Entropy 22 01271 g001 550] 





Figure 1. Determinants of concentration and specialization of productivity: Model and hypotheses. Source: Own elaboration. 
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Figure 2. Relation between industrialization and productivity. Source: Own elaboration. 
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Table 1. Portuguese Classification of Economic Activities: CAE-Rev.3.
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CAE-Rev.3




	
Section

	
Designation






	
A

	
Agriculture, livestock, hunting, forestry and fishing




	
B

	
Mining industry




	
C

	
Manufacturing industry




	
D

	
Electricity, gas, steam, hot and cold water and cold air




	
E

	
Water storage, treatment and distribution; sanitation, waste management and depollution




	
F

	
Construction




	
G

	
Wholesale and retail commerce; car and motorcycle repair




	
H

	
Transport and storage




	
I

	
Accommodation, restaurants, and similar




	
J

	
Information and communication activities




	
K

	
Financial and business activities




	
L

	
Real estate activities




	
M

	
Consultancy, scientific, technical and similar activities




	
N

	
Administrative activities and support services




	
O

	
Public administration and defense; obligatory social security




	
P

	
Education




	
Q

	
Human health activities and social support




	
R

	
Artistic, performance, sporting, and recreational activities




	
S

	
Other service activities




	
T

	
Activities of families employing domestic staff and family production activities for own consumption




	
U

	
Activities of international bodies and other foreign institutions








Source: Adapted from the National Statistics Institute (INE). https://www.ine.pt/ine_novidades/semin/cae/CAE_REV_3.pdf.
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Table 2. Indicators of Localization and Specialization.
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	Indicators
	Metrics
	Reference





	Quotient of Localization (  Q  L  r i    )
	  Q  L  r i    =         x  r i      x r             x i   x       ,   Q  L  r i   ≥ 0    
	         L o c . A u t h o r i t y   L o c . A u t h o r i t y       N u t s I I   N u t s I I         



	Coefficient of Specialization     C  E r     
	  C  E r   =      ∑   i = 1  I       x  r i      x r    −      x i   x       2   ,   C  E  r   ∈     0 , 1      
	       L o c . A u t h o r i t y   L o c . A u t h o r i t y     −     N u t s I I   N u t s I I       



	Rate of Industrialization     T  I r     
	   T  I  r =    x  r j     P  E R        
	       L o c . A u t h o r i t y   N u t s I I       



	Density of Establishments by Business Size (  M i c r  o r   ,   S m a l  l r   ,   M e d i u  m r  L a r g  e r   )
	  M i c r  o  r =       E ≤  9 r     A r     ,   M i c r  o r  ≥   0  

  S m a l  l  r =       E ≤   49  r     A r     ,   S m a l  l r  ≥   0  

  M e d i u  m  r =       E ≤   249  r     A r     ,   M e d i u  m r  ≥ 0  

  L a r g  e  r =       E ≥   250  r     A r     ,   L a r g  e r  ≥ 0  
	       L o c . A u t h o r i t y   L o c . A u t h o r i t y       



	Theil Index     I  T r     
	  I  T r   = −     ∑   i = 1  I        x r i   x r   * l o g     x r i   x r        ,    0 ≤ I  T r    ≤ log I

Normalize Theil Index     I  T r     

  I  T r  =   l o g I −   I  T r    l o g I   ,   0 ≤ I  T r    ≤   1  
	       L o c . A u t h o r i t y   L o c . A u t h o r i t y    *    l o g     L o c . A u t h o r i t y   L o c . A u t h o r i t y         







Source: Elaborated by the authors, based on Cerejeira [22] and Simões Lopes [112].
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Table 3. List and description of variables.
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Variable

	
Description






	
Dependent variable

	
   L o g p r o d u c  t r    

	
Logarithmic transformation of productivity




	
Independent variables

	
   T  I r    

	
Rate of industrialization




	
   T  I r    2    

	
Squared rate of industrialization




	
   T  I r    3    

	
Cubic rate of industrialization




	
   I  T r    

	
Theil Index (diversification)




	
   E x p o r  t r  *   I  T r    

	
Term of interaction between the weight of exports and the Theil Index




	
Control variables

	
   I E  S r    

	
Number of higher education Institutions, by local authority




	
   C l u s t e r  s r    

	
Variation in number of clusters 1




	
Threshold variable

	
   C  E r    

	
Coefficient of specialization




	
Variables in dependent regime

	
   M i c r  o r    

	
Density of micro-firms




	
   S m a l  l r    

	
Density of small firms




	
   M e d i u  m r    

	
Density of medium firms




	
   L a r g  e r    

	
Density of large firms








1 The variation in the number of clusters for 2013, 2014 and 2015 obtained from the sums of centres of competitiveness identified by the programme of Compete 2007 and 2013 and the clusters identified by the same programme for 2003–2015 less the clusters that had been identified by Porter in 1992 and for the years 2016 and 2017 the variation was obtained through the clusters of competitiveness recognised by IAPMEI in 2015 less the centres of competitiveness identified by the Compete programmes 2007 and 2013 less the clusters identified by the same programme for 2003–2015. Source: Own elaboration.
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Table 4. Threshold estimator.






Table 4. Threshold estimator.










	
	Threshold
	Confidence Interval for 95%





	Th-1
	0.348
	[0.343;0.352]



	Th-21
	0.348
	[0.343;0.352]



	Th-22
	0.023
	[0.017;0.023]







Source: Own elaboration.
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Table 5. Effect of the threshold test.






Table 5. Effect of the threshold test.





	
Test of the Threshold Effect (Bootstrapping; n.º of Replications = 300)




	
Threshold

	
RSS

	
MSE

	
F

	
P

	
Crit10%

	
Crit5%

	
Crit1%






	
Single

	
235.237

	
0.191

	
78.040

	
0.003

	
46.118

	
51.730

	
64.294




	
Double

	
226.314

	
0.184

	
48.570

	
0.000

	
28.581

	
32.006

	
38.295








Source: Own elaboration.
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Table 6. Regression estimates: double threshold model.
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Variables

	
Fixed Effects




	
Coefficients

	
P > |t|






	
   L o g p r o d u c  t r    

	

	




	
   T  I r    

	
0.423

	
0.000 ***




	
   T  I r    2    

	
−0.044

	
0.000 ***




	
   T  I r    3    

	
0.001

	
0.000 ***




	
   I  T r    

	
0.881

	
0.000 ***




	
   E x p o r  t r  * I  T r    

	
3.446

	
0.000 ***




	
   I E  S r    

	
0.021

	
0.000 ***




	
   C l u s t e r  s r    

	
−0.019

	
0.005 ***




	

	
Threshold effect




	
Coefficients

	
P > |t|




	
   M i c r  o r    

	

	




	
  C  E r   (  C  E r  <   0.023)

	
0.003

	
0.009 ***




	
  C  E r    (0.023   ≤ C  E r  <   0.348)

	
0.000

	
0.747




	
  C  E r    (  C  E r  ≥     0.348)

	
−0.042

	
0.000 ***




	
   S m a l  l r    

	




	
  C  E r    (  C  E r  <   0.023)

	
−0.167

	
0.001 ***




	
  C  E r    (0.023   ≤ C  E r  <   0.348)

	
0.002

	
0.891




	
  C  E r    (  C  E r  ≥     0.348)

	
0.415

	
0.219




	
   M e d i u  m r    

	




	
  C  E r    (  C  E r  <   0.023)

	
1.232

	
0.000 ***




	
  C  E r    (0.023   ≤ C  E r  <   0.348)

	
−0.263

	
0.000 ***




	
  C  E r    (  C  E r  ≥     0.348)

	
1.910

	
0.092 *




	
   L a r g  e r    

	




	
  C  E r    (  C  E r  <   0.023)

	
−2.786

	
0.000 ***




	
  C  E r    (0.023   ≤ C  E r  <   0.348)

	
0.063

	
0.828




	
  C  E r    (  C  E r  ≥     0.348)

	
−80.844

	
0.000 ***




	

	

	




	
constant

	
1.203

	
0.000




	
F test of all u_i = 0: F(4.152) = 3.06Prob < F = 0.016








* significance 10%| *** significance 1%. Source: Own elaboration.
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