43

Predicting design induced error on the flight deck: An aircraft engine oil leak scenario

Katie J. Parnell

University of Southampton, UK

Victoria A. Banks

University of Southampton, UK

Katherine L. Plant

University of Southampton, UK

Thomas G. C. Griffin

University of Southampton, UK

Peter Beecroft 

Rolls-Royce plc, Derby, UK

Neville A. Stanton

University of Southampton, UK

Acknowledgements

This project was co-funded by Innovate UK, with support from the UK Aerospace Technology Institute. We would also like to acknowledge the pilots who took the time to participate in our interview study for their important contribution to this work.

Abstract

Objective: To explore the types of errors that commercial pilots may make when trying to resolve a suspected engine oil leak using the interfaces currently available. 

Background: The decisions that pilots make often have to be made quickly and under time pressure, with the emphasis on avoiding critical situations from arising. In order to make the correct decisions, it is vital that pilots have accurate and up-to-date information available. However, interaction with flight deck interfaces may lead to error if they are not effectively designed. 
Method: A Hierarchical Task Analysis was conducted using evidence from pilot interview data to understand the pilots’ typical response to a suspected engine oil leak scenario. This was used as the primary input into the Systematic Human Error Reduction and Prediction Approach (SHERPA). 
Results: A total of 108 possible errors were identified. The most common error type was a retrieval error, in which flight crews may retrieve the wrong information about the engine. A number of remedial measures are proposed to try and overcome such issues. 
Conclusion: This analysis provides an initial starting point for identifying potential future design ideas that can assist the pilots’ in dealing with oil leaks. 
Application: This work has identified the value of applying human error identification methodologies to the assessment of current flight deck processes surrounding engine oil leaks. The method presented permits the operational analysis of possible errors on the flight deck and facilitates the proposition of remedial measures to implement technological innovations that can mitigate error.

Précis: A Systematic Human Error and Reduction Approach (SHERPA) was conducted to predict design-induced error on the flight deck when crews are faced with an engine oil leak. A total of 108 errors were identified with a number of possible remedial interventions suggested.
 Predicting design induced error on the flight deck: An aircraft engine oil leak scenario
The flight decks of commercial airlines are complex systems that are managed by highly trained pilots and are subject to rigorous standardisation and certification processes. Human Factors are omnipresent within the design of the flight deck, indeed the development of the Human Factors discipline and the aviation domain are heavily intertwined (Salas et al., 2010; Harris & Stanton, 2010). A current focus for Human Factors research in the aviation domain is the drive to bring more technological applications into the flight deck, providing the pilot with better informational cues on the current state, and future projection, of the aircraft capabilities (Salas et al., 2010; Harris & Stanton, 2010). Yet, this will ultimately change the role of the pilot and the tasks that they will need to conduct (Salas et al., 2010; Mosier et al., 1998). Human Factors principles have shown that the design of interfaces for pilot use in the cockpit has the potential to induce failures if they are not effectively designed (Miller, 1976; Stanton & Baber, 2002; Stanton et al., 2010). It is important for Human Factors to be implemented at the beginning of the design lifecycle (Stanton et al., 2013), in the development of these technologies, to ensure the demands of the system match the cognitive processes of the user. Thus, establishing a user-centred design approach to reduce the possibility for failures to occur as a result of poor design (Norman & Draper, 1986). This requires input from the end-user to be integrated effectively into the design process (Kontogiannis & Embrey, 1997). 
Aircraft Engine Oil Leak Scenario
One feature within the cockpit that has the opportunity to be improved with technological advancement is the ability to present the pilot with more up to date information on the status of the aircraft, including the oil level. While oil leaks on engine aircraft are a rare occurrence, they do pose a significant threat to the safety of the aircraft and the way in which they are managed is important to maintaining both safety of those on-board and efficiency of the airline. Currently, the pilot is only alerted to a low oil pressure warning once pressure levels have reached minimum limits. This reduces the options that they have available to preserve and maintain the safety of the flight. The pilot must determine the validity of the message and then assess the severity of a suspected oil leak before taking the necessary action. Although rare, it has been noted to occur is the past and can pose a serious threat to safety if it is not dealt with appropriately (Australian Transport Safety Bureau; ATSB, 2012; 2017). The seriousness of the event is further indicated by the low oil pressure warning scenarios that are included in the simulator training pilots must regularly undergo. 

The response of pilots who have been exposed to oil leak scenarios in real life has been to either throttle the engine back to preserve oil, or shut the engine down completely and divert the flight (ATSB, 2012; 2017). Engine shut down events and diverted flights have obvious repercussions on the flight operator and those involved in the maintenance of the aircraft, as well as possible loss of life in the most extreme circumstances. It is therefore in the interest of flight operators to prevent these incidents from occurring. 
The presentation of accurate, reliable and up-to-date information to the pilot on the status of the engine is one way in which such incidents can be prevented. The current process of supplying the pilot with information only after low levels of oil have been reached is not proactive in allowing effective mitigation strategies to be put in place. Pilots have to do extra work to first ensure that the information is accurate and then calculate the options available to them at that moment in time. Work presented in this paper suggests that the development of an engine monitoring system could provide the pilot with more precise and timely information on the status of the engine, with data that could be interpreted to indicate an oil leak at an earlier and more opportune moment than is currently available. Furthermore, with more forewarning they could also make better informed decisions on what options they have available to them. 

Future technology hopes to provide enhanced information to the pilot on the status of the oil leak and provide a decision support tool to aid the pilot in taking appropriate action before it adversely affects the flight or the aircraft. Yet, to determine the requirements of such information and its place within the flight deck alongside all other current functionalities, the functions of the current system need to be assessed and any short comings addressed. Therefore, the work conducted within this paper details how selected methodologies may be able to both determine opportunities for error within the current oil management system as well as providing design recommendations for future technological developments to improve both its functional capabilities and usability during abnormal operating events such as an engine oil leak. 
Human Error

Human Factors research has identified that human error is often a misrepresented term as it does not involve the interactions of the wider emergence of system failures (Miller, 1976; Sheridan, 2008; Miranda, 2018). Instead, it has been proposed that it is not only ‘human error’ but ‘designer error’ that can lead to the poor representation of system information that can lead to failures (Banks et al., 2018; Chapanis, 1999; Stanton et al., 2010). Thus, it now understood that failures are a symptom of poor design (Demagalski et al., 2002). Despite such research, human error has continued to be cited as the main threat to flight safety, with 70-80% of incidents attributed to human error, at least in part (Shappell & Weigmann, 1997). This is, in part, due to many incidents being readily written off as being caused by human error in an over simplistic manner rather than seeking to identify the root cause of the accident or incident (Shappell & Weigmann, 2003; Plant & Stanton, 2012), which often involves multiple complexly interacting factors (Reason, 1990; Shappell & Weigmann, 1997). Simplistic views of error causation that do not allow the root cause to be realised will not lead to effective strategies to reduce the possibility for error occurring in the future. Therefore, there has been a drive to identify the other possible sources of failure within the aviation domain and propose effective mitigation strategies that target these sources (Danaher, 1980; Shappell & Weigmann, 1997; Shappell & Weigmann, 2017; Stanton et al., 2006; Stanton et al., 2009). Using methods that allow for the wider system within which failures occurs to be understood (e.g., Embery, 1986; Shappell & Weigmann, 1997; Stanton et al., 2006), has allowed for specific types of errors to be classified and for intervention methods to be assessed in their ability to eradicate such failures (Shappell & Weigmann, 2003). 

Assessing the inclusion of new technologies within the flight deck that can provide useful and usable information to the pilot is important in order to avoid introducing new opportunities for error. This includes both the type of information and its integration into the design of the flight deck. A first step in determining this is to assess the current information available to the pilot and determine if it is sufficient, if any errors currently occur and what they may be, before determining if additional information or alternative design principles may be applied. Understanding the current system and how new information may impact on it prevents any changes inadvertently adversely impacting on performance. Furthermore, it is important than any new measures do not conflict with the current processes in place. Human Error Identification (HEI) methods can assist with this.
Human Error Identification Methods
HEI techniques are a useful tool available to Human Factors researchers in identifying and predicting errors within human-computer interactions (Baber & Stanton, 1996; Stanton & Stevenage, 1998; Kirwan, 1998a; Kirwan, 1998b). Reviewing system performance and the opportunity for error in advance can be a powerful way of reviewing the interactions between all elements in a system and their interactional nature. HEI methods are also used to predict errors in advance and thus their utility is realised in the early stages of design. They can be used to determine the possible impacts of design on the performance as well as provide measures to remedy the errors and inform design principals (Baber & Stanton, 1994; Stanton et al, 2006; Stanton et al, 2013). 

HEI methods are often theoretical and compartmentalise performance to seek out the opportunity for errors in a hypothetical manner, without any events taking place and are therefore often critiqued for their lack of validity due to the amount of subjective judgement that is placed on the analyst (Stanton et al, 2013). Therefore, caution is need in the interpretation of results. However, the use of experts within the analysis process has found encouraging levels of validity (Stanton et al, 2002) and this forms an important step in the error proofing of systems. 

The work presented uses two HEI methods in combination; Hierarchical Task Analysis (HTA; Annett et al., 1971; Stanton, 2006) and Systematic Human Error Reduction and Prediction Approach (SHERPA; Embery, 1986).
Hierarchical Task Analysis 

HTA involves the breaking down of task performance into its comprising goals and organising them in a hierarchy, it then breaks the goals down in to the operations that are required to achieve the goals and the plans for which the operations will take place i.e. their sequence and flow (Annett et al, 1971; Stanton, 2006). HTA is a popular HEI method and, due to it ability to decompose complex tasks its their simplest operations, it forms the initial starting point for many other more complex HEI methodologies such as the Human Error Template (HET; Stanton et al, 2006) and Task Analysis for Error Identification (TAFEI; Barber & Stanton, 1994). HTA will be used to determine all current tasks required to manage a suspected oil leak. From this, the goals of the pilot and the operations within the system will be determined. The next step is then to predict the errors that may occur and how solutions can be proposed. This will utilise SHERPA. 
Systematic Human Error Reduction and Prediction Approach 

SHERPA is a HEI technique that can determine possible errors in the current system, classify their likelihood and criticality before determining possible remedial measures that can be developed to prevent the errors from occurring in the future. This works on the assumption that errors are not unpredictable, but that you can readily assess an individuals’ behaviour within a system and predict the errors that might occur. 

Stanton et al (2002) presented the validity and reliability of SHERPA in the aviation domain. They conducted an inter-rater reliability assessment over a period of 4 weeks and found that aviation novices could apply the method with relative ease and to an acceptable level of performance when compared to airline pilots. Thus, motivating its use by Human Factors researchers in the domain alongside others who found evidence for its concurrent validity (Stanton & Stevenage, 1998) and error predicting abilities (Stanton & Baber, 2002). There is some critique of the SHERPA method, however, by those who comment that other methods such as Human Error Template (HET; Marshall et al., 2003; Stanton et al., 2006) outperforms other error prediction methods due to its increased level of accuracy and ease of application (Stanton et al., 2009). The HET method is a flight deck certification tool, so it does not seek to reduce errors and provide remedial measures in the same way that SHERPA does. Harris et al (2005) argues that the SHERPA is the best human error identification tool to use in the aviation domain to inform design requirements to reduce the opportunity for errors to arise and thus improve flight safety. 

Combining HEI methods
The use of HTA and SHERPA in combination is useful in assessing all possible causes that can be attributed to error within a system by identifying all tasks that comprise a system goal using the HTA. The SHERPA can then identify how errors resulting from these tasks come about, to inform novel countermeasures. This has been applied in the medical domain to attempt to identify how errors that have traditionally been blamed on the nurse (the individual within the system) are actually due to the failings of multiple elements in the system outside of the individuals’ control (Lane et al., 2006). Applying a SHERPA allowed Lane et al (2006) to classify the errors identified in the system to the elements that enable the errors to occur, systemic measures to counter the errors could then be implemented. This demonstrated how the over simplified approach to attributing errors to individuals needs to be over ruled with effective methods that allow for more efficient countermeasures that target all possible causes of the incident, instead of solely focusing on the individual (Lane et al., 2006). 

It is the aim of this research to apply the HTA and SHERPA methodologies to attempt to identify all possible errors that may occur within the current system surrounding aircraft engine oil leak management, using input from commercial pilots. This will seek to determine remedial measures that can inform design requirements that utilise the end-users’ perspective to encourage user-centred design early on in the design life cycle. 

Method
To predict the errors that could be made by pilots when responding to, and managing a suspected oil leak, all of the subtasks that comprise this main task need to be first identified. The HTA was used to identify all the subtasks that are involved in effectively responding to a suspected oil leak (normative behaviour). The SHERPA was then applied to identify all possible errors that could occur within each of the tasks (non-normative behaviour). Subsequently, measures that can be put in place to remedy the errors could then be proposed. 
Hierarchical Task Analysis

To accurately determine the hierarchical nature of all the subtasks involved in managing the oil leak scenario, interviews were conducted with airline pilots, the representative human users of the current system. They could therefore provide accurate information on the tasks involved in responding to a possible oil leak, as defined in a scenario. The HTA is included in full as an online resource and referred to in the text. 
Participants

Six pilots (2 female, 4 male) with an Airline Transport Pilot License (ATPL) or Commercial Pilot License (CPL) for fixed wing aircraft were interviewed. After six pilots were interviewed a point of saturation in the data collection had occurred whereby no new information was generated, therefore this was deemed the cut off for the number of participants required for the analysis. Participants ranged in age from 26-35years (M=30.17, SD=3.02). On average, they had 3692 hours of flight experience (range=2900-4500, SD=635) and 8.08 years of experience since obtaining their pilots license (range=5.5-10years, SD=1.74). Each pilot was reimbursed for their time spent conducting the study and any travel expenses incurred. This research was approved by the University of Southampton’s Ethical and Research Governance Office (ERGO ID: 40619). Informed consent was obtained from each participant.
Interviews
The Schema Action World Research Methodology (SWARM) interview methodology (Plant & Stanton, 2016) was used to conduct the interviews with the pilots. This method has been constructed within the aviation domain to capture the decision-making processes of pilots (Plant & Stanton, 2016). It provides extensive cognitive probes that aim to capture the perceptual model that the pilot applies when making decisions, incorporating the influence of schema, world and action elements of the perceptual cycle model (PCM; Neisser, 1976). While the cognitive probes in the original SWARM method are extensive, Plant and Stanton (2016) advise on adapting the prompts used to the nature or the interview and its aims. Therefore, the cognitive prompts that were required were reviewed and a total 37 prompts were posed to participants in the interviews. The prompts were asked in response to the follow scenario:

“An incomplete maintenance action has resulted in an oil leak in the aircraft engine during flight. Currently how would you be informed of an oil leak and how would you respond?”
Example prompts include:

System monitoring prompt:

1. What would you be looking at (observing or checking) on the technological system during the scenario? (e.g. secondary display)

Communication information prompt:

2. Would you require information from others? (who would you communicate to? How would this assist you?)

Severity of problem prompt:

3. What information would you use to assess the severity of the problem?

The scenario was kept brief and open ended to allow the pilot to interpret it in the context of their own experience. From this, the researchers could probe into the specific tasks that pilots carry out when responding to a possible oil leak during flight. The interviews were audio recorded and transcribed by the researchers. The transcriptions provided the data that informed the development of the HTA. 
The HTA was constructed using the method detailed by Huddlestone and Stanton (2016) that strives to simplify the representations of the HTA and enhance its usability. Using this methodology, the plans detailing how the tasks sequentially occur can be easily read on the HTA. This is instead of presenting them separately which can increase the cognitive load of the individual reading the task hierarchy, especially where tasks are complexly integrated (Huddlestone & Stanton, 2016). As the goal in the oil leak scenario may produce a complex hierarchy of required tasks, the simplified representation of the HTA detailed in Huddlestone and Stanton (2016) was utilised to facilitate ease of reading within this analysis. 
The same researchers who conducted the interviews also drew up the initial HTA from the interview transcripts. This was then assessed by a Human Factors expert with over 30 years of experience who was highly proficient in the HTA methodology. Finally, the HTA was reviewed by an airline pilot who also had knowledge of the HTA methodology to confirm that their intended actions had been captured accurately. This pilot subject matter expert (SME) was separate from those used in the SWARM interview procedure and had 10 years of piloting experience. 
SHERPA 
Once the HTA had been constructed, error prediction analysis using the task hierarchy was conducted. The SHERPA error taxonomy was applied to each of the lower level tasks in the hierarchy to predict the errors that could occur as a result of each one. These errors were then classified as one of the following: action, checking, retrieval, communication or selection errors. Within these categories, the errors were further categorised into different classifications of errors e.g., check omitted vs. check mistimed. The likelihood and criticality of each error was then reviewed. ‘Low’ likelihood referred to those which would never or very rarely occur, ‘medium’ likelihood reflected errors that were possible and had previously occurred and ‘high’ likelihood were those which frequently occurred. For the criticality ratings, ‘low’ criticality were errors that posed no threat to life or injury, ‘medium’ criticality errors were those which had the possibility of leading to injury or damage and ‘high’ criticality were those errors which held a risk to life or serious injury. The pilot SME that reviewed the HTA also reviewed the likelihood and criticality ratings for each of the errors to establish their face validity.
Lastly, possible remedial measures that could prevent the error from occurring (or reduce the consequences) were proposed. In line with the aims of this research, remedial measures were required that could be integrated into the design of cockpit interfaces to support effective decision making by the pilot in response to a possible oil leak in the aircraft engine. Again, the researchers who conducted the interviews and the HTA conducted the SHERPA as they understood the complexities of the scenario. The assistance of the Human Factors expert was called upon to assist in reviewing the outcomes of the SHERPA after it had been conducted.
Results

Interviews with the six airline pilots were analysed. Only six interviews were conducted due to the point of data saturation being reached. Due to the rigorous training that airline pilots undergo and the inclusion of the oil leak scenario into the regular training courses that pilots must complete, it is unsurprising that their responses were very similar. Deviation from key protocols and procedures can result in very serious consequences and therefore the similarities across the pilots’ responses was reassuring. 

Hierarchical Task Analysis

The HTA of the pilots’ response to the oil leak scenario is shown in Figure 1, with all the tasks that comprised the HTA listed in Appendix 1. The HTA should be read sequentially. All tasks connected to each other horizontally occur sequentially (Huddlestone & Stanton, 2016). Where the tasks require a plan to determine the sequencing of the task, this plan is noted in an oval shape that links the tasks. Tasks with a line underneath them are at the bottom of the hierarchy and do not require any further description (Stanton, 2006). It is these tasks for which the errors are predicted, in accordance with the SHERPA methodology. [image: image1.png]0. Manage a suspected engine ol leak
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Figure 1. Section of the HTA for the oil leak scenario. The full HTA is available as an online resource.
The top-level goal (0) in the hierarchy is “Manage a suspected engine oil leak”, matching the scenario presented to the pilots in the interview. It was reported by the pilots that they check the oil level occasionally throughout the flight as a part of the normal operating procedures. They noted that this was only occasional and not something that they were required to check on a regular basis. However, it is through these checks that they may, under current processes, be expected to first identify an oil leak. The processes involved in these occasional checks are detailed under Task 1 of the HTA, the checks include the oil level, pressure and temperature as these are the oil characteristics that can be found within the flight deck. The noting of any expectancies that may indicate a leak is shown in task 1.5.
Task 2 in the HTA (Figure 1) reflects the incident when the oil warning signal alarms which strives to draw the pilots’ attention to the occurrence of an oil leak if it not noticed through their standard checks. This is a simple task that requires the pilot to acknowledge the warning light and recognise what it is informing them. It was identified through the interviews that when the pilot is alerted to the oil leak it is only suspected until they validate that the warning is not spurious and the oil leak is actually occurring. Bliss (2003) found that 28% of all alarms reported in the Aviation Safety Reporting System (ASRS) database were false alarms, which is a substantial number. This is an issue as it can lead to mistrust in the alarm systems (Sorkin, 1998). It is therefore important that the pilot first determines if it is an erroneous warning or if there is something more serious happening. Regardless of the validity of the signal the pilot must respond to this signal and review the oil system information page within the flight deck to determine the significance of the oil leak. To do this they will need to go to the oil page of their flight display and check for the oil leak by trending the oil data that they have available to them here. They can also check other sources of information for the possibility of an oil leak to confirm the warning signal, including looking out of the window or contacting cabin crew and asking them to look out the window. The pilot currently does this by hand, recording and calculating oil levels over time. They must then take action, which varies depending on what they have identified in the previous steps. If the warning signal is found not to be valid the action is simply to hide the warning signal. Note that it cannot be cancelled but the signal sensitivity should be reviewed once on the ground. The other actions under Task 3.4 in Figure 1 relates to response to a valid warning and thus an oil leak within the engine.
There are 3 different response pathways shown under Task 3.4 (see Figure 2), which are selected based on the information they have received. These alternative pathways are shown by the rounded boxes. If the pilot suspects that the signal is spurious, the warning should be ignored and hidden as noted by Task 3.4.3. Yet, if the warning is found to be valid, and there is an oil leak then further action is required. The criticality of the leak is dependent on the level of oil that is remaining relative the operational limits of the aircraft engine, as stated in the pilots’ Quick Reference Handbook (QRH). If the oil level is above the minimum levels for operation, the option available to the pilot is to reduce the throttle and limit the demand on the engine (Task 3.4.1). They would then need to continue checking the oil temperature/pressure and determine the possibility of reaching their intended destination. Yet, if the oil is not within acceptable limits and it has passed the minimum level for operation they will need to immediately shut the engine down to prevent oil starvation (Task 3.4.2). 
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Figure 2. Section of the HTA showing Task 3.4 and its subtasks.
SHERPA

To conduct the SHERPA, the bottom level tasks of the HTA were used and the errors that could occur when completing each of these tasks were categorised into the SHERPA error taxonomy (Embrey, 1986; Stanton et al., 2013). The frequency of each of the error categories in the hierarchy and the sub-categories within these are presented in Table 1. 
Table 1. Frequency of error types from the SHERPA. 

	Error categories
	Error sub-categories
	Errors (n)

	Action
	Operation too long/short (A1)
	0

	
	Operation mistimed (A2)
	0

	
	Operation in the wrong direction (A3)
	11

	
	Operation too much/too little (A4)
	3

	
	Misalign (A5)
	0

	
	Right operation on wrong object (A6)
	4

	
	Wrong operation on the right object (A7)
	1

	
	Action omitted (A8)
	17

	
	Operation incomplete (A9)
	0

	
	Wrong operation on wrong object (A10)
	0

	
	Total
	36

	
	Check omitted (C1)
	12

	
	Check incomplete (C2)
	2

	
	Right check on the wrong object (C3)
	12

	
	Wrong check on the right object (C4)
	1

	
	Check mistimed (C5)
	0

	
	Wrong check on wrong object (C6)
	0

	
	Total
	27

	Selection
	Selection omitted (S1)
	0

	
	Wrong selection made (S2)
	1

	
	Total
	1

	Communication
	Information not communicated (I1)
	2

	
	Wrong information communicated (I2)
	10

	
	Information communication incomplete (I3)
	2

	
	Total
	14

	Retrieval 
	Information not obtained (R1)
	9

	
	Wrong information obtained (R2)
	19

	
	Information retrieval not complete (R3)
	2

	
	Total
	30

	Total
	
	108


A total of 108 possible errors were identified (see Table 2). The most common error category was action errors with a total of 36, one third of the total errors. Although, the most common specific error type was retrieval error R2: Wrong information obtained (19 errors). This reflects tasks where individuals seek to obtain information but actually obtain the wrong information. In relation to the oil leak scenario, the majority of these errors relate to the possibility that pilots may receive information on the level of the oil or the oil pressure that may not be correct. The second most common error is action error A8: Action omitted (17 errors). These represent the action tasks the pilots may not do that can lead to errors. These include tasks such as going to the oil page, noting down the oil level/pressure, calculating the oil required and even switching off the engine when required. Failure to conduct these tasks represent a decreased likelihood of identifying the oil leak and therefore responding adequately to preserve the engine. Other common errors include the checking error (C1): Check omitted (12 errors). This relates to tasks that require a check and can result in an error if that check is not made. Within the scenario the omitted checks include a failure to check the oil levels or to do the necessary checks related to the flight plan in the event of an oil leak that is increasing in criticality. A3 relates to the action of comparing the oil level/temperature/pressure to the limits which were incorrect.  While there were many errors that were not found to occur at all (i.e., A1, A2, A5, A9, A10, C5, C6, S1), the least common error type that was identified was a selection errors, where there was only one possible error identified. This is categorised as a wrong selection error (S2) which was thought to be possible if the pilot was to select the wrong button when selecting to cancel the warning signal. 
Some amendments to the criticality of the errors were recommended by the pilot. These included changing the criticality of moving the thrust lever incorrectly to medium instead of high criticality. Failure to check weather and runway length were altered to medium criticality rather than low as the analysers initially identified, due to impact on the flight with the potentially lowered thrust e.g., for circumstances like wind shear and the possibility of runway over run. The final frequency of the errors classified by their likelihood and criticality are shown in Table 2. 
Table 2. The frequency of error likelihood and criticality ratings.

	Criticality
	Likelihood

	
	Low
	Medium
	High

	Low
	43
	7
	1

	Medium
	47
	2
	0

	High
	6
	0
	0


Within SHERPA analysis, errors that are classified as low criticality and of low likelihood are ignored in favour of focusing on those which are more likely and have an element of criticality that could prove the event to be risky. Within this SHERPA low criticality and low likelihood were the second most common error ratings (43 errors). The most common error rating was of low likelihood but medium criticality (47 errors). These reflect errors that are not frequent in their occurrence due to the competence of the pilot, but if they do occur then they have some consequences to the safety of the flight that would need to be responded to by the pilot. There are no highly likely and highly critical errors which would suggest some very serious challenges within the current system. There were, however, six highly critical yet low likelihood errors. These related to the possibility that pilots may not notice the oil warning or they may not appropriately respond to the oil leak, both of which could lead to possible oil starvation in the aircraft engine. This could, in turn, lead to an engine failure which is highly critical and associated possible loss of life. There was only one highly likely but low criticality error which was the possibility that the pilot may not contact the cabin crew to ask them to check out of the window for signs of an oil leak. It was identified in the interviews with pilots that this may be a task that was not always conducted, although the criticality was rated as low because of the other sources of information that pilots have available to them to identify the oil leak and its severity. The two medium likelihood and medium criticality failures relate to the insufficient trending of information for adequate decisions to be made. Further detail on the possible errors that could occur within the likelihood and criticality categorisations are shown in Table 3.
Table 3. Table listing the key errors identified in the SHERPA categorised by their likelihood and criticality.
	Criticality
	Likelihood

	
	Low
	Medium
	High

	Low
	N/A
	•Oil levels reduce more quickly than expected

•Oil level is wrong

•Fail to note down accurate oil level

•Do not look out the window
	•Do not contact cabin crew to inform on engine status (e.g., check for smoke)

	Medium
	•Fail to check the wrong oil parameters

•Fail to check the oil page

•Do not trend oil frequently enough 

•Check oil parameters on the wrong limits

•Do not compare oil levels to limits

•Cancel oil warning based on the wrong information

•Use the wrong parameters to determine in warning is valid

•Do not calculate oil required to reach destination

•Wrongly calculate oil required

•Check the oil required for the wrong alternative destination

•Do not check emergency facilities at diversion airport

•Do not know oil remaining on other engine after engine shut down

•Do not know remaining oil once leak has been detected

•Remaining oil level is inaccurate once leak has been detected 
	•Do not complete trend of oil leak to sufficient degree
	0

	High
	• Do not look at oil warning

• Do not recognise warning as oil leak

•Move lever in wrong direction when throttling down to save oil

•Do not switch off the engine/switch off the wrong engine when oil limits reached

•Do not contact ATC when making divert
	0
	0


Only errors that were not classified as low on both likelihood and criticality ratings were focused on in the development of remedial design measures. The SHERPA allowed each of the errors identified to be considered and ideas for remedying them could be explored, determining countermeasures that utilise the interface design and its communication of information to the pilot within cockpit. While it was evident that a total of 108 errors were identified, 19 key errors were apparent that occurred frequently and lead to possible critical circumstances for which elements of the cockpit design could prevent from occurring. These are presented in Table 4. 
Table 4. List of the key errors that were identified in the SHERPA and design based remedies that could be applied within the cockpit interface. 
	Error failure
	Remedial measure

	1. Failure to check oil page occasionally as part of SOP
	Prompts to check oil on computerised checklist that direct the pilot; increase saliency of the display

	2. Fail to read oil level/temperature/pressure correctly
	Visual representation of oil level/temperature/pressure above threshold level (bar display)

	3. Fail to compare oil level/temperature/pressure to correct limits
	Bring up current oil level/temperature/pressure (bar display) with historic and predicted oil levels (graph display)

	4. Fail to notice warning signal
	Make warning more salient, escalation of warning 

	5. Fail to recognise warning as oil leak and check correct information
	Highlight area associated with the warning

	6. Fail to correctly trend oil temperature/pressure
	Automatically trend current and predicted oil pressure on graphical display 

	7. Fail to compare oil parameters to limits correctly
	 Automatically trend current and predicted oil on graphical display including a 'limit' line

	8. Fail to use other information sources to check for oil leak
	Prompts to check evidence of oil leak external to the aircraft on computerised checklist, 

	9. Fail to check the correct engine
	Check list directs to the side the engine oil leak is occurring on

	10. Fail to use other information sources to check for oil leak
	Prompts to contact the cabin crew and check for evidence of oil leak external to the aircraft on computerised checklist

	11. Fail to move the throttle leaver correctly
	Display indication to show leaver and level/direction to move it in

	12. Fail to adjust calculation of trend for remaining flight
	Automatically trend current and predicted oil parameters in response to updated flight parameters (e.g., throttle)

	13. Fail to correctly check distance to alternative destinations
	Highlight area associated with alternative destinations on FMC

	14. Fail to check emergency facilities/maintenance facilities/weather correctly
	Include up to date maintenance facilities/emergency facilities/weather on FMC/nav display and highlight area associated 

	15. Fail to check runway length correctly
	Include up to date emergency facilities on FMC/nav display and highlight area associated 

	16. Fail to check runway length correctly
	Highlight area associated with runway length on FMC

	17. Fail to switch engine off at correct time
	Add to computerised checklist

	18. Fail to contact Air traffic control
	Auto dial air traffic control 

	19. Fail to correctly choose to hide warning signal
	Highlight area associated with the warning


The remedies to the errors identified in Table 4 highlight possible design ideas that could be implemented within future flight deck interface design. The benefits of which could reduce the potential number or errors made when responding to a suspected oil leak. The remedial measures were reviewed with an experienced SME pilot (over ten years of flight experience) with a strong Human Factors background who had an understanding of the methods used. They made few changes to the measures themselves but credited those suggested by the pilots during the SHERPA.
Discussion
This paper has presented the methodology used to attempt to identify possible errors in the current tasks that pilots conduct when managing a suspected oil leak within an aircraft engine, as well as providing ways through which design may be able to prevent the errors from occurring in the future. This has utilised data from commercial airline pilots who would be exposed to such events and have to respond appropriately. The HTA method identified all tasks and subtasks involved in responding to the scenario. From this, the SHERPA identified possible errors that were then classified and categorised on their likelihood and criticality before developing remedial measures for those which could be targeted through interface design. Ultimately, this analysis has provided an initial starting point for identifying the potential for future design concepts that can assist the pilots’ response to engine events such as oil leaks, with the ability to offer a user-centred design perspective through incorporating pilots within the research process. 
SHERPA has previously been supported in its application to the aviation domain in facilitating design that minimises the opportunity for errors to occur (Harris et al., 2005). It has also demonstrated high levels of reliability and validity (Stanton et al., 2002). Within this study, SHERPA identified the prevalence of a number of possible errors that could arise from the pilots’ response to a suspected engine oil leak. The type and prevalence of these errors were important to recognise in order to determine the possible design recommendations that could be made for improved response to an engine event. While a large number of the errors identified were not highly likely or highly critical it is still important to consider how the design of a system may be able to reduce the possibility of errors that hold some potential to induce adverse safety effects on the flight. 
It was stated at the beginning of this paper that the notion of human/pilot error has been considered misleading and inaccurate within the Human Factors domain (Stanton et al., 2010). Rather than highlighting pilot error, it is thought that design induced failures may be a more adequate explanation of the events that occur as a result of inadequate information presentation to the pilot that then results in efficiencies within the system (Miller, 1976; Stanton & Baber, 2002; Stanton et al., 2010). While SHERPA is a method which actively seeks to explore the possibility for error and the types of error modes that are possible within a system by focusing on the role of the individual, it is also able to suggest how other actors may be able to prevent the system from generating events that place the human in a position to make such errors (Lane et al., 2006). Therefore, it can be argued that the SHERPA is able to demonstrate the relationship between what are perceived to be human errors and design induced failures. Within this analysis it was identified that a large number of action errors were prevalent in the predictions made by the SHERPA. It was found that there were many opportunities for omitted actions, or events that the pilot may not conduct. Technology has evolved and future devices could be available for integration into the flight deck that could eradicate such errors. For example, providing prompts to the pilot to take action, highlighting prioritised areas on the display or alternatively automatically generate the information itself, such as providing trend graphs of available oil. The integration of these design features holds much potential in improving the availability of information to prevent errors identified within the SHERPA as arising from pilot failure, through enhanced interfaces that also can also be held responsible for failures.
The errors identified in the SHERPA that note the failures of the pilot in acting, checking, communicating, selecting or retrieving information suggest a large role of human error within this system. Taking such a perspective on error classifications matches other reports that highlight the substantial role of human error in aviation accidents. In a review of commercial passenger aviation accidents between 1990-2006, Oster et al (2010) identified and classified a range of different errors that led to the occurrence of incidents and fatalities. Alongside previous research (Shappell & Weigmann, 1997), human error was identified as the largest source of aviation fatalities, with the review detailing a 70% share of all accidents (Oster et al., 2010). Yet, the remedial measures identified in Table 4 suggest an array of different methods that could reduce the possibility for error through utilising design principals and enhanced interface technologies. This therefore demonstrates the responsibility that interface design has on maintaining a systems’ safety. The ability for the technological interfaces in the cockpit to induce error is further supported by the errors identified as retrieval errors and concerned errors residing within the oil system itself that meant that the wrong information was obtained and/or communicated from the system, e.g., the oil pressure is wrongly presented. Interestingly, this was the most frequent individual source of error within the SHERPA analysis with 19 errors. Thus, highlighting the need for adequate information to be presented to the pilot in order for appropriate actions to be taken.
The remedial measures to some of the key errors identified in this analysis (Table 4) suggest ways in which the future design of the flight deck instrumentation may be able to minimise the prevalence of the identified errors in the SHERPA. Ultimately, this entails providing better information to the pilot in a more efficient manner and at a point early enough for appropriate action to be taken by the flight crew to minimise disruption to the flight and the overall health of the aircraft. This has obvious benefits to all industrial partners involved. In cases such as those noted by the ATSB (2012;2017), where the pilot shut down an engine to minimise oil leakage and divert to a nearby airport, early information on the state of the oil leak and its severity in contrast to the limits of the aircraft may have led to mitigation strategies (e.g., throttling down the engine to preserve the oil) that could have saved the airline and maintenance companies resources that were spent on the event. The introduction of Human Factors methodologies to inform design principles in response to the short comings of current systems should therefore be considered highly important by those in the aviation industry. 
There are, however, limitations to the methodology presented. The outputs are largely dependant on the subjective judgements of a limited pool of pilots and therefore should be interpreted with some level of caution. There may be other solutions or errors that could not be foreseen within the parameters of this study. Pilots were asked to consider the engine oil leak scenario in isolation from other events within the cockpit that may occur in parallel with the oil leak scenario and this will need to be considered in the future stages of the development of the remedial measures proposed. With all HEI tools, the error predictions are hypothetical and only proposed, their validity can only be realised in the real world, or in carefully created simulations. The utility of the methods is to begin understanding the types of errors that occur and protecting the system from their occurrence as quickly as possible, but as pressures on the system change, the errors need to be reviewed as the system develops. 
Further work should look to identify how the remedial measures identified from the SHERPA can be implemented and integrated into the design of the flight deck. Design workshops with functional diagram representation should be the focus of the next steps in the design lifecycle, with continued input from Human Factors specialists alongside input from SMEs within the industry. It would also be of interest to determine how the method could be used for operational purposes such that the tasks required of pilots are streamlined and well matched to the technological capability of the cockpit as it develops. 
Conclusion

The work presented within this paper has identified the value in applying HEI methodologies to the assessment of current processes in the flight deck when determining the potential for novel technological implementation, and the design thereof. Focusing on an oil leak scenario, a HTA showed all possible tasks involved in the response to the scenario that was formed from pilot interviews to gain a users’ perspective on the current systems functionalities and their decision making process. This was then utilised to inform a SHERPA that predicted the errors that could emerge from the current functioning of the system as well as ways in which these errors could be remedied through the application of design principles. This highlights the importance of adequate design principles in facilitating safety within a system and moving away from the misunderstandings imposed by attributing error to the human in the system. Remedial measures proposed the implementation of novel interface designs that could be integrated with the development of technology in the flight deck. Future work should seek to determine the applicability of the remedial measures identified through further correspondence with pilots and their inclusion with the design process. 
Key points

· A Hierarchical Task Analysis was conducted to show all possible tasks involved in dealing with an engine oil leak. 

· Six commercial airline pilot interviews were conducted to gain a users’ perspective on the current systems functionalities and their decision making process.

· A Systematic Human Error Reduction and Prediction Approach analysis was performed and identified 108 possible errors that flight crews may make when dealing with an engine oil leak

· A number of remedial measures have been identified to help overcome some of the most common possible errors
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Appendix 1. Task list containing all tasks at the bottom of the HTA used for the SHERPA 

	Task
	Task name

	1.1
	Occasionally go to oil page

	1.2.1
	Read oil levels

	1.2.2
	Note oil level

	1.2.3.
	Compare oil level to limit

	1.3.1
	Read oil pressure

	1.3.2
	Note oil pressure

	1.3.3.
	Compare oil pressure to limit

	1.4.1
	Read oil temperature

	1.4.2
	Note oil temperature

	1.4.3
	Compare oil temperature to limit

	1.5
	Note any unexpected oil parameters 

	2.1
	Look at visual warning 

	2.2
	Recognise warning refers to oil leak

	3.1
	Go to oil page

	3.2.1
	Calculate trend in oil temperature

	3.2.2
	Calculate trend in oil pressure

	3.2.3
	Compare oil parameters to limits

	3.3.1
	Look out the window for possible disruption to engine

	3.3.2
	Receive information from cabin crew

	3.4.1.1
	Move THR lever X to idle

	3.4.1.2
	Adjust calculation of trend for remaining flight

	3.4.1.3.1.1
	Check distance to possible alternative destinations

	3.4.1.3.1.2
	Check maintenance facilities at possible alternative destinations

	3.4.1.3.1.3
	Check emergency facilities at possible alternative destinations

	3.4.1.3.1.4
	Check weather possible at alternative destinations

	3.4.1.3.1.5
	Check runway length at possible alternative destinations

	3.4.1.3.1.6
	Check approach type at possible alternative destinations

	3.4.1.3.1.7
	Contact air traffic control

	3.4.1.3.2.1
	Read oil levels

	3.4.1.3.2.2
	Note oil level

	3.4.1.3.2.3
	Compare oil level to limit

	3.4.1.3.3.1
	Read oil pressure

	3.4.1.3.3.2
	Note oil pressure

	3.4.1.3.3.3
	Compare oil pressure to limit

	3.4.1.3.4.1
	Read oil temperature

	3.4.1.3.4.2
	Note oil temperature

	3.4.1.3.4.3
	Compare oil temperature to limit

	3.4.2.1
	Switch engine X master off

	3.4.2.2.1.1
	Read oil levels

	3.4.2.2.1.2
	Note oil level

	3.4.2.2.1.3
	Compare oil level to limit

	3.4.2.2.2.1
	Read oil pressure

	3.4.2.2.2.2
	Note oil pressure

	3.4.2.2.2.3
	Compare oil pressure to limit

	3.4.2.2.3.1
	Read oil temperature

	3.4.2.2.3.2
	Note oil temperature

	3.4.2.2.3.3
	Compare oil temperature to limit

	3.4.2.3.1
	Check distance to possible alternative destinations

	3.4.3.2.2
	Check maintenance facilities at possible alternative destinations

	3.4.3.2.3
	Check emergency facilities at possible alternative destinations

	3.4.3.2.4
	Check weather possible at alternative destinations

	3.4.3.2.5
	Check runway length at possible alternative destinations

	3.4.3.2.6
	Check approach type at possible alternative destinations

	3.4.3.2.7
	Contact air traffic control

	3.4.3
	Hide warning signal
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