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Abstract

Objective—We investigated the effects of exogenous oxytocin on trust, compliance, and team 

decision making with agents varying in anthropomorphism (computer, avatar, human) and 

reliability (100%, 50%).

Background—Recent work has explored psychological similarities in how we trust human-like 

automation compared to how we trust other humans. Exogenous administration of oxytocin, a 

neuropeptide associated with trust among humans, offers a unique opportunity to probe the 

anthropomorphism continuum of automation to infer when agents are trusted like another human 

or merely a machine.

Method—Eighty-four healthy male participants collaborated with automated agents varying in 

anthropomorphism that provided recommendations in a pattern recognition task.

Results—Under placebo, participants exhibited less trust and compliance with automated aids as 

the anthropomorphism of those aids increased. Under oxytocin, participants interacted with aids 

on the extremes of the anthropomorphism continuum similarly to placebos, but increased their 

trust, compliance, and performance with the avatar, an agent on the midpoint of the 

anthropomorphism continuum.
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Conclusion—This study provided the first evidence that administration of exogenous oxytocin 

affected trust, compliance, and team decision making with automated agents. These effects 

provide support for the premise that oxytocin increases affinity for social stimuli in automated 

aids.

Application—Designing automation to mimic basic human characteristics is sufficient to elicit 

behavioral trust outcomes that are driven by neurological processes typically observed in human-

human interactions. Designers of automated systems should consider the task, the individual, and 

the level of anthropomorphism to achieve the desired outcome.

Keywords
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Once devoted solely to sensing and mechanical actions (Sheridan & Verplank, 1978), 

automated systems routinely carry out complex information processing and decision-making 

functions (Parasuraman, Sheridan, & Wickens, 2000, 2008). Many robotic agents are now 

specifically designed to imitate human behavior and to take advantage of the human 

tendency to anthropomorphize and ascribe intentionality to inanimate agents (Epley, Waytz, 

& Cacioppo, 2007). These systems listen, talk, express emotion, and otherwise interact with 

human users in apparently intelligent ways. Capitalizing on the human tendency to 

anthropomorphize may be an efficient and effective way to enable long-term bonds between 

humans and human-like automated virtual agents (Kurzweil, 2005; Nof, 2009). In some 

cases, a human-like interaction partner might be more effective than a purely human one: 

virtual therapists, for example, are sometimes more successful in soliciting disclosure from 

patients than their human counterparts (Lucas, Gratch, King, & Morency, 2014). In other 

cases, developments in machine learning may give rise to more advanced personal assistants 

included in mobile firmware or our homes (e.g., Apple Siri, Android Cortana, or Amazon 

Echo). Virtual interaction partners may also become necessary in scenarios with limited 

human habitability, such as in Antarctic winter-over missions or in long-duration space flight 

to Mars (Sandal, Leon, & Palinkas, 2006; Wu et al., 2015). Greater dependency on these 

agents may stimulate deeper forms of trust that resemble those experienced in long-term 

intimate relationships between humans (Bickmore & Cassell, 2001; Cassell & Bickmore, 

2003; Gratch, Wang, Gerten, Fast, & Duffy, 2007; Qiu & Benbasat, 2010; Traum, Rickel, 

Gratch, & Marsella, 2003). As the nature of human-machine social interaction becomes 

more complex, a greater understanding of the role of machine anthropomorphism is needed 

(de Visser et al., 2012, 2016; Pak, Fink, Price, Bass, & Sturre, 2012; Pak, McLaughlin, & 

Bass, 2014).

Early work on human-computer interaction demonstrated that people readily apply social 

norms to non-human interaction partners if those agents exhibit human characteristics (Nass, 

Fogg, & Moon, 1996; Nass, Steuer, & Tauber, 1994). Recent research has expanded on this 

paradigm, finding that more salient human characteristics in automation (e.g., appearance, 

background story, observable behavior, etiquette) are associated with a tendency to treat that 

automation like another human (Hayes & Miller, 2011; Parasuraman & Miller, 2004). For 

example, human-like automation seems to resist breakdowns in trust, having greater trust 
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resilience than computer-like automation (de Visser et al., 2012, 2016; Madhavan, 

Wiegmann, & Lacson, 2006). A theoretical explanation for this result is that people activate 

different schemas for humans compared to automation (Madhavan & Wiegmann, 2007). For 

example, humans are typically expected to be fallible and, as a result, are forgiven more 

easily than automated systems when mistakes are made (Madhavan & Wiegmann, 2007). 

Thus, automation designed to mimic human characteristics seems to inherit certain effects 

typically observed among real humans. Despite these differences found for agents varying in 

anthropomorphism, it is not clear where the level becomes sufficient for people to perceive 

automated agents as if they are human (Nass & Moon, 2000; Nass et al., 1994). It is possible 

that there is a threshold at which people categorically switch their attitudes, intentions, and 

behaviors towards non-human agents (Blascovich et al., 2002; Dennett, 1989; Wiese, 

Wykowska, Zwickel, & Müller, 2012). To better support longer-term interactions with 

human-like automated agents, it will be important to understand how perceptions of 

anthropomorphism affect trust in those agents.

Forming social bonds with other agents involves processes of motivation, interpreting social 

information, and creation of social memories. A fundamental driver of this social bonding 

process is oxytocin. Oxytocin is a hormone and neurotransmitter that mediates social 

cognition and pro-social behaviors in humans (Kosfeld, Heinrichs, Zak, Fischbacher, & 

Fehr, 2005; Meyer-Lindenberg, Domes, Kirsch, & Heinrichs, 2011; Zak, Kurzban, & 

Matzner, 2004, 2005). Spawning a decade of cognitive social neuroscience research with 

oxytocin, several studies reported the trust-enhancing effect of oxytocin (Kosfeld et al., 

2005; Zak et al., 2004, 2005), apparent in a two-person economic investment game paradigm 

(Berg, Dickhaut, & McCabe, 1995), was absent when a human participant interacted with a 

computer, that simulated a lottery. Kosfeld et al’s comparison between social and non-social 

agents—between a human and a computer—is a binary representation of context that has 

been adopted by the majority of oxytocin researchers to date (Bartz, Zaki, Bolger, & 

Ochsner, 2011; Bethlehem, Baron-Cohen, van Honk, Auyeung, & Bos, 2014; Carter, 2014; 

Kanat, Heinrichs, & Domes, 2014). Rather than depict context dichotomously, a more 

nuanced approach is adopted in the current study consistent with recent research on 

automation anthropomorphism that manipulates social context with greater granularity (de 

Visser et al., 2016; Pak et al., 2012, 2014; Wiese et al., 2012). Under this design, oxytocin 

can be used as a drug probe to help determine the number and type of anthropomorphic 

features that are required to elicit the known biological effect of the peptide. For automated 

agents of sufficient anthropomorphism, exogenous administration of oxytocin should trigger 

an increase in outcomes related to social bonding. Various mechanisms have been proposed 

to explain how oxytocin affects social bonding including increased affiliative motivation, 

increased salience towards social stimuli, or a decrease in anxiety (Bartz et al., 2011; 

Bethlehem et al., 2014; Carter, 2014; Grillon et al., 2013; Kanat et al., 2014). Our research 

question was therefore to examine if oxytocin affects a person’s perception of 

anthropomorphism and the subsequent trust, compliance, and performance during 

interaction with automated cognitive agents.

The current study investigated, for the first time, the effects of oxytocin on social 

interactions between humans and automation varying in anthropomorphism (computer, 

avatar, human). Trust, compliance, and team performance were examined in a pattern 
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recognition task in which participants were assisted by an automated aid. Synthetic oxytocin 

(or a placebo) was administered intranasally to healthy male participants in a double-blind 

between-subjects design. We hypothesized that under placebo, trust, compliance, and team 

performance would be highest when interacting with a computer, lowest when interacting 

with a human and with the assessment of the avatar agent falling between those two agents 

(de Visser et al., 2016; Madhavan et al., 2006; Madhavan & Wiegmann, 2007). In contrast, 

we predicted that oxytocin would increase trust, compliance, and team performance, but 

only for automation with a sufficient degree of anthropomorphism (i.e., the avatar or 

human). Consistent with previous studies (Kosfeld et al., 2005; Van Ijzendoorn & 

Bakermans-Kranenburg, 2012; Veening & Olivier, 2013; Zak et al., 2004, 2005), we 

expected no differences between oxytocin and placebo conditions for computer agents. In 

addition to the anthropomorphism of the automation, we manipulated its reliability, 

decreasing it from 100% to 50% halfway through the experiment. This drop-off was 

incorporated to provide greater contextual variance with regard to the appropriateness of 

compliance with automated advice, a key research issue in the collaboration between human 

and automation (Hoff & Bashir, 2015; J. Lee & See, 2004; Parasuraman & Riley, 1997). We 

chose 100% reliability to be compatible with a previous oxytocin study that distinguished 

between the dichotomous categories of reliable and unreliable human partners (Mikolajczak 

et al., 2010). We chose 50% reliability as a control condition to match the lottery condition 

typically used in oxytocin research with economic games and because automation below 

70% reliability is generally considered unreliable (Wickens & Dixon, 2007). We did not 

expect any effect of oxytocin in unreliable conditions (Mikolajczak et al., 2010).

Method

Participants

Eighty-four healthy male college students (M age = 24.2 years, SD = 2.7) from George 

Mason University (GMU) gave informed written consent and participated for financial 

compensation. The study was approved by Chesapeake and GMU Institutional Review 

Board (IRB) committees. Participants were given a starting fund of $35 at the beginning of 

the experimental task and were penalized $0.35 for every incorrect answer. This study used a 

method for oxytocin administration identical to a previous study (Goodyear et al., 2016). In 

particular, participants were excluded if they had evidence of medical or psychiatric 

disorder, used any drugs that may interact with oxytocin, had a history of hypersensitivity to 

oxytocin or vehicle, showed the presence of or history of clinically significant allergic 

rhinitis as assessed by the study physician, smoked more than 10 cigarettes per day, had a 

current or past history of drug or alcohol abuse or dependence, or had any experiences of 

trauma involving either injury or threat of injury to themselves or a close family or friend.

Forty-two participants were randomly assigned each to the placebo and oxytocin conditions. 

Forty-five minutes before the start of the experiment, participants were instructed to self-

administer a single 40-IU dose of oxytocin or placebo (Syntocinon spray, Pharmaworld, 

Zurich, Switzerland). Previous studies have used 40-IU doses in both humans and rodents 

(Born et al., 2002; Ditzen et al., 2009; Neumann, Maloumby, Beiderbeck, Lukas, & 
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Landgraf, 2013; Zak, Stanton, & Ahmadi, 2007). Upon completing the study, a physician 

checked on the well-being of each participant before they departed the experimental suite.

Stimuli and Procedure

Story stimuli—Background stories were used to establish an agent’s intent and character; 

these have been used successfully in previous research (de Visser et al., 2016; Delgado, 

Frank, & Phelps, 2005). The agent stories contained a brief life history, a paragraph about 

each agent’s personality, and a fictional excerpt of a news report about a characteristic 

behavior.

Video stimuli—Brief video clips were used to provide additional cues for an agent’s 

thinking process and to promote perceptions of agency identical to a previous study (de 

Visser et al., 2016). For the experimental task, 24 videos were created for each agent to 

suggest the process of thinking prior to providing participants with the recommendation. For 

the human condition, a male actor from the University’s theatre department was filmed. The 

actor was instructed to make various sounds and say phrases such as “let me think…” and 

“hmmm…” to simulate thinking before giving advice. The avatar agent was created using 

the online website XtraNormal (http://xtranormal.com), although the software is no longer 

publically available (some alternatives for creating avatars are nawmal.com, sitepal.com, 

getinsta3d.com, and/or livingactor.com). A standard avatar agent template was used and 

animated to say “thinking” phrases similar to those used by the human agent. The computer 

agent consisted of blinking lights compiled from separate GIF images and put in various 

orders to simulate thinking accompanied by a series of beeps.

Task—A version of the TNO Trust Task (T3) was adapted to develop a trust paradigm with 

high task uncertainty, dependency on an automated agent, and moderate financial stakes (de 

Visser et al., 2012, 2016; van Dongen & van Maanen, 2013). In the T3, participants were 

asked to discover a number pattern (1-2-3-1-2) in a sequence of numbers with the help of an 

automated aid. Each task trial was completed in a series of five steps (see Figure 1). 

Participants were first asked to select one of three numbers: 1, 2, or 3, which constituted 

their first choice. Second, a video of the agent was presented showing the aid was thinking. 

In the third step, the agent recommended a number in the sequence. After this 

recommendation was shown, participants made a final choice on selecting the number, either 

keeping their original answer or changing it. Then in the last step, the correct answer was 

shown for two seconds. After this step, the next task trial would begin, repeating this 

procedure for the next agent. Each trial lasted about 10 seconds. Participants were not told 

that these videos were pre-recorded. However, they were told that they could be receiving 

recommendations from any of the three agents.

Design—The experimental design for this study was a 2 × 3 × 2 mixed measures design 

with drug condition (oxytocin, placebo) as a between-subjects variable and agent (computer, 

avatar, human) and reliability (100%, 50%) as within-subjects factors. Each of the two 

reliability levels was presented twice for a total of four reliability blocks, always starting 

with two blocks of 100% first and then followed by two blocks of 50% (see Figure 2). Each 

reliability block contained 18 trials for a total of 72 experimental trials for the four reliability 
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blocks. Each reliability block contained six agent blocks and each agent block contained 

three trials for a total of 18 trials per reliability block. Each agent block contained three 

trials, one trial for each of the three agents. The agent block was randomized so that the 

presentation order would vary and to ensure that each agent did not appear more than twice 

in a row (i.e. avatar, human, computer, computer, avatar, human, etc.). Errors in the agents’ 

advice were randomized within each reliability block for the 50% reliability conditions.

Measurement—Team performance (human + agent) was calculated as the overall 

percentage of trials where the participants provided the correct answer for their final 

decision, after the aid had made the recommendation. Compliance was calculated as the 

percentage of trials in which the participants changed their initial response to match the one 

provided by the automation; an indicator of an aid’s persuasiveness to the participant. Only 

trials where the participant’s first choice disagreed with the aid’s recommendation were used 

in this calculation (van Dongen & van Maanen, 2013). Lastly, subjective trust was measured 

using a 10-item Likert scale (1–10) after each reliability block (de Vries, Midden, & 

Bouwhuis, 2003; J. Lee & Moray, 1992; Lewandowsky, Mundy, & Tan, 2000). Because we 

were interested in relative metrics—the way participants responded to each agent relative to 

the way that they responded to the others—we mean centered our outcomes for each 

regression (Paccagnella, 2006). That is, our research was less concerned with between-

persons comparisons than it was with within-person comparisons. This procedure is based 

on previous work (Cronbach, 1976; Morey, 2008) advocating for the procedure to separate 

individual effects from their context (i.e., agent effects from person effects, in our research), 

and has been used in many domains since then (see Kreft, de Leeuw, & Aiken, 1995 for a 

summary). Practically speaking, mean centering involves subtracting each participants’ 

relevant metrics from their own individual means, and is ideal when the primary goal of the 

research is to make relative, rather than absolute, judgments.

Control measures—A number of control measures were included to assess inherent 

differences between the experimental groups and to rule out competing influences on any 

potential effects. These measures were given one to two weeks before the experimental 

protocol, and included the NEO-PI-R to assess personality (Costa & McCrae, 1992), the 

Interpersonal Reactivity Index (IRI) for empathy (Davis, 1983), and the Relationship Scales 

Questionnaire (RSQ) for affiliative motivation (Griffin & Bartholomew, 1994). Immediately 

before and after the procedure, we also assessed participants’ perceptions of the three 

agents’ humanness, intelligence, and likeability using the Godspeed measure (Bartneck, 

Kulić, Croft, & Zoghbi, 2009), a measure used to assess responses to a wide variety of 

agents on dimensions of anthropomorphism, animacy, likability, perceived intelligence, and 

perceived safety. The survey is available online in multiple languages (Bartneck, 2008). 

These measures were selected because of their potential relevance to responses to 

automation and to ensure that both groups did not differ on personality measures. Research 

suggests that personality and other individual differences can have strong effects on a 

number of automation-related outcomes (Merritt, Heimbaugh, LaChapell, & Lee, 2013; 

Merritt, Lee, Unnerstall, & Huber, 2015; Merritt & Ilgen, 2008; Szalma & Taylor, 2011; 

Szalma, 2009).
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To exclude the possibility that anxiety reduction is a possible explanation of oxytocin 

effects, participants also completed a number of state mood measures before, during, and 

after the experiment, including the STAI for state anxiety (Spielberger, Gorsuch, Lushene, 

Vagg, & Jacobs, 1983) and the PANAS for positive and negative affect (Watson, Clark, & 

Tellegen, 1988). Research suggests that state mood can also affect human-automation 

interaction outcomes, including initial trust in an automated system (Merritt, 2011; Stokes et 

al., 2010).

Statistical analyses—We used R and lme4 (Bates, Maechler, & Bolker, 2012; R Core 

Team, 2013) to produce linear mixed effects models with restricted maximum likelihood 

(REML) for all analyses (Bryk & Raudenbush, 1987; Laird & Ware, 1982). This procedure 

better accounts for the potential non-independence of repeated measurements within 

individuals. Unlike traditional analyses (e.g., ANOVA, linear regression), mixed effects 

models do not aggregate data across participants. They can, therefore, account for the 

random variation between individuals that would otherwise contribute to the error term 

(Baayen, Davidson, & Bates, 2008). Random slope terms were selected via nested model 

comparison; only those terms that significantly improved model fit were retained. 

Sattherwaite (1946) approximations were used to determine denominator degrees of freedom 

for t- and p-values. Separate analyses were conducted for trust, compliance, and team 

performance with drug condition (placebo, oxytocin), agent (computer, avatar, human), and 

automation reliability (100%, 50%) as predictors. Treatment contrasts were applied to agent 

to better characterize the effects of automation anthropomorphism on the various outcomes; 

the human aid was used as the reference group because research to date has only examined 

effects of oxytocin with human-human interactions (Veening & Olivier, 2013). Mean 

centering was used to show the relative response of an individual to each agent (Paccagnella, 

2006). Effect size estimates were provided for all significant effects (Cohen, 1992).

Results

Trust

There was a significant effect of agent, whereby including agent as a predictor significantly 

improved overall model fit, χ2(2)=33.2, p<.001. To examine the contribution of agent in 

greater depth, treatment contrasts were used, which compared oxytocin’s effects on each 

agent relative to its effect on a comparison group. We used the human agent as the 

comparison group because oxytocin is typically studied in a human-human interaction 

context. These tests revealed significantly higher trust ratings for both computer, B=.95, 

SE=.27, t(101.6)=3.56, p<.001, d=.71, and avatar agents, B=.68, SE=.024, t(106.5)=2.81, 

p<.001, d=.56, compared to the human agent. Although there was no main effect of drug 

condition, B=−.22, SE=.28, t(93.7)=−.78, p=.44, there was an interaction between the trust 

effect for avatar and drug condition, B=.90, SE=.35, t(106.5)=2.61, p=.010, d=.51, and a 

three-way interaction between avatar, drug condition, and reliability, B=−.53, SE=.25, 

t(742.7)=−2.10, p=.036, d=.15. These interactions represent a differential effect of oxytocin 

on the avatar compared to the human agent, and signify that these differences depend upon 

automation reliability, occurring only in the high reliability blocks. Pairwise contrasts reveal 

that although participants reported equally high trust for the reliable computer agent by drug 
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condition, B=−15, SE=.32, t(81.0)=−.47, p=.99, and equally low trust in the reliable human 

agent by drug condition, B=.30, SE=.39, t(81.0)=.76, p=.97, trust in the reliable avatar 

depended heavily on whether participants had been administered oxytocin, B=−.96, SE=.27, 

t(81.0)=−3.50, p=.009, d=−.78. Specifically, participants administered oxytocin reported 

trust in the avatar that was more comparable to their trust in the computer, whereas 

participants administered the placebo reported trust in the avatar that was more comparable 

to their trust in the human. This effect seems to be limited to the higher reliability blocks, as 

oxytocin administration had no effect on trust in the avatar during low-reliability trials, B=−.

042, SE=.26, t(248.5)=−.16, p=1.00 (see Figure 3).

There was also a main effect of automation reliability, whereby 100% reliable automation 

was trusted substantially more than 50% reliable automation, B=−1.41, SE=.21, t(140.1)=

−6.80, p<.001, d=1.15. This effect was qualified by a marginally significant interaction with 

the avatar contrast term, B=−.33, SE=.18, t(742.7)=−1.84, p=.066, d=−.14, and a significant 

interaction with the computer contrast term, B=−.58, SE=.18, t(742.5)=−3.25, p=.001, d=−.

24. Compared to the trust decrement seen for the human agent, participants reported a 

steeper loss in trust for the computer and avatar agents as a result of the loss in reliability 

between blocks.

Lastly, to explore potential differences between the computer and the avatar, a new set of 

contrasts was conducted using the computer as the reference group. This analysis yielded a 

marginally significant overall trust difference between computer and avatar agents, B=−.28, 

SE=.16, t(902.6)=−1.69, p=.091, d=.11, which was qualified by an interaction with drug 

condition, B=.57, SE=.23, t(902.6)=2.47, p=.014, d=.16. These effects represent an overall 

lower level of trust for avatar compared to computer agents, an effect driven entirely by 

differences in the placebo condition, B=−.68, SE=.29, t(40)=−2.34, p=.024, d=.74. Thus 

consistent with the effect described earlier, whether the level of trust for the avatar agent was 

similar to that for the human or that for the computer depended on whether or not oxytocin 

was administered (see Figure 3).

Compliance

There was again a main effect of agent; its inclusion as a predictor significantly improved 

model fit, χ2(2)=57.4, p<.001. Agent effects were again investigated using treatment 

contrasts with humans as the reference group. Consistent with the results for trust, 

participants were significantly more likely to comply with the advice of the computer, B=.

15, SE=.034, t(165.1)=4.60, p<.001, d=.72, and the avatar, B=.21, SE=.037, t(144.3)=5.66, 

p<.001, d=.94, compared to the human. Also consistent with trust, there was an interaction 

between the avatar contrast term and drug condition, B=.10, SE=.047, t(165.1)=2.11, p=.

036, d=.33. Although this effect was not qualified by a three-way interaction with 

automation reliability, B=−.073, SE=.052, t(819)=−1.41, p=.16, post-hoc contrasts reveal 

that compliance differences by drug condition only occurred in the high-reliability blocks. 

Oxytocin again only affected compliance with the avatar, B=−.12, SE=.040, t(400.0)=−3.02, 

p=.032, d=−.30, and did not vary for the computer agent, B=.037, SE=.040, t(393.3)=.91, 

p=.94, nor for the human agent, B=.020, SE=.040, t(397.2)=.51, p=.996. Thus again, 

participants administered oxytocin complied with avatars at a rate more similar to that for 
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computers, and participants administered the placebo complied with avatars at a rate more 

similar to that for humans (see Figure 4).

There was also a main effect of automation reliability, B=.083, SE=.026, t(817.5)=3.23, p=.

001, d=.23, as well as an interaction between reliability and the computer contrast term, B=

−.11, SE=.037, t(820.6)=−2.92, p=.004, d=.20, and between reliability and the avatar 

contrast term, B=−.091, SE=.037, t(819.0)=−2.50, p=.013, d=.17. As with trust, participants 

exhibited a more dramatic compliance decrement with computer and avatar agents following 

losses in automation reliability compared to the human agent.

We repeated these contrasts using the computer as the reference group to explore potential 

differences between the avatar and computer agents. Identical to trust, this analysis yielded a 

marginally significant main effect, B=−.05, SE=.03, t(167.8)=−1.79, p=.075, d=.28, which 

interacted significantly with drug condition, B=.11, SE=.04, t(167.8)=2.54, p=.012, d=.39. 

These moderately-sized effects mirror those found for trust. Compliance rates for avatars 

tended to be somewhat lower than those for computers overall, but these differences were 

driven by the placebo condition, which saw the largest difference between the two agents. In 

contrast, compliance rates for avatars and computers in the oxytocin condition were roughly 

the same (see Figure 4).

Team Performance

Effects for team performance mirrored those for trust and compliance. The main effect of 

Agent was again significant, with model fit significantly improved by the addition of agent 

as a predictor, χ2(2)=6.57, p=.037. Treatment contrasts revealed that participants performed 

significantly better with computer and avatar agents than they did with the human agent, B=.

12, SE=.017, t(996)=7.07, p<.001, d=.45, and B=.093, SE=.017, t(996)=5.59, p<.001, d=.35, 

respectively. There was also an interaction between the contrast term for avatar and drug 

condition, B=.066, SE=.024, t(996)=2.79, p=.005, d=.18. This effect again seems to have 

been primarily driven by participant behavior in the 100% reliability blocks, an assertion 

supported by a marginally significant three-way interaction with automation reliability, B=.

017, SE=.010, t(996)=1.80, p=.072, d=.11. Consistent with the effects for trust and 

compliance, oxytocin administration only affected performance with the avatar, B=−.067, 

SE=.025, t(408.1)=−2.57, p=.011, d=−.25. Compared to their average performance rate, 

participants administered oxytocin performed with the avatar at a level similar to their 

performance with the computer, and participants administered the placebo performed with 

the avatar at a level more similar to their performance with the human (see Figure 5).

There were no differences by drug condition for computer nor for human agents, B=−.002, 

SE=.026, t(408.1)=−.083, p=.934, and B=.026, SE=.026, t(408.1)=1.00, p=.319, 

respectively. In sum, oxytocin improved team performance relative to placebo, but for the 

avatar agent only.

There was a large main effect for automation reliability: participants performed substantially 

worse when the automation was unreliable than when it was reliable, B=−.30, SE=.017, 

t(996)=−17.9, p<.001, d=−1.13. Again like trust and compliance, the loss in performance 

following reliability loss was more severe when participants were paired with the computer 
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or avatar agents compared to the human agent, B=−.14, SE=.024, t(996)=−6.07, p<.001, d=

−.38, and B=−.12, SE=.024, t(996)=−4.89, p<.001, d=−.31.

Lastly, repeating these contrasts with computer as the reference group yielded no overall 

differences between the avatar and the computer, B=−.02, SE=.02, t(996)=−1.53, p=.13, but 

similar to trust and compliance, the interaction with drug condition was significant, B=.05, 

SE=.02, t(996)=2.01, p=.045, d=.13. This effect was similar to the previous two, as 

performance with the avatar was closer to that with the computer for oxytocin compared to 

placebo (see Figure 5).

Godspeed Scales

Humanness—Overall, participants in both conditions rated the computer and the avatar 

agents as significantly less human than the human agent, B=−2.94, SE=.14, t(246)=−20.84, 

p<.001, d=−2.65, and B=−2.56, SE=.14, t(246)=−18.14, p<.001, d=−2.31, respectively. 

Planned comparisons by drug condition within each agent subsequently revealed that 

participants administered oxytocin rated the avatar agent as somewhat more human than the 

participants administered the placebo did, B=−.37, SE=.20, t(245.9)=−1.87, p=.06, d=.24. 

Similar to the effects for trust, compliance, and performance, there were no differences in 

perceived humanness between conditions for computer or human agents, B=.20, SE=.20, 

t(245.9)=.99, p=.32, and B=−.21, SE=.20, t(245.9)=−1.03, p=.30, respectively.

Liking—There were also differences in liking by agent. Participants reported more positive 

feelings for the human compared to the computer and the avatar, B=−.058, SE=.01, t(246)=

−3.34, p<.001, d=−.43, and B=−.033, SE=.01, t(246)=−5.85, p<.001, d=−.75, respectively. 

Planned comparisons show a divergence for avatars by drug condition: participants 

administered oxytocin rated avatars as significantly more likeable than placebo participants 

did, B=−.28, SE=.14, t(245.9)=−1.97, p=.049, d=−.25, and there were no differences by 

drug condition for computer or human agents, B=−.063, SE=.14, t(245.9)=−.45, p=.653, and 

B=−.064, SE=.14, t(245.9)=−.45, p=.654, respectively.

Intelligence—Participants rated the computer agent as less intelligent than the human 

agent, B=−.50, SE=.13, t(246)=−3.93, p<.001, d=−.50, and the intelligence ratings for 

human and avatar agents were statistically equivalent, B=−.17, SE=.13, t(246)=−1.31, p=.19. 

Planned comparisons within each agent found that only the avatar differed in intelligence 

ratings by drug condition. Specifically, oxytocin participants rated the avatar as significantly 

more intelligent than placebo participants did, B=−.38, SE=.18, t(245.9)=−2.14, p=.034, d=

−.27. Consistent with the null effects for humanness and liking, there were no differences in 

intelligence ratings by drug condition for computer or human agents, B=.091, SE=.18, 

t(245.9)=.51, p=.613, and B=.14, SE=.18, t(245.9)=.77, p=.441, respectively.

In sum, the administration of oxytocin only affected participants’ perceptions of the avatar 

agent (see Figure 6). Participants given oxytocin rated the avatar as more human-like, 

likeable, and of greater intelligence than participants given a placebo. Oxytocin did not 

affect these ratings for humans nor for computers.
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Control measures

A number of analyses were conducted on the control measures to rule out competing 

influences on our observed effects. There were no significant group differences in any of 

these measures (see Appendix, Table 1). Raw means and standard deviations were also 

calculated to support future meta-analytic efforts (see Appendix, Table 2).

Discussion

The current study provides the first evidence that administration of exogenous oxytocin 

affects trust, compliance, and team performance with non-human, automated agents. Our 

data replicate and extend previous oxytocin research, suggesting that similar processes are 

involved with trusting human-like machines compared to humans. These effects are heavily 

dependent on a number of contextual factors, however. First, we found that oxytocin only 

augmented trust, compliance, and performance among non-human agents that appeared 

somewhat human. Second, oxytocin did not influence interactions with unreliable 

automation (i.e., whose performance did not exceed chance levels). These results represent 

an effect of oxytocin that is consistent with past research: that oxytocin does not increase 

trust in entirely non-human interaction partners (Kosfeld et al., 2005), and that oxytocin does 

not override important cues regarding an interaction partner’s untrustworthiness 

(Mikolajczak et al., 2010).

Mechanisms of Oxytocin

The mechanisms of action for oxytocin are diverse and not well-understood (Bartz et al., 

2011). Indeed, a great number of proposed mechanisms has arisen as a result of the elusive 

and complex oxytocin effects depicted in recent reviews including the affiliative motivation, 

social salience, and anxiety hypotheses (Bartz et al., 2011; Bethlehem et al., 2014; Carter, 

2014; Grillon et al., 2013; Kanat et al., 2014).

Our results are mostly consistent with the affiliative motivation hypothesis of oxytocin, 

which proposes that oxytocin augments motivation to engage in pro-social behavior such as 

trust (Carter, 2014; Ebstein, Israel, Chew, Zhong, & Knafo, 2010; Gamer, Zurowski, & 

Büchel, 2010; Heinrichs, von Dawans, & Domes, 2009; Kosfeld et al., 2005; H. J. Lee, 

Macbeth, Pagani, & Young, 2009; Taylor, 2006; Theodoridou, Rowe, Penton-Voak, & 

Rogers, 2009). However, our effects were specific to the avatar; affiliative motivation was 

increased towards the reliable avatar alone. It is possible that the affiliative motivation 

increased because only avatars were trusted to be competent at the pattern-matching task as 

compared to the human, consistent with the findings of the control measures that showed an 

increase in liking and perceived intelligence for the avatar under oxytocin compared to the 

other agents. The increased anthropomorphic features of the avatar may have been enough to 

interact with oxytocin to increase motivation to work with the agent. Oxytocin may not have 

increased motivation or trust towards the human agent because it was perceived as being 

generally less reliable in this context (i.e. the computational task) compared to the other 

agents as shown with both the placebo in this study and in previous studies (de Visser et al., 

2012, 2016). This conception is consistent with past research that suggests oxytocin makes 

people more social, but not more gullible towards untrustworthy agents (Mikolajczak et al., 
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2010) and that the situational context is important to understand the effect of oxytocin (Bartz 

et al., 2011). Motivation to engage with technology in general and automation specifically 

represents an important, but under-studied domain (Szalma, 2014; Weiner, 2012): whether or 

not users interact with a system may depend on their desire just as much as their ability to do 

so. Just as system designers endeavor to match their designs to the limitations of the human 

user, they should also aim to encourage motivation and willful engagement, such as with 

human-automation etiquette approaches (Hayes & Miller, 2011). Oxytocin’s effect on 

motivation—and the consequent benefits to performance—provide further support to the 

relevance of motivation in these interactions.

Our results are not consistent with the predictions of the social salience hypothesis, which 

would predict that oxytocin heightens sensitivity to social cues, either positive or negative, 

and affects downstream social behavior towards others (Bartz et al., 2011). Consistent with 

our reasoning above, the hypothesis would predict a decrease in trust for the human because 

negative cues would receive more attention with oxytocin. The hypothesis would also 

predict additional decreases for untrustworthy agents because of a heightened sensitivity of 

untrustworthiness as a negative cue. The results did not show any of these additional 

decreases above and beyond the placebo. The control measures also did not show a change 

in perceptions of humanness of any of the agents under oxytocin, which is inconsistent with 

the predictions of the social salience hypothesis.

Finally, our results also do not support the anxiety reduction hypothesis of oxytocin 

(Campbell, 2010), which postulates that greater affiliative behaviors are driven by reduced 

anxiety. The mood of participants did not differ by drug condition and did not significantly 

change throughout the experiment.

Towards Determining a Continuum of Anthropomorphism

The present study supports the idea that people categorically switch their attitudes for agents 

varying in anthropomorphism. This result is consistent with models assuming that 

perceptions of anthropomorphism are divided by a set threshold where an agent is or is not 
human (Blascovich et al., 2002; Dennett, 1989; Wiese et al., 2012). As with the avatar in our 

experiment, oxytocin may lower the anthropomorphic requirements needed to observe and 

treat agents as social entities. Although this is strong support that oxytocin stimulates a 

categorical switch in attitudes, it is not enough evidence to support that oxytocin has a dosed 

effect such that people gradually increase their social stance towards an agent with the 

amount of oxytocin given. This is a suitable topic for further exploration for 

anthropomorphic dimensions such as appearance (Martini, Gonzalez, & Wiese, 2016) and 

biological motion (Thompson, Trafton, & McKnight, 2011).

The fact that the computer was not affected by oxytocin is further support that automated 

agents without obvious physical human-like characteristics do not activate attributions of 

anthropomorphism. The lack of an oxytocin effect for computer agents is consistent with 

past research that found endogenous oxytocin release to be reduced in young children 

interacting with their mothers through a text interface compared to through a phone or in 

person (Seltzer, Prososki, Ziegler, & Pollak, 2012). Inconsistent with past research is the null 

effect for the human agent. Although we expected oxytocin to improve trust-related 
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outcomes for participants interacting with the human agent as well, there were no 

differences here by drug condition. This null effect might be interpreted as a result of social 

context. That is, effects of oxytocin are typically qualified by both the properties of the 

interaction partner and the context of the interaction (Bartz et al., 2011). The lack of 

oxytocin differences for the human agent may follow in this tradition, as overall trust levels 

were lower for human agents. Indeed, a previous study using the same pattern-matching task 

found that participants held a strong bias against collaborating with the human (de Visser et 

al., 2016), an effect that seems to be driven by initially lower expectations regarding the 

human agent’s ability to complete the pattern-matching task accurately (Smith, Allaham, & 

Wiese, 2016). Lower levels of trust and compliance observed in the current study suggest 

that the human agent was again seen as untrustworthy: administering oxytocin may not be 

able to override such a bias consistent with previous research (Mikolajczak et al., 2010). 

Finally, the subjective social threshold may vary by individual, the identification of which 

may be incorporated into training paradigms. Incorporating the examination of individual 

differences systematically into oxytocin research with automation may lead to insights for 

both oxytocin researchers and human factors researchers alike. Both oxytocin and human 

factors research is heavily moderated by person and context (Bartz et al., 2011; Merritt & 

Ilgen, 2008; Szalma, 2009). Investigating specific types of populations will be helpful in 

establishing specific treatments and the design of adaptive automation systems tailored to 

the needs of an individual (de Visser & Parasuraman, 2011; Parasuraman, Cosenzo, & de 

Visser, 2009).

Limitations and Future Directions

Our study had several limitations that future researchers of this topic area should consider. 

The agents used in this study were pre-recorded agents. The observed effects in this study 

will likely be stronger if participants interacted with real human participants and higher 

fidelity of the appearance, voice, behavior, agency, and intentionality of virtual agents 

(Brainbridge, Hart, Kim, & Scassellati, 2011; de Melo, Gratch, & Carnevale, 2014; Fox et 

al., 2014; Gray, Gray, & Wegner, 2007; Hancock et al., 2011; Lucas et al., 2014; 

Muralidharan, de Visser, & Parasuraman, 2014; van den Brule, Dotsch, Bijlstra, Wigboldus, 

& Haselager, 2014). While some have argued that the mere situational presentation of an 

agent is sufficient to elicit social responses towards a computer (Nass & Moon, 2000; Nass 

et al., 1994; Reeves & Nass, 1996), others have shown strong physiological responses with 

more high-fidelity embodied agents such as robots (Li, Ju, & Reeves, 2016). Future research 

should examine whether oxytocin interacts with the fidelity of the agent.

The environmental context of our interaction with automated or robotic agents may be 

another important factor that affected our results. For instance, oxytocin produces strong 

responses to out-group agents when the bond between in-group members is very strong (De 

Dreu & Kret, 2016). Research on trust with automated and robotic agents is typically still 

limited to assessing performance aspects and less on more human dimensions such as 

integrity and benevolence (Mayer, Davis, & Schoorman, 1995). Intimate bonds with 

machines and robots may become more common when such agents are an essential part of 

our daily lives (Garreau, 2007; Kahn et al., 2012; Leite et al., 2013; Meadows, 2010; Sung, 

Guo, Grinter, & Christensen, 2007). In these cases, relationships with machines may be just 
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as strong as those with other humans and oxytocin would be the driving process for those 

social bonds. Future research should examine effects of oxytocin in highly social tasks. 

Finally, our study was limited to examining behavioral effects of oxytocin administration 

(Van Ijzendoorn & Bakermans-Kranenburg, 2012; Veening & Olivier, 2013). Neuroimaging 

studies examining oxytocin on specific brain regions are helpful in differentiating and 

specifying underlying mechanisms of trust (Baumgartner, Heinrichs, Vonlanthen, 

Fischbacher, & Fehr, 2008; Bethlehem et al., 2014; Bethlehem, van Honk, Auyeung, & 

Baron-Cohen, 2013; Carter, 2014; De Dreu & Kret, 2016; Heinrichs et al., 2009; Kanat et 

al., 2014; Meyer-Lindenberg et al., 2011; Zink & Meyer-Lindenberg, 2012). For the 

purposes of this research, the brain can be used effectively as a social influence detector to 

differentiate the degree of social response towards an agent based on the pattern of brain 

activation in relevant neural systems. One study has already shown that activation in the 

medial frontal cortex and the right-temporo junction increased linearly with 

anthropomorphism (Krach et al., 2008), both regions implicated with theory-of-mind 

abilities (Baron-Cohen, 1995; Fletcher, 1995). Furthermore, endogenous oxytocin 

measurement may be a promising method to assess the neural correlates of the social 

response towards human-like automated agents (Crockford, Deschner, Ziegler, & Wittig, 

2014; De Dreu & Kret, 2016; Striepens et al., 2013). In sum, assessing both performance 

and brain function can therefore provide more information than either alone, consistent with 

a neuroergonomic approach to understanding human performance with automation 

(Parasuraman, 2003, 2011).

Conclusion

This study showed that oxytocin increases social-affiliative behavior between humans and 

reliable human-like automated agents. The present study provides a greater understanding of 

the interaction between people and collaborative automation technology. Understanding 

these dynamics is critical in a society that is increasingly dependent on such technologies to 

be productive, social, efficient, and safe. Discovering the role of human characteristics in 

human-machine relationships will allow for more efficient and effective design.
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Appendix

Table 1

Means, standard deviations, and regression results for various control variables predicting 

drug condition

Oxytocin Placebo B SE t df p

Age (yea 22.50
(2.90)

21.83
(2.30) .468 .424 1.10 77 .273

Education (years) 16.08
(2.49)

15.88
(2.24) .125 .383 .325 77 .746

Interpersonal Reactivity Index (IRI)

 Perspective taking 3.49
(.70)

3.51
(.73) −.004 .115 −.039 77 .969

 Fantasy 3.41
(.97)

3.61
(.79) −.142 .143 −.989 77 .326

 Emphatic concern 3.70
(.61)

3.64
(.71) .048 .107 .446 77 .657

 Personal distress 2.60
(.76)

2.62
(.77) −.012 .124 −.098 77 .922

Relationship Scale Questionnaire (RSQ)

 Secure 3.19
(.59)

3.11
(.65) .056 .100 .561 77 .577

 Fearful 2.71
(.90)

2.81
(.76) −.090 .133 −.672 77 .503

 Preoccupied 2.81
(.84)

2.93
(.66) −.101 .121 −.827 77 .411

 Dismissing 3.24
(.63)

3.55
(.56) −.095 .094 −1.02 77 .312

NEO Five-Factor Inventory (NEO-FFI)

 Openness 3.33
(.63)

3.30
(.49) .008 .090 .093 77 .926

 Conscientiousness 3.72
(.72)

3.64
(.60) .032 .106 .309 77 .758

 Extraversion 3.38
(.58)

3.49
(.61) −.083 .096 −.868 77 .388

 Agreeableness 3.65
(.58)

3.59
(.52) .039 .090 .440 77 .661

 Neuroticism 2.68
(.80)

2.79
(.71) −.066 .123 −.539 77 .591

State-Trait Anxiety Inventory (STAI)

 Trait Total 2.26
(.231)

2.20
(.223) .040 .037 1.09 77 .28

 State Time 1 1.11
(.23)

1.14
(.29) −.013 .042 −.312 77 .756

 State Time 2 1.08
(.25)

1.05
(.13) .021 .033 .656 77 .514

 State Time 3 1.05
(.13)

1.11
(.45) −.040 .053 −.747 77 .457

Positive and Negative Affect Schedule (PANAS)

 Time 1 2.46
(.45)

2.53
(.47) −.038 .073 −.514 77 .609
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Oxytocin Placebo B SE t df p

 Time 2 2.34
(.53)

2.39
(.45) −.025 .079 −.312 77 .756

 Time 3 2.29
(.54)

2.31
(.53) −.011 .087 −.124 77 .902
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Key points

• As the nature of social interactions between humans and machines becomes 

more complex, a greater understanding of the role of machine 

anthropomorphism is needed

• The peptide oxytocin can be used as a probe to determine the active 
ingredients, that is the human-like characteristics of an agent, that have the 

most significant impact to promoting pro-sociality such as trust

• This study provided the first evidence that administration of exogenous 

oxytocin affects trust, compliance, and team decision making with automated 

agents, in particular one with intermediate levels of anthropomorphism.

• Designing automation to mimic basic human characteristics is sufficient to 

elicit behavioral trust outcomes that are driven by neurological processes 

typically observed in human-human interactions.

• Designers of automated systems should consider the task, the individual, and 

the level of anthropomorphism to achieve the desired outcome.
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Figure 1. 
The TNO Trust Task (T3) with a five-step task sequence including 1) selecting a number in a 

sequence, 2) watching an agent video, 3) observing the agent recommended number, 4) 

make a final number choice, and 5) observing the correct answer.
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Figure 2. 
Block design for the experiment with 3 trials per agent block, 18 trials per reliability block, 

and 72 trials total.

de Visser et al. Page 27

Hum Factors. Author manuscript; available in PMC 2018 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3. 
Mean centered trust by Agent, Drug Condition, and Reliability. Error bars represent standard 

errors; asterisk denotes significant difference between conditions.
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Figure 4. 
Mean centered compliance by Agent, Drug Condition, and Reliability. Error bars represent 

standard errors; asterisk denotes significant difference between conditions.
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Figure 5. 
Mean centered team performance by Agent, Drug Condition, and Reliability. Error bars 

represent standard errors; asterisk denotes significant difference between conditions.
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Figure 6. 
Mean centered Godspeed ratings for humanness (left), liking (middle), and intelligence 

(right) by Agent and Drug Condition. Error bars represent standard errors; asterisks denote 

significant difference between conditions; C = computer, A = avatar; H = human.
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