
Large Language Models As Evolution Strategies
Robert Tjarko Lange

TU Berlin, Google DeepMind
Germany, Japan

robert.t.lange@tu-berlin.de

Yingtao Tian
Google DeepMind

Japan
alantian@google.com

Yujin Tang
Google DeepMind

Japan
yujintang@google.com

Figure 1: Left. Overview of EvoLLM procedure. An LLM proposes an ES search distribution update using a discretized search
space & solutions sorted by their performance (least-to-most). To combat the context length growth in the number of dimensions,
we can split the search dimensions into blocks and perform LLM batch queries. Right: Aggregated results across 8 BBOB [12]
settings, and 3 neuroevolution control problems. The results are averaged over ten and five independent runs, respectively.
LLM-based Evolution Strategies (green) outperform traditional baselines (blue).

ABSTRACT
Large Transformer models are capable of implementing a plethora
of so-called in-context learning algorithms. These include gradient
descent, classification, sequence completion, transformation, and
improvement. In this work, we investigate whether large language
models (LLMs), which never explicitly encountered the task of
black-box optimization, are in principle capable of implementing
evolutionary optimization algorithms. While previous works have
solely focused on language-based task specification, we move for-
ward and focus on the zero-shot application of LLMs to black-box
optimization. We introduce a novel prompting strategy, consist-
ing of least-to-most sorting of discretized population members
and querying the LLM to propose an improvement to the mean
statistic, i.e. perform a type of black-box recombination operation.
Empirically, we find that our setup allows the user to obtain an
LLM-based evolution strategy, which we call ‘EvoLLM’, that ro-
bustly outperforms baseline algorithms such as random search and
Gaussian Hill Climbing on synthetic BBOB functions as well as
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small neuroevolution tasks. Hence, LLMs can act as ‘plug-in’ in-
context recombination operators. We provide several comparative
studies of the LLM’s model size, prompt strategy, and context con-
struction. Finally, we show that one can flexibly improve EvoLLM’s
performance by providing teacher algorithm information via in-
struction fine-tuning on previously collected teacher optimization
trajectories.
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1 INTRODUCTION
Motivation. Recently, it has been demonstrated that language mod-
els trained on large text corpora are capable of impressive in-context
learning [2]. For example, given a prompt of pattern demonstra-
tions, LLMs can infer the underlying generating rules and even
propose sequence improvements [32]. Unlike fine-tuning this prop-
erty notably emerges with frozen model weights and only requires
online context information. Interestingly, this in-context improve-
ment property appears to be broadly applicable to abstract pattern
sequences: In the context of in-silico evolution, LLMs can out-of-
the-box act as code-level mutation [3], cross-over operations [31]
or be embedded into the context of genetic programming [23]. To
what degree can LLMs, trained on text, be generalized to behave
like an optimization algorithm? Is it possible to have an LLM train
the weights of a neural network as in evolutionary strategies (ES)?
Approach. Here, we leverage the recent advances in the under-
standing of LLMs as ‘general pattern machines’ [32] to construct a
prompt strategy, which turns an LLM into a recombination opera-
tor: A purely text-trained LLM processes fitness-sorted sequences
of function evaluations and their corresponding candidate solutions.
Afterwards, we can simply ‘ask’ the LLM to propose the next mean
statistic to sample from (see Figure 1, left). We term the resulting
LLM-based Evolution Strategy EvoLLM. Concretely, we also propose
to adapt in our approach integer-based, search space discretization,
least-to-most prompting [47] and decision transformer-style [4]
fitness improvement queries.
Results. Our experiments demonstrate that our proposed prompt-
ing strategy is sufficient to induce the LLM to conduct a recom-
bination operation. The resulting EvoLLM successfully performs
black-box optimization (BBO) on both synthetic BBOB [12] test
functions and small neuroevolution tasks [1, 19] with various search
space dimensions and evaluation budgets (see Figure 1, right). Fur-
thermore, we provide rigorous ablation to the prompt design and
provide general construction recommendations promoting better
optimization behavior. Interestingly, we observe that among our se-
lection of LLMs, there is a general trend indicating that smaller LLM
models tend to outperform larger ones. We also show that choosing
a sufficient solution representation is critical for in-context BBO
powered by LLMs. Finally, LLMs are capable of leveraging addi-
tional information provided by supporting teacher algorithms.
Contributions. Our contributions are summarized as follows:

(1) We introduce a general prompt approach that induces LLMs
to act as ES. The prompt is composed of a discretized solution
candidate representation, performance-based least-to-most
sorting and a fitness improvement query (Figure 1).

(2) We use a set of diverse LLMs and establish that language
models can robustly perform zero-shot optimization on clas-
sic BBO and small neural network control tasks.

(3) We investigate various prompting strategies and show that
a discretized solution space representation greatly outper-
forms common natural language-based instructions. Further-
more, the EvoLLM approach is largely robust to the choice
of search space discretization and context information.

(4) We show that EvoLLM’s performance can be improved by
fine-tuning the base LLM model on BBO trajectories gener-
ated by teacher algorithms.

2 RELATEDWORK
In-Context Learning with Transformers. Various recent efforts
have investigated the possibility of training large models from
scratch to perform in-context learning. These methods rely on the
impressive sequence modeling capabilities of the Transformer archi-
tecture [41] to model long-range dependencies. For example Kirsch
et al. [13] show that Transformers can learn supervised in-context
image classification algorithms. Laskin et al. [21] investigated in-
context reinforcement learning and Lu et al. [29] considered state
space models for large-scale meta-reinforcement learning.
In-Context BBO with Autoregressive Models. Chen et al. [5]
trained RNN-based BBO algorithms using privileged access to gra-
dient computations of the fitness function at training time. Further-
more, Chen et al. [6], Dery et al. [7] used large pre-collected datasets
to directly train a T5 Encoder-Decoder architecture [35] for BBO,
called OptFormer. Krishnamoorthy et al. [15] later on investigated
the usage of generating offline data for training autoregressive BBO
models. All of these approaches trained large sequence models
leveraging large programmatically generated or augmented task
spaces to induce in-context learning across long timescales. While
this line of works is close to our proposed method, ours differs in
that we use text-trained large models and investigate their ability
to perform BBO without explicitly being trained on such tasks.
In-Context Learning with LLMs. LLMs are capable of few-shot
learning given little text examples in their prompt [2]. Various
prompting strategies and automation methods have subsequently
been developed to improve task-specific performance. E.g. these
include least-to-most sorting [47], chain-of-thought prompting [43]
or self-consistency [42]. More recently, Mirchandani et al. [32] have
shown that these LLM capabilities can also be elicited outside of
the text-based prompting context. Indeed LLMs appear to be able
to reason about abstract sequences of integers or even ASCII codes.
LLMs for Optimization. Related to our work, Nie et al. [33], Yang
et al. [45], Zhang et al. [46] show that LLMs can be turned into text-
based optimizers. Our work extends this line of work and shows that
they can also be transformed into a recombination operator for ES
and are capable of optimizing small neural networks. In the context
of computational evolution, LLMs can out-of-the-box act as code-
level or algorithm mutation [3, 27], cross-over operations [31], be
embedded into the context of genetic programming [23] or evolve
prompt strategies [10]. While preliminary work [26, 28] has started
to investigate LLMs for Evolutionary Optimization, our work is the
first to consider LLMs for ES, compares different base LLM models
and various prompt construction approaches.
Learned Black-Box Optimization. ES-update rules are inher-
ently set of operations, i.e. the order of the population members
within a generation should not affect the performed distribution
change. Self-attention provides a natural inductive bias for such
an operation. Previously, Lange et al. [16, 17] constructed ES and
GA algorithms, which used self- and cross-attention to process the
information within a single generation. The attention parameters
are meta-evolved on a small task distribution of BBO problems. As a
comparison, our proposed method does not meta-train a new BBO
algorithm but instead asks whether text-trained LLMs are capable
of performing optimization with discretized prompt information
provided.
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3 BACKGROUND
Black-Box Optimization (BBO). Given a function 𝑓 (x) : R𝐷 →
R with unknown functional form, i.e. we cannot compute its deriv-
ative (or it is not well behaved or empirically infeasible to compute),
BBO seeks to find its global optimum using only function evalua-
tions, without derivatives:

min
x
𝑓 (x), s.t. x𝑑 ∈ [𝑙𝑑 , 𝑢𝑑 ] ⊂ [−∞,∞],∀𝑑 = 1, . . . , 𝐷.

Throughout, we leverage a set of synthetic benchmark functions
(BBOB [12] and classic control tasks [1] to evaluate BBOs.
Evolution Strategies. Evolutionary Optimizers (EO) are a set of
BBO algorithms inspired by mechanisms of biological evolution.
Roughly speaking, EO algorithms can be grouped into Evolution
Strategies [36] and Genetic Algorithms, where the former focus
on mutating real-valued parameters and often use self-adaptation,
while the latter typically work with a population of binary-coded
solutions and rely on crossover and mutation operators. Here, we
focus on isotropic Gaussian ES. Given a population size 𝑁 and a
search distribution 𝝁 ∈ R𝐷 , Σ = 𝜎1𝐷×𝐷 ∈ R𝐷×𝐷 , ES sample a
population of candidate solutions 𝑋 = [𝑥1, . . . , 𝑥𝑁 ] ∈ R𝑁×𝐷 at
each generation. Afterwards, the performance (or fitness) of each
candidate is evaluated on the task of interest and one obtains fit-
ness scores 𝐹 = [𝑓1, . . . , 𝑓𝑁 ] ∈ R𝑁 (we denote [𝑓 (𝑥1), . . . , 𝑓 (𝑥𝑁 )]
as [𝑓1, . . . , 𝑓𝑁 ] for brevity). The search distribution is then updated
to increase the likelihood of sampling well-performing solutions,
𝝁′,𝝈 ′ ← UPDATE(𝝁,𝝈 , 𝑋, 𝐹, 𝐻 ), where 𝐻 denotes a set of sum-
mary statistics constructed from the search history. There exist
various types of ES including estimation-of-distribution [11], nat-
ural [38, 44] and finite-difference-based ES [37]. In this work, we
investigate whether an LLM can represent a UPDATE operator using
a context string constructed from 𝐻 .
Transformer-Based Language Models. The Transformer [41]
stacks blocks of multi-head self-attention (MHSA) operations, feed-
forward MLP transformation, dropout, and layer normalization.
At its core self-attention is a set operation that projects an input
matrix 𝑋 ∈ R𝑇×𝐷 onto 𝐷𝐾 -dimensional vectors 𝑄,𝐾,𝑉 ∈ R𝑇×𝐷𝐾
called queries, keys, and values, respectively:

Attention(𝑋 ) = softmax
(
𝑄𝐾𝑇 /

√︁
𝐷𝐾

)
𝑉

= softmax
(
𝑋𝑊𝑄 (𝑋𝑊𝐾 )𝑇 /

√︁
𝐷𝐾

)
𝑋𝑊𝑉 .

Permuting the rows of 𝑋 will apply the same permutation to
Attention(𝑋 ) [e.g., 14, 22, 39]. MHSA has quadratic complexity
with respect to the context length𝑇 . In this work, we leverage large
Transformer models trained on text data. Afterwards, we evaluate
their ability to implement evolutionary improvement operations
when presented with BBO trajectory information, i.e. discretized
solution candidates and their fitness or rank. Hence, we ask whether
in-context learning can resemble an efficient UPDATE operation.
Prompt Engineering & Vocabulary Tokenization. LLMs can be-
have sensitively concerning the specific context construction. This
has led to terms such as ‘prompt engineering’. Throughout our in-
vestigations, we consider various prompt construction approaches
to provide ablative insights into the underlying LLM mechanisms.
More specifically and motivated by computational resource con-
siderations, we conduct coordinate-wise evaluations in order to

extract a well-performing approach. There exist several automated
prompt tuning approaches including gradient-based soft prompt
optimization [24], which requires access to LLM weights. Random
search-based prompt optimization [30] and evolutionary optimiza-
tion of prompts [8, 10, 25] have recently shown promising result.

Language models pre-process raw language strings into vector
representations using so-called tokenizers. These tokenizers per-
form a type of compression based on natural language co-statistics.
Naturally, raw high-precision floating point numbers used in BBO
tend to be underrepresented. We therefore, propose a different
integer-based representation approach.

4 TURNING LLMS INTO ES ALGORITHMS
In the following, we outline a prompt strategy that enables LLM-
based optimization in the form of an Evolution Strategy. More
specifically, we establish a prompt design space used to construct
an LLM query, which makes the LLM represent the UPDATE oper-
ator for an ES. Afterwards, we show how this procedure can be
incorporated into the simple ‘ask-evaluate-tell‘ API common to
many popular black-box optimization algorithms [18].
High-Level EvoLLM Prompt Design Space. We follow the par-
adigm outlined in Mirchandani et al. [32] and construct a LLM
prompt by representing the solution candidates as integers result-
ing from a disretized search space with a pre-specified resolution
(Figure 1). Note, that we don’t use raw floating point numbers due
to the LLM tokenizer potentially returning different numbers of
tokens per individual number. This can hinder the LLM from in-
ferring improvement sequences. First, we sort the set of previous
population evaluations 𝐻 = {𝑋𝑔, 𝐹𝑔}𝐺𝑔=1 by their fitness within and
across generations. Afterwards, we select the top-𝐾 performing
generations and top-𝑀 solutions within each generation. We let the
LLM propose the next mean for a desired fitness level [4], 𝑓 queryLLM :

𝑓 ★𝐾,1 : 𝒙
★
1,𝐾 ; 𝒙𝐾,1, 𝒙𝐾,2, . . . , 𝒙𝐾,𝑀
. . .

𝑓 ★
𝑘,1 : 𝒙

★
1,𝑘 ; 𝒙𝑘,1, 𝒙𝑘,2, . . . , 𝒙𝑘,𝑀
. . .

𝑓 ★1,1 : 𝒙
★
1,1; 𝒙1,1, 𝒙1,2, . . . , 𝒙1,𝑀

𝑓
query
LLM : < LLM-Output >;

where 𝑥★
𝑘
, 𝑓 ★
𝑘

denotes the best-performing solution and its fitness
up to generation 𝑘 . We observed that LLMs robustly follow the pat-
tern outlined in the prompt above and continue the string format
by outputting a new mean 𝑥𝐿𝐿𝑀 with the delimiter ;. Afterwards,
we use the proposed mean to sample a new set of candidates, up-
date the context statistics 𝐻 and iterate the process. The LLM can
thereby in-context adapt to accumulated search information and
implement a novel type of recombination.
Detailed EvoLLM API. At each generation, ES samples a set of
candidates, evaluates the population on the task at hand and after-
ward updates the search distribution. Here, we let the LLM perform
the search update given text-context information 𝐻 . The general
procedure consists of the following steps (Figure 2):
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Figure 2: EvoLLM prompt design space & API. We track all solution evaluations and their performance in a context buffer. The
buffer is used to construct query prompts for the LLM. After parsing the LLM output and sampling, we evaluate the resulting
population and add the new information to the buffer. We provide an example of the generated prompts in the appendix.

(1) Context Buffer Warm-Up/Seeding. We use standard BBO
algorithm (here: random search) to fill up a context data
buffer with an initial set of evaluations.

(2) Discretize & Augment Context Buffer. We represent the
solutions as discretized integers with a chosen resolution
and track the evaluation candidates and their fitness scores.

Given the initial buffer with discretized solutions, we construct a
string representation of the previous evaluations. The𝐾 generations
and corresponding𝑀 candidates are selected and sorted as follows:

(3) Select & Sort Context Generations.
(a) ‘Random’. The simplest option is to select previous gen-

erations from the buffer uniformly at random.
(b) ‘Last’. Alternatively, we select the most recent 𝐾 genera-

tions evaluated on the problem.
(c) ‘Best’. Finally, we considered the generations, which led

to the best-performing candidate solutions seen so far.
(4) Select & Sort Context Candidates.
(a) ‘Random’. From the 𝐾 selected generations we again

select𝑀 < 𝑁 random population members.
(b) ‘Best-Within-Generation’. Alternatively, we select the

best candidates evaluated within a given generation.
(c) ‘Best-Up-To-Generation’. Finally, we consider the en-

tire evaluation history and provide the top-𝑀 candidate
solutions evaluated up to the 𝑘-th generation.

Note, that the exact ordering of the generations and candidates can
affect the ease with which the LLM may infer improving directions
(e.g. momentum). Each generation of candidates is separated with
a line break and each member with a ,. Finally, we add a fitness
improvement query (ca. 2 times the best previously seen fitness
value). After querying the LLM, we parse the LLM-proposed mean
update back into a floating point representation:

(5) Query LLM for Search Improvement. We construct the
prompt repeatedly at each generation, sample a temperature
parameter and query the LLM. We pass the returned integer
output back into the mean for the next generation. Occa-
sionally, the parsing may fail. In this case, we use a back-up
strategy of sampling around the previous best evaluation.

(6) Sample&EvaluateNewCandidates. We perturb themean
with isotropic noise and evaluate all population members.
Afterwards, we add the information to the context buffer.

Figure 3: Dimension-batched Querying of an LLM. As the
search space dimensionality grows, the context length can
exceed the feasibilities of the LLM.We split the solution space
into blocks and perform multiple LLM queries per update.

Scaling EvoLLMs to Larger Search Spaces. The context length
of the used prompt quickly increases with the number of dimen-
sions. Many LLMs have been trained with a context length with
limits their applicability to longer horizons. We found that once the
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Figure 4: EvoLLM performance (lower is better) on BBOB [12] functions with single LLM query. We compare different LLM
base models (marked in the lower box in the legend) and find that the behavior of EvoLLM is robust to the exact choice of LLM.
The results are averaged across 10 independent runs.

context becomes too long, the LLM may output non-informative
information. This in turn implies that either the number of context
generations or the number of considered context population mem-
bers per generation would have to be reduced to allow for large
search spaces. To avoid this limitation we use (block-)independent
LLM queries for batches of dimensions. More specifically, we group
a set of dimensions that fits into the context of the LLM and perform
multiple LLM queries per generation (Figure 3). Hence, we trade
off an increased LLM inference time with scalability to a larger
number of search dimensions. In the limit, each LLM call processes
a single dimension 𝑑 . Note that as the capabilities of LLMs to model
longer-range dependencies increase, EvoLLM will likely benefit
from such advances.

5 LLMS ARE ZERO-SHOT EVOLUTION
STRATEGIES

5.1 Evaluation on Synthetic BBO Functions
We start by evaluating the performance of the EvoLLM prompt
design on various BBOB [12] tasks with different numbers of search
dimensions and population sizes. We use the 𝐾 = 5 last generations
and 𝑀 = 5 best-seen evaluations throughout the optimization
trajectory to construct the context string. We use a set of 4 warm-
up generations using random search to seed the context buffer 𝐻 .
Afterwards, we use the LLM proposed mean update to perform
BBO and use a fixed perturbation strength, 𝜎 = 0.2. The default
prompt construction settings are summarized in Table 1.

To assess the performance of EvoLLM across various settings, we
consider four different tasks, which consist of the separable Sphere,

Setting Name Setting Choice
Context Generations 𝐾 = 5
Context Members 𝑀 = 5
Generation Selection ’last’
Candidate Selection ’best-across’
Generation Sorting ’improving’
Candidate Sorting ’improving’
Improvement Indicator
Uniqueness Filtering False
Improvement Querying True
Warm-up Generations 4
Warm-up Strategy Random Search

Table 1: EvoLLM Context Construction Settings.

moderate-condition number Rosenbrock, the high-condition num-
ber Discus, and the multi-modal Schwefel function. Figure 4 shows
that the LLM-based ES can outperform random search and Gaussian
Hill Climbing on these BBOB functions [12] with different search di-
mensions (𝐷 ∈ {3, 5}) and population sizes (𝑁 ∈ {5, 10}). On many
of the considered tasks, the LLM-based Strategy is even capable of
outperforming diagonal covariance ES such as SNES [38]. Further-
more, EvoLLM outperforms all baselines across all tasks for small
budget settings, i.e. less than 10 generations. We consider three dif-
ferent classes of differently sized pre-trained LLM models including
three PaLM2 models [9], OpenAI models [34], and the open-source
available Llama2 [40] models. We observe (Figure 1, right) that the
LLM model size inversely affects the downstream performance of
EvoLLM. Larger models (PaLM-L, Llama2-70B) tend to perform
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Figure 5: EvoLLM performance (lower is better) on
BBOB [12] functions with multi-dimensional LLM query
splits. We consider text-davinci-003 and PaLM2-XS as base
LLM models and find that performance does not degrade
when using splits. Top: 10-dimensional Sphere problem.
Bottom: 10-dimensional Rosenbrock problem. Averaged
results over 5 independent runs.

worse than smaller models (PaLM-XS, Llama2-7B), negating a scal-
ing law trend. Interestingly, GPT-4 tends to perform similarly to
the smaller models potentially pointing towards the size of the
individual mixture of expert models.
Next, we scaled EvoLLMs to larger search spaces (𝐷 = 10) using
batched LLM queries for blocks of parameters. More specifically,
we considered different numbers of queries and dimension group-
ings, e.g. 5 times 2-dimensional versus 2 times 5-dimensional LLM
queries. Thereby, the resulting optimizer has to perform blocked
separable optimization and can not interpolate information from
other potentially correlated groups of dimensions. Figure 5 indicates
that the performance of the EvoLLM does not significantly decline
as we optimize the parameters in groups. Interestingly, this observa-
tion holds for both the separable quadratic fitness function as well
as the non-separable Rosenbrock function. Furthermore, it it robust
for two different model classes, PaLM2-XS and text-davinci-003.

Figure 6: EvoLLM performance (higher is better) on CartPole
& Acrobot [1, 19] control task with different neural network
architectures. LLM-based ES can optimize small networks
and even outperformbaselines in the small evaluation budget
regime. Averaged results over 5 independent runs.

5.2 Evaluation on Neuroevolution Tasks
The previous BBO results indicate that LLM-based ES are capable of
optimizing various classic functions with different characteristics
(conditioning, single/multi-modal optima structure, etc.). However
recent work has shown that benchmarking on such functions can be
of limited relevance for machine learning tasks [20]. Therefore, we
wondered whether EvoLLMs can also be applied to neuroevolution
tasks. If this is indeed the case, LLMs may be a viable future option
for large-scale autonomous optimization which potentially can in-
clude various text-based information. We consider the CartPole-v1
and Acrobot-v1 discrete control tasks using a single hidden layer
MLP policy. In this case, the EvoLLM has to evolve the parameters
of the feedforward network used to output the agent’s action at
every episode timestep. The considered networks contain between
16 and 40 weights and biases to be optimized. We again batch the
parameters into groups and optimize the neural network param-
eters using 32 population members and 8 stochastic rollouts for
fitness evaluation. Figure 6 provides evidence that EvoLLM can
indeed evolve such neural network-parametrized policies for both
considered tasks. More specifically, it is again capable of even out-
performing competitive baselines in the small budget regime. We
note that optimization becomes more challenging as the number
of optimized parameters increases. This result is of importance
because it provides an intriguing perspective on LLM-based agents:
In principle, they can optimize neural network artifacts using a
gradient-free implicit optimization procedure implemented by their
internal activations.

6 EVOLLM ABLATION STUDIES
After having established that LLMs are capable of acting as im-
provement operators for ES, we next investigate the importance of
the prompt design, discretization resolution, and context length.

6.1 Prompt Strategy Ablations
We consider the following 4 different prompt design decisions:

(1) Uniqueness of mean for the selected generations: We
either filter the context generations by the uniqueness of
their mean in the sequence or not (Figure 7, left).

(2) Selection criteria for context generations/candidates:
We compare the base selection setting (Table 1) with ran-
domly selected generations (’G-R’) and members (’C-R’).

(3) Sorting criteria for selected generations/candidates: We
compare the base sorting setting (Table 1) with randomly
sorted generations (’G-R’) and members (’C-R’).

(4) Fitness information provision & improvement request:
We either add the desired fitness query or not.

Figure 7 considers two different BBOB settings (Sphere, Rosen-
brock) and two different base LLM models (GPT-4, PaLM-XS). It is
not beneficial to filter the selected generations by mean uniqueness.
Furthermore, EvoLLM remains largely robust concerning the selec-
tion of context candidates and members. The sorting criterion, on
the other hand, has strong effects on the downstream performance.
Sorting generations and members randomly decreases performance
substantially. Furthermore, not providing fitness information de-
creases GPT-4’s performance. This suggests that different LLM
models can behave differently in the context of BBO.
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Figure 7: Different Prompt Constructions on two different BBOB problems. Left: Impact of generation uniqueness filtering.
Middle: Impact of selection and sorting of generations and candidates. Right: Impact of providing fitness information and
improvement query. The EvoLLM prompt is largely robust to all individual choices, but the performance drops if we do not
include the fitness information or filter for improving generation sequences. Averaged results over 5 independent runs.

6.2 Raw text vs. discretized representation
One key aspect of the EvoLLM is our usage of discretized inte-
ger representations instead of raw floating point number strings.
In preliminary experiments, we observed that the vocabulary tok-
enizer of LLMs struggles with representing high-precision numbers.
Different numbers may result in different numbers of tokens (Fig-
ure 13), which in turn makes it challenging for the LLM to infer
improvements. Most common tokenizers (e.g. SentencePiece) rep-
resent integer numbers up to 1000 as a single token. We therefore
chose to translate raw solutions into integer representations and
map the LLM output back into the corresponding floating point. To
illustrate the impact of this choice, we compare the performance
of our EvoLLM with the raw text-based prompting strategy out-
lined in Zhang et al. [46]. Using the same LLM backend model we
repeatedly observe that the text-based approach is not capable of
’zooming into’ optima and instead performs too large perturbations
to progress after initial improvements.

6.3 Impact of Resolution & Context Length
Next, we considered how the chosen discretization resolution im-
pacts the EvoLLM performance. Intuitively, a resolution that is too
coarse will not allow the optimizer to discover very narrow optima
basins, while a too-high resolution will hurt the LLM’s ability to
infer improvements from the context. We used the template out-
lined in Table 1 and discretized an optimization range from -3.0 to
3.0 into {50, 100, 1000, 10000} bins. In Figure 11 we indeed observe
the hypothesized behavior for two different PaLM2 models: As
we increase the resolution up to 1000, performance improves. For
10000, on the other hand, it decreases again. For the Rosenbrock
problem, on the other hand, this trend is not clear. This may be due
to the optimizer not finding the global optimum but preemptively

Figure 8: EvoLLM versus text-based optimization prompting
performance. Our proposed discretized solution representa-
tion is capable of improvements even for longer optimiza-
tion trajectories. Text-based prompting, on the other hand,
quickly saturates. Averaged results over 5 independent runs.

converging in a broader local optimum basin. This indicates that
the optimal resolution parameter is indeed problem-specific.

Finally, we wondered how much context information is required
for the LLM to infer beneficial updates to the mean statistic. In
Figure 12 we considered different amounts of context generations
and members. We find that even with extremely limited informa-
tion, the EvoLLM can make improving updates to the mean. Often
more context generations appear to be beneficial compared to more
context members. This may be due to the clear improvements in the
sequence, which makes it easier for the LLM to infer continuation
patterns such as momentum.
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Figure 9: Instruction fine-tuning using the Hill-Climbing algorithm improves EvoLLM’s performance on unseen BBOB tasks
(lower is better). Results are averaged over 5 independent runs.

7 EVOLLMWITH TEACHER FINE-TUNING
Finally, we investigate the impact of fine-tuning the LLM using
BBO trajectories generated by a teacher algorithm. More specifi-
cally, we use two BBOB functions (Sphere and Rosenbrock) and
collect BBO rollouts using a simple Gaussian Hill Climbing algo-
rithm. Afterwards, we discretize the solution candidates and con-
struct sequences of EvoLLM instructions according to the prompt
template outlined in Section 4. We then train the LLM ‘backend’ to
predict the discretized integer representation of the teacher’s search
distribution update. To that end, we used the standard next-token
prediction cross-entropy loss and fine-tuned it for a short amount
of training steps (Figure 14). Afterwards, we deploy the EvoLLM
and evaluate its performance on the BBO tasks. Our results focus on
the PaLM-XS model. Figure 9 demonstrates the effect of fine-tuning
on four different tasks (Sphere and Rastrigin with 2 and 5 search di-
mensions). For all cases, we observe a small but robust performance
increase after instruction-based fine-tuning. In almost all consid-
ered cases, the tuned LLM outperforms both the teacher algorithm
and the non-tuned LLM. Figure 10 provides further evidence that
this result extends also to more challenging neuroevolution tasks.
In summary, this highlights the potential for text-based LLMs to
potentially distill teacher algorithms. One promising future direc-
tion may want to explore tuning the tokenizer vocabulary to better
accommodate the representation of floating point numbers.

8 DISCUSSION
Summary. We outline a prompt strategy that enables purely text-
trained LLMs to robustly act as an ES on various BBO tasks. Fur-
thermore, we provide several ablations highlighting the importance
of careful solution representation and context construction. Finally,
we successfully demonstrate that the LLMs capabilities can be im-
proved by fine-tuning on teacher algorithm sequences.
Limitations. We expect EvoLLM’s performance to differ based

Figure 10: Instruction fine-tuning using Hill-Climbing im-
proves EvoLLM’s performance on unseen CartPole task.

on pretraining & fine-tuning protocols. Understanding how these
details affect BBO performance is a key open challenge. Going
forward LLMs capable of long context reasoning may be required
to scale to larger search spaces. In preliminary experiments, we
extended the prompt strategy to non-isotropic ES. The LLM had to
additionally output an update to the diagonal covariance. This did
not yield significant improvements.
Future Work. A potential direction is the construction of an LLM-
specific BBO benchmark capturing various optimization abilities.
This could enable directed progress for this specific LLM capability.
Furthermore, we want to explore tokenization techniques tailored
for numerical representations. Finally, we expect EvoLLM to be able
to harness all future advances of LLMs going forward, e.g. longer
context windows.
Ethical Considerations. LLMs are powerful black-box tools that
require careful monitoring of their agency. This is especially true
when used for autonomous optimization purposes as the ones out-
lined in our work.
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A ADDITIONAL RESULTS
A.1 Impact of Search Space Resolution

Figure 11: EvoLLM performance for different search reso-
lutions. It struggles to zoom into optima basins for low-
resolutions, while high resolutions degrade performance due
to tokenization. Averaged results over 5 independent runs.

A.2 Context Members & Generations

Figure 12: EvoLLMperformance for different amounts of con-
text information. Even with limited information the LLM is
capable of inferring improving sequence patterns. Averaged
results over 5 independent runs.

B PROMPT CONSTRUCTION EXAMPLE: 2 DIM.
SPHERE / 5 POPULATION MEMBERS

Below we show an example of the EvoLLM prompt outlined in
Table 1 for a 2-dimensional Sphere task with 5 population members.
We start with a randomly initialized mean and 4 random search
warm-up generations:
𝜇 = [2.93851025 − 1.77656265], 𝑓 ★ = 0.4378929557544995

================ Generation 0 =================

0.44 : 397539; 14792, 0, 0302, 0, 186346, 0, 419685, 0, 397539, 0

0.39 :⇒ 𝜇 = [−0.619395150.2329004], 𝑓 ★ = 0.438

================ Generation 1 =================

1.29 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
0.44 : 397539; 14792, 0, 0302, 0, 186346, 0, 419685, 0, 397539, 0

0.29 :⇒ 𝜇 = [−0.619395150.2329004], 𝑓 ★ = 0.438

================ Generation 2 =================

6.03 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
1.29 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
0.44 : 397539; 14792, 0, 0302, 0, 186346, 0, 419685, 0, 397539, 0

0.29 :⇒ 𝜇 = [−0.619395150.2329004], 𝑓 ★ = 0.438

================ Generation 3 =================

6.03 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
2.48 : 397539; 748280, 0, 316687, 0, 419685, 0, 670417, 0, 397539, 0
1.29 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
0.44 : 397539; 14792, 0, 0302, 0, 186346, 0, 419685, 0, 397539, 0

0.34 :⇒ 𝜇 = [−0.6180.234], 𝑓 ★ = 0.339

================ Generation 4 =================

6.03 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
2.48 : 397539; 748280, 0, 316687, 0, 419685, 0, 670417, 0, 397539, 0
1.29 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
0.44 : 397539; 14792, 0, 0302, 0, 186346, 0, 419685, 0, 397539, 0
0.34 : 413543; 388557, 0, 448604, 0, 397539, 0, 399504, 1, 413543, 1

0.25 :⇒ 𝜇 = [−0.5220.258], 𝑓 ★ = 0.249

================ Generation 5 =================

6.03 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
2.48 : 397539; 748280, 0, 316687, 0, 419685, 0, 670417, 0, 397539, 0
1.29 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
0.34 : 413543; 388557, 0, 448604, 0, 397539, 0, 399504, 1, 413543, 1
0.25 : 423531; 417564, 0, 399504, 0, 413543, 0, 415522, 1, 423531, 1

0.20 :⇒ 𝜇 = [−0.4620.186], 𝑓 ★ = 0.15
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================ Generation 6 =================

6.03 : 397539; 559140, 0, 186346, 0, 419685, 0, 670417, 0, 397539, 0
2.48 : 397539; 748280, 0, 316687, 0, 419685, 0, 670417, 0, 397539, 0
0.34 : 413543; 388557, 0, 448604, 0, 397539, 0, 399504, 1, 413543, 1
0.25 : 423531; 417564, 0, 399504, 0, 413543, 0, 415522, 1, 423531, 1
0.15 : 436506; 413543, 0, 415522, 0, 423531, 0, 487564, 1, 436506, 1

0.09 :⇒ 𝜇 = [−0.3840.036], 𝑓 ★ = 0.101

================ Generation 7 =================

2.48 : 397539; 748280, 0, 316687, 0, 419685, 0, 670417, 0, 397539, 0
0.34 : 413543; 388557, 0, 448604, 0, 397539, 0, 399504, 1, 413543, 1
0.25 : 423531; 417564, 0, 399504, 0, 413543, 0, 415522, 1, 423531, 1
0.15 : 436506; 413543, 0, 415522, 0, 423531, 0, 487564, 1, 436506, 1
0.10 : 447499; 434527, 0, 487564, 0, 436506, 0, 439514, 1, 447499, 1

0.07 :⇒ 𝜇 = [−0.318 − 0.006], 𝑓 ★ = 0.040

================ Generation 8 =================

0.34 : 413543; 388557, 0, 448604, 0, 397539, 0, 399504, 1, 413543, 1
0.25 : 423531; 417564, 0, 399504, 0, 413543, 0, 415522, 1, 423531, 1
0.15 : 436506; 413543, 0, 415522, 0, 423531, 0, 487564, 1, 436506, 1
0.10 : 447499; 434527, 0, 487564, 0, 436506, 0, 439514, 1, 447499, 1
0.04 : 472481; 436506, 0, 439514, 0, 442500, 0, 447499, 0, 472481, 1

0.03 :⇒ 𝜇 = [−0.168 − 0.114], 𝑓 ★ = 0.018

================ Generation 9 =================

0.25 : 423531; 417564, 0, 399504, 0, 413543, 0, 415522, 1, 423531, 1
0.15 : 436506; 413543, 0, 415522, 0, 423531, 0, 487564, 1, 436506, 1
0.10 : 447499; 434527, 0, 487564, 0, 436506, 0, 439514, 1, 447499, 1
0.04 : 472481; 436506, 0, 439514, 0, 442500, 0, 447499, 0, 472481, 1
0.02 : 478495; 465474, 0, 472481, 0, 476519, 1, 479485, 1, 478495, 1

0.01 :⇒ 𝜇 = [−0.132 − 0.03], 𝑓 ★ = 0.018

================ Generation 10 =================

0.15 : 436506; 413543, 0, 415522, 0, 423531, 0, 487564, 1, 436506, 1
0.10 : 447499; 434527, 0, 487564, 0, 436506, 0, 439514, 1, 447499, 1
0.05 : 478495; 483467, 0, 472481, 0, 476519, 0, 479485, 0, 478495, 0
0.04 : 472481; 436506, 0, 439514, 0, 442500, 0, 447499, 0, 472481, 1
0.02 : 478495; 465474, 0, 472481, 0, 476519, 1, 479485, 1, 478495, 1

0.01 :⇒ 𝜇 = [−0.132 − 0.03], 𝑓 ★ = 0.018

C FLOATING POINT NUMBER
TOKENIZATION

Below we show that the number of tokens used for a floating point-
ing number linearly increases with the number of digits. The num-
bers are sampled randomly:

Figure 13: SentencePiece Tokenizer floating point number
digits versus resulting tokens used for the language model.

D HILL CLIMBING INSTRUCTION
FINE-TUNING

Figure 14: Fine-tuning loss and accuracy for instruction fine-
tuning using Hill Climbing teacher algorithm trajectories on
PaLM-XS.
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