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Immersive technologies allow us to control and customise how we experience reality, but are not widely 
used in transit due to safety, social acceptability, and comfort barriers. We propose that cues from reality 
can create reference points in virtuality, which we call Reality Anchors, will reduce these barriers. We used 
simulated public transportation journeys in a lab setting to explore Reality Anchors using speculative 
methods in two studies. Our first study (N=20) explored how elements of reality like objects, furniture, and 
people could be used as anchors, demonstrating that visibility of other passengers and personal belongings 
could reduce barriers. Our second study (N=19) focused on journey types that emerged from the first study 
- self-managed vs. externally managed journeys - revealing that self-managed journeys increased the need 
for anchors. We conclude that Reality Anchors can reduce concerns associated with immersive technology 
use in transit, especially for self-managed journeys.  

CCS Concepts: • Human-centered computing → Mixed / augmented reality; • Human-centered 
computing → User studies 

Additional Key Words and Phrases: Immersive Technologies, Mixed Reality, Virtual Reality, 
Augmented Reality, Reality Awareness, Public Transport, Public Context, Passengers 

1 INTRODUCTION 

Immersive technologies create a unique opportunity to reclaim the time we spend commuting 
and travelling, but there are challenges with social interaction and maintaining awareness that 
prevent acceptance.  Pre-pandemic, the average number of local bus journeys in England reached 
4.07 billion [8], with an average commute to work taking nearly an hour [82]. A common practice 
for passengers is to use this travel time for entertainment or productivity with the help of small 
electronic devices, such as phones or laptops [20,56], which can act as a defence [70] against 
awkward social situations or a distraction from uncomfortable confined spaces [16,43]. 

The ability to control and customise our environment can also occlude reality and create 
barriers to the outside world. Immersive technologies have advantages over traditional mobile 
devices because they can simulate unlimited screen sizes and render virtual content anywhere 
around the user. While immersive technology could enable us to reclaim our time while travelling, 
occluding personal belongings and other passengers brings physical safety [5,37], comfort [63] 
and social acceptability [11,59,75] concerns. These are potentially serious obstacles to the 
acceptance of immersive technology use in transit. 

There is an open challenge on how to restore elements from reality that people lose when 
wearing an immersive device [5] in mobile environments. Immersive technologies range from 
Augmented Reality (AR) to Virtual Reality (VR), but we speculate that future devices will move 
more dynamically across this spectrum by selectively including/occluding content to suit user 
needs. Current solutions have focused on controlled private spaces, such as living rooms 
[23,25,76] For example, the Oculus ‘Guardian’ [83] or ‘Space Sense' [84], show outlines of 
boundaries, these are not suitable for the dynamic nature of mobile environments like public 
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transportation as they do not work in an environment that is moving and would provide the user 
with an overwhelming amount of detail. Devices like the Oculus Quest offer a “passthrough” 
video feed of the surrounding environment from the onboard tracking cameras, but showing this 
breaks immersion in the VR content [29]. Recent work on bystander awareness indicates that 
visualising other nearby people in VR could help maintain immersion while conveying 
information [54]. It is not known if these design interventions are suitable for in-transit contexts 
due to the dynamic nature of the internal environment (where passengers are moving around), 
the external environment (driving through unfamiliar neighbourhoods) and the unpredictability 
of these social spaces (where another passenger might invade your personal space). There are 
unique needs for awareness in transit, including physical safety (e.g. avoiding collisions, personal 
space invasion) and personal security concerns (e.g. theft, harassment). We propose that by using 
cues from reality and positioning them in virtuality as reference points, we can create experiences 
that retain immersion and reduce concerns associated with immersive technology use in transit. 
To achieve this, we introduce the concept of Reality Anchors, which are cues from reality that 
reference other passengers, belongings, furniture and travel information in virtuality.  

To begin exploring Reality Anchors, we need to understand what reality cues are meaningful 
and how they might support better experiences while travelling. We used virtual transportation 
journeys, simulated in VR, to explore the design and impact of different anchors using speculative 
methods. Speculative methods, for example, design fiction, enactments, and simulation [6,10,66], 
facilitate participants to imagine or experience interaction contexts that do not yet exist. This 
approach was taken to explore a possible future where immersive technology is common in real 
transit environments and overcome technical limitations and safety concerns of deploying 
immersive technologies in this uncontrolled setting. It should be noted that our studies were 
conducted during the pandemic, which limited the methods available for this work. With our first 
study, we gathered participants' initial responses to Reality Anchors and evaluated how the 
visibility of reality cues (people, furniture, and personal belongings) affected six different factors 
that have been shown as important barriers to immersive technology adoption. We used a 
simulation of a ride on a public bus, a mode of transport often associated with increased safety 
concerns and the need to maintain awareness [5]. The results suggested that the journey type - 
whether it is self-managed, e.g., a short trip on a local bus with high passenger turnover and a 
need to track when to get off, or externally managed, e.g., a long-distance train trip with a clear 
endpoint at the destination and less passenger turnover - strongly impacts feelings of safety and 
social acceptability. A second study then expands on the issue of journey type by simulating two 
rides on a subway train, one representing a self-managed journey with multiple stops, whilst the 
other was an externally managed journey with a clear end and no stops in between. Our work 
shows that the visibility of other passengers and one’s belongings can reduce concerns associated 
with immersive technology use in transit. Furthermore, we found that self-managed journeys 
require more anchors than externally managed ones and that the need for the Anchors changes 
as the journey progresses. Our findings are a crucial first step in improving passenger experiences 
with immersive technologies in transit and make the following contributions: 

1. We introduce the concept of Reality Anchors to reduce concerns associated with 
immersive technology use in transit contexts, which we explore through two user 
studies; 

2. We show that perceived safety, usefulness, distraction, journey type, and the degree to 
which Reality Anchors match the virtual environment, are the key factors influencing 
the choices of Reality Anchors, in particular showing that passengers and personal 
belongings satisfy these criteria; 

3. We show that self-managed journeys increase the need for anchor use, compared to 
externally managed journeys. 
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2 RELATED WORK 

2.1 Passenger Activities on Public Transport 

A vast amount of literature has investigated passenger behaviours on public transport 
[20,21,36,39,56,57,60,70,71,81], which demonstrated a range of activities, that varied between 
cultural contexts, but included: looking ahead or out the window, reading, talking, resting or 
using technology such as headphones, mobiles, or laptops. Work by Thomas [70] and Zurcher et 
al. [81] showed that occupying oneself with other activities when travelling can often act as a 
defence against awkward social situations, created by close proximity to other travellers. Besides, 
such action can serve as a signal to other passengers to show disinterest in interaction [57]. 
Another reason why passengers try to detach from the public transport environment comes from 
work by Groening [21] who investigated the use of in-flight entertainment. The author concluded 
that the use of screens during flight creates a private entertainment space that not only helps each 
passenger separate from others but also shapes the passenger’s perception of time and place. 
Moreover, in their work, Patel and D’Cruz [57] argue that by being immersed in activity 
passengers are less likely to feel the discomfort they are experiencing, which is induced by the 
physical constraints of the cabin. However, more challenges arise if one is unable to protect 
personal space because of their seating situation. In their work, Evans & Wener [13] claimed that 
middle seats are found to be particularly unpleasant and are the least favourable seating option 
due to increased chances of spatial intrusion from the other passengers.  

Equally important to shielding from other passengers is the efficient use of time during a trip. 
Some authors found that portable e-devices can help increase productivity and efficiency. In their 
study, Gripsrud et al. [20] argued that the development of new ICT (Information Communication 
Technologies) increased the possibility to make travel time productive. As seen in their 
observations, most of the observed commuters used some sort of device for work-related 
activities. The choice to work during the commute is also not accidental - Timmermans and Van 
der Waerden [71] found that the choice to travel on public transport (versus private) was 
influenced by the opportunity to use the time for other activities. However, these activities also 
vary for work and non-work-related trips. In their study, Ohmori and Harata [56] found that 
passengers travelling for work used laptops more often than passengers travelling for leisure, 
who tend to choose mobile phones. The idea of empowering passengers with technology for a 
more productive time was also brought up by Lyons and Urry [36], who argued that by making 
the passengers more “equipped” with technology we are blurring the idea that travel time is 
separate from the activity time, therefore reducing the wasted time. More recent work by Malokin 
et al. [39] also showed that younger commuters especially value the ability to spend travel time 
productively, suggesting that multi-tasking whilst travelling is only going to increase in the 
future. 

2.2 Key Challenges of Using Immersive Technologies in Public Spaces 

Previous work on immersive technology use in public spaces revealed key challenges that need 
to be overcome for wider adoption, which include concerns about social acceptability, safety and 
comfort. It is important to note that multiple factors can influence immersive technology 
adoption, including motion-sickness [44], privacy issues [15] and the bulky form of current 
immersive devices. These topics are outside of the focus of our work on in-transit use and will 
not be covered in this literature review. 

According to Koelle et al. [33], social acceptability can be defined as a product’s design or 
interface quality that describes its appropriateness concerning culture, societal norms and values, 
which, if successful, results in wider societal rather than individual adoption of the product. Social 
acceptability is especially important for immersive technologies, that can range anywhere on the 
Mixed Reality spectrum (Figure 1), due to the interaction methods that they need (gestures, voice 
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commands) and the isolation from reality that they create. Failure to address this challenge can 
put the technology at risk of rejection, as happened to Google Glass [49]. Google Glass was a 
wearable device dismissed by the public due to its unclear purpose, unnatural-looking design and 
privacy concerns [9]. The investigation of the social acceptability of immersive technologies in 
public spaces is a relatively new topic but there are some initial insights. The current body of 
work can be divided into research that had a broad look at the social acceptability of new wearable 
technologies [27,28], or the use of headsets in public [11,22,30,46,72], including more focused 
work on gaze [3] and gestures [26,32], or discussion of the user and observer roles [4,69,72]. Some 
authors specifically looked at travelling contexts [5,11,15,65,74,75], but focused on limited 
application areas, such as entertainment [74], or had a more theoretical approach to the work, 
lacking in situ studies [15,65] and showed a need for further research in real-world environments 
[75]. Finally, the researchers that deployed their experiments in situ [11] were limited to public 
spaces, such as a university café, which are not representative of passenger experiences whilst 
travelling. This collection of research revealed that it is important that the action of using the 
headset is seen as appropriate by the passengers themselves and observers, preventing concerns 
for privacy [15] or feeling like you look “stupid” [75], affecting the image of the headset wearer 
[5], but needs to be further explored in travelling contexts. 

 

 

Fig. 1. Reality-Virtuality (RV) Continuum proposed by Milgram and Colquhoun [50]. 

Aside from social acceptability, safety and comfort are the other key concerns influencing the 
wider adoption of immersive technologies in transit. Engaging with immersive experiences in 
public evokes worries and creates risks for safety, including physically colliding with objects or 
accidentally bumping into other people [5,11,37,63,75], as well as the fear of being touched by 
other passersby [37]. In-transit contexts also bring environment-specific safety concerns. The lack 
of awareness of one’s belongings [5] and surrounding furniture [63], missing a destination stop, 
or an important travel announcement [5,75] were among the key concerns for passengers. As for 
comfort, previous work has shown that confined spaces limit the possible interaction methods 
with immersive devices, such as gestures. McGill et al. [46] noted that regardless of if the action 
is seen as socially acceptable, the physical space, seatbelts and other passengers sitting nearby 
would require more discreet interactions with immersive devices. Recent work on the topic 
[45,63] has already started exploring how confined spaces can be adapted to immersive 
technology use, suggesting that by using the available furniture, such as seats and backrests we 
can create new input methods that are more comfortable for a public transport environment. 

2.3 Current Solutions to Increase Reality Awareness 

The previous section discussed the concerns associated with immersive technology use in public 
spaces, which showed that losing awareness of reality leads to social acceptability, safety, and 
comfort concerns, worsening with the increasing occlusion of reality. To address the issue, both, 
commercial headset brands and the HCI community have developed methods to increase reality 
awareness. For commercial headsets, such as a Meta Quest 2 [85], reality awareness is achieved 
through ‘passthrough video’, Space Sense and Guardian features. The passthrough video takes 
the user out of the immersive world by showing them a real-time feed of their real environment 
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but disturbing the immersive experience [29]. The Space Sense and Guardian show visible 
boundaries of the VR space, only designed for static indoor environments to avoid bumping into 
furniture, etc., rather than a constantly changing public setting. Some researchers have 
investigated the potential ways that real-world information could be communicated in a manner 
that maintains immersion. The majority of solutions focused on the awareness of other passers-
by [12,23,34,55,76], and included augmenting VR with an overlay of the real-world [42,76], a 
virtual representation of the physical world [35], or blending virtual and real worlds by 
integrating real-world objects [15,53], augmented notifications [80], “windows” or a “gates” to 
other realities [17,75], with some approaches aimed at matching real objects with the virtual 
experience [68] for maximum immersion. Although a majority of solutions were focused on visual 
information, some also explored audio or haptic feedback to inform the VR user [18]. The choice 
to bring the information could be based on the proximity of the other passers-by [48], the urgency 
of the information [25], updated in real-time events [68], or based on the VR user’s preference 
[14]. Interestingly, previous work also showed that participants felt most comfortable when 
objects from reality closely matched the virtual scene [42], yet at the same time, immersive 
technology users can grow accustomed to the unexpected mix of virtual and real objects [67]. 
However, it is not known if these solutions are also applicable to travelling contexts, which 
introduce additional concerns related to strangers, personal safety, property vulnerability, and 
time-sensitive journey management. It is also unclear whether seeing a mix of virtual and real 
objects would evoke uncomfortable feelings or help the passenger feel grounded in the travel 
environment. 

2.4 Exploring Future Scenarios with Speculative Approaches and VR Simulations in 
HCI 

Speculative approaches in HCI are frequently employed to envision possible futures and explore 
alternative scenarios for informing the design of emerging technologies. These approaches 
include methods such as design fiction, enactments, and simulation [6,10,66]. Traditional 
evaluation methods may not fully capture the range of possible futures [61]. Using speculative 
designs can help understand future passenger needs [79] and reimagine use cases for immersive 
technology [19]. In particular, speculative scenarios are useful for exploring complex transport 
scenarios where current technologies fall short or are not yet available. For instance, several 
authors have envisioned potential passengers of the future using immersive technologies in cars 
[47], including autonomous car scenarios [2], and adapting VR to be used within public transport 
seating constraints [77]. Furthermore, such speculative scenarios are not limited to academic 
research, as commercial entities, such as Holoride [86], have also explored possible futures of 
immersive technologies in transportation contexts. 

Rapid advancements in immersive technologies such as VR, provide an opportunity to simulate 
and test these future scenarios that are not yet possible due to technological limitations. Although 
not without its limitations, some recent work comparing VR simulations to real-world studies has 
shown to evoke participant behaviour that is similar to that of the real-world [38,40,62]. Using 
simulation in HCI is a common strategy when studying potentially dangerous or explorative 
designs [51,64] or dealing with scenarios that are otherwise challenging due to ethical or legal 
constraints [52]. VR provides a unique opportunity to simulate these scenarios in a controlled and 
safe environment. This is particularly relevant for transport scenarios where potential users may 
face complex or potentially dangerous situations, such as navigating unfamiliar public spaces or 
dealing with unexpected events. Overall, the combination of speculative methods in HCI and VR 
simulations provides a powerful tool for exploring and designing future scenarios. By simulating 
complex or potentially dangerous situations in a controlled and safe environment, researchers 
can gain valuable insights into user experiences and needs, and use this information to inform 
the design of emerging technologies fit for transit contexts. 
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3 EXPLORING REALITY ANCHORS ON PUBLIC TRANSPORT 

As demonstrated by the literature review, lack of reality awareness is potentially a key barrier 
preventing wider adoption of immersive technologies in transit. Moreover, preserving the user’s 
sense of presence is another key requirement [42,65,80] of an engaging immersive experience, 
and taking off the headset to have a look around can break the illusion and engagement in the 
virtual world. To maintain the ability to feel present, the experience requires a balanced inclusion 
of the real world [17]. Too much of it can lead to an increase in distraction [42] and reduce 
immersion [80] in the virtual content. To understand what cues from reality are needed and when 
to increase reality awareness with the least effect on immersion, we introduce and explore the 
concept of Reality Anchors. The concept uses cues that serve as a reference point to the objects 
from the real world around the user, which also aims to maintain a maximum level of immersion. 
The Anchors are presented consistently regardless of the virtual content, similar to “Spatial 
Anchors” introduced by Oculus, which are used for adding persistent virtual objects to your 
physical world [87]. It is worth noting that the proposed concept is speculative as current 
technology is not able to solve the issues associated with immersive technology acceptance in 
transit. Nevertheless, speculative design methods, as discussed in the literature review section, 
can help us understand future passenger needs and reimagine the use cases for immersive 
technology in transit. To gain early, formative insights, we must first conduct controlled 
experiments that replicate the transit experience before proceeding to costly and safety-critical 
deployments in reality. 

An experiment was designed to test initial user reactions to the concept of Reality Anchors. 
More specifically, we investigated how seeing the Anchors affected the attitudes toward using 
headsets in travel contexts. To achieve this, we assessed how participants’ perceptions of safety, 
social acceptability, usefulness, distraction, escapism and immersion change when exposed to 
various cues from their physical surroundings on a public bus. To explore our research aims, we 
chose to use a virtual reality headset to simulate an augmented virtuality experience (Figure 1) 
that uses mostly virtual content with the elements of real-world objects. Participants were tasked 
with watching 360º videos and framed 2D videos within a cinema environment during the 
experiment, as the type of virtual content could influence which Anchors are preferred by the 
users [34] and can affect the sense of escapism from reality [1]. 

Understanding how we can reduce the key concerns associated with immersive technology 
use in transit is an essential first step toward designing more acceptable immersive experiences 
in the future. We formalized the goals of the first experiment with the following two research 
questions: 

RQ1: Can we improve the safety, usefulness, social acceptability, distraction, escapism and 
immersion of immersive experiences by adding cues from reality while in transit? 

RQ2: Does the format of the virtual content (360-degree video or 2D-fixed video in a room) 
affect users’ attitudes towards cues from reality while in transit? 

3.1 Experimental Design 

The study was conducted in a lab environment where a VR headset was used to simulate a ride 
on a public bus. Simulation is a useful tool for studying immersive designs [51,64] as it allows for 
greater control of variables and ensures the safety of participants. Moreover, images and video 
scenarios are commonly used to research topics related to various social contexts [31]. Our work 
builds on this and expands this further by making those scenarios feel more immersive in VR. 

To simulate the trip, a high-fidelity model of a London bus [88] was used in Unity [89] with a 
combination of 360-degree video, showing a real drive through London streets [58] visible 
through the bus windows (Figure 2a). Several virtual avatars from the Adobe Mixamo library [90] 
were placed around the VR user’s position to simulate a realistic social setting, expected in a 
public space. The simulated avatars were kept static, in fixed positions throughout the experiment 
to avoid introducing additional bias.  
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The street sounds were kept at a consistent level throughout the whole experiment, including 
when the participant was watching the video content. The conditions that included bus furniture 
(which included a backpack that represented the passenger’s belongings) or people were based 
on the object's proximity to the passenger. The objects covered a radius (measured as 2.5 m in 
Blender) within the social zone, a distance that is appropriate for public and casual social 
interactions [24]. The radius was kept consistent throughout the experiment. 

 

Fig. 2. Study 1 set-up in Unity. a) the bus scene, shown at the start of each condition; b) the questionnaire 
screen. 

 

Fig. 3. Study 1 conditions. a) ‘No Cues’ condition in the 2D-fixed video in a room; b) ‘People visible’ in the 
2D-fixed video in a room; c) ‘Furniture (incl. belongings) visible’ in the 2D-fixed video in a room; d) ‘People 
and Furniture (incl. belongings) visible’ in the 2D-fixed video in a room; e) ‘No Cues’ condition in the 360-
degree video; f) ‘People visible’ in the 360-degree video; g) ‘Furniture (incl. belongings) visible’ in the 360-

degree video; h) ‘People and Furniture (incl. belongings) visible’ in the 360-degree video. 

The study employed two different simulated environments: a streamed 360 video of a nature 
documentary [73] and a cinema room, created using freely available assets [91,92] with a 2D-fixed 
video of the same documentary. Both environments incorporated a variety of reality cues from 
the bus throughout the eight conditions, as shown in Figure 3. After each condition, participants 
were given a questionnaire to complete and then taken back to the main menu for a break. 

The study used a two-way repeated-measures design with the two factors (Figure 3) being: a) 
the Visible Reality Anchors (no cues, people visible, furniture visible or people and furniture 
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visible), b) the Virtual Environment (360-degree video or 2D-fixed video in a room). The Visible 
Reality Anchors factor was presented in a way where the amount of treatment (visual cues) either 
increased (from no reality anchors to all anchors) or decreased (from all reality anchors to no 
anchors). We did this as a key aspect of the study was to identify at what point there are a 
sufficient number of anchors visible. The direction of the anchor visibility (from no anchors 
visible to all anchors visible) was counterbalanced. The anchors were consistently present 
throughout each condition, without any fading effects applied to prevent the introduction of 
confounding variables. The virtual environment factor was counterbalanced across all 
participants. 

3.2 Participants 

20 participants (10 females, 10 males, mean age = 28 years, SD = 5) took part in the experiment. 
The majority were students, 17 have used a VR headset at least once, 3 have never used one before; 
all participants had previous experience using a bus and 8 were frequent bus travellers. The 
experiment took approximately 90 minutes to complete, and participants were compensated for 
their time with £10 Amazon vouchers. We ensured the participants took a rest between conditions 
to minimise any possible VR-induced sickness. The experiment was approved by the university 
ethics committee. 

3.3 Procedure 

The experiment ran on a Meta Quest 2 headset connected to a desktop PC via Oculus Link to 
guarantee that the bus journey and human avatars were in maximum resolution and ran at 
maximum frame rate to reduce motion lag. The experiment was conducted in a large room where 
each participant sat on a non-swivel chair in front of a desk, with the experimenter sitting at a 
desk across from them. The participant was greeted, presented with an information sheet and 
then filled in a short questionnaire to collect demographic information and previous experience 
of using a VR headset and travelling on a bus. 

During the experiment, participants were asked to imagine that they were travelling on a 
public bus whilst using the VR headset to watch a documentary video. Each condition started on 
a public bus ride through London, which participants were to consider as ‘reality’, and which 
then faded out through a black screen into different conditions. All the study’s conditions started 
in the bus environment which lasted 45 seconds each time before transitioning into a condition. 
Participants were asked to imagine they were putting a headset on when the fade-out appeared. 
They were then presented with a condition, lasting for 1 minute, with a total of 8 conditions, four 
in a 360-degree video and four in a 2D-fixed video in a room. Once all conditions were over, a 
semi-structured interview was conducted to capture additional thoughts on the presented 
Anchors and virtual environments.  

 

3.3.1 Quantitative Data Collection. Participants responded to 5-point Likert-type questions after 
each condition, collecting their responses to feelings of safety, usefulness, social acceptability, 
distraction, escapism and immersion (RQ1). Participants completed the questionnaire in VR (see 
Figure 2b) and were asked to rate the following six statements (answers ranging from Strongly 
Disagree to Strongly Agree): “I felt safe wearing a headset in this scenario” (Safety), “I felt that 
this mix of bus and virtual content was socially acceptable” (Social Acceptability), “It was useful 
to have this mix of bus and virtual content in this scenario” (Usefulness), “It was distracting to 
have this mix of bus and virtual content in this scenario” (Distraction), “I felt I could escape from 
the bus environment in this scenario” (Escapism) and “I felt immersed in the documentary in this 
scenario” (Immersion). The Distraction metric was used as a way to measure Presence in VR as an 
overload of cues could disrupt the VR experience, thus breaking the feeling of Presence. The 
question for measuring Immersion was focused on the documentary to measure if participants 
were able to focus on their main goal for using the headset - to watch a documentary – instead 
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of commenting on the overall experience of using VR. The collected data were logged in a file on 
the PC and later used for quantitative analysis. 

 

3.3.2 Qualitative Data Collection. Following the completion of all eight conditions, a semi-
structured interview was conducted with all participants. The interview followed the 
questionnaire themes, asking participants to comment on all six metrics (Safety, Usefulness, Social 
Acceptability, Distraction, Escapism and Immersion). The interview guide is available in Appendix 
A. In addition, printouts of all conditions were provided in the order they were experienced by 
each participant, to serve as a reminder. Participants were asked to discuss the six metrics in 
relation to both the 360-video and 2D-fixed video in a room environments. Each participant took 
an average of 20 minutes to complete the interview. All interviews were recorded, ensuring the 
anonymity of the participant, and then later transcribed for thematic analysis. 

3.4 Quantitative Results 

To conduct quantitative analysis, the answers “Strongly Disagree” to “Strongly Agree” were 
converted to scores 1 to 5 respectively. To further prepare the data for analysis, the data were 
transformed using an Aligned Rank Transform (ART) approach [78] and then a two-factor 
repeated-measures ANOVA was performed with the Anchors (for RQ1) and virtual environments 
(for RQ2) as factors. Post hoc contrast analysis was conducted to compare different conditions for 
the factors that showed significant main effects. Figure 4 presents the median values for 
participant answers to six questionnaire statements.  

 

Fig. 4. Median scores of participants’ ratings to the six questionnaire statements, split by the virtual 
environment. 

3.4.1 Safety. Reality Anchors showed a significant main effect on feelings of Safety (F(3,57)=15.40 
p<0.01). Virtual Environments did not show a significant main effect and there were no 
interaction effects between the factors. Post hoc contrast comparison (t(57)=-4.56, p<0.01) showed 
that viewing People (Mdn=4, IQR=3.25-4) led to a significantly greater feeling of safety than 
viewing No Cues (Mdn=2, IQR=1.25-4). Comparisons also showed users also felt safer (t(57)=-
5.75, p<0.01) when they saw People and Furniture (Mdn=4, IQR=3.25-4.75), compared to No Cues. 
Interestingly, seeing just People was perceived as safer (t(57)=3.63, p<0.01) than seeing just 
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Furniture (Mdn=3, IQR=2-3.75), but seeing People and Furniture was seen as safer (t(57)=-4.81, 
p<0.01) than just seeing Furniture. The remaining pairs did not show significant differences. 
 

3.4.2 Usefulness. The analysis showed that Usefulness was significantly affected by the Reality 
Anchors (F(3,57)=14.15, p<0.01). Virtual Environments did not show a significant main effect and 
there were no interaction effects between the factors. Further post hoc contrast analysis (t(57)=-
4.29, p<0.01) showed that seeing People (Mdn=4, IQR=3-4) was more useful than having No Cues 
(Mdn=2, IQR=2-3) from reality. Comparison between People and Furniture and No Cues (t(57)=-
5.97, p<0.01) showed that seeing People and Furniture (Mdn=4, IQR=3.25-5) was more useful than 
not seeing any cues from the bus. The People anchor was a crucial element for usefulness, as 
seeing People and Furniture (t(57)=-4.29, p<0.01) was perceived as more useful than just seeing 
the Furniture (Mdn=2.5, IQR=2-4) on its own. The remaining pairs did not show significant 
differences. 

 
3.4.3 Social Acceptability. Reality Anchors showed a significant main effect on Social 

Acceptability (F(3,57)=19.10, p<0.01). Virtual Environments did not show a significant main effect 
and there were no interaction effects between the factors. Post hoc contrast comparisons (t(57)=-
5.46, p<0.01) showed that users felt that it was more socially acceptable to see People (Mdn=4, 
IQR=4-4) than have No Cues (Mdn=2, IQR=2-4) from reality. People and Furniture (Mdn=4, 
IQR=4-4) were also seen as more socially acceptable (t(57)=-6.27, p<0.01) than having no 
information from the bus. Seeing People (t(57)=4.24, p<0.01) or People and Furniture (t(57)=-5.05, 
p<0.01) also returned higher scores than just seeing Furniture (Mdn=3, IQR=2-4) in terms of social 
acceptability. The remaining pairs did not show significant differences. 

3.4.4 Distraction. We found that Reality Anchors showed a significant main effect for 
Distraction (F(3,57)=2.93, p=0.041). Virtual Environments did not show a significant main effect 
and there were no interaction effects between the factors. Post hoc contrast comparisons revealed 
that seeing just the Furniture (Mdn=4, IQR=3.25-4) was found to be more distracting (t(57)=-2.66, 
p=0.049) than having No Cues (Mdn=3, IQR=2-4) brought into the environment. The remaining 
pairs did not show significant differences. 

 
3.4.5 Escapism. Both the Reality Anchors (F(3,57)=8.15, p<0.01) and Virtual Environments 

(F(1,19)=12.42, p<0.01) factors showed significant main effects for Escapism. Interaction effects 
between Reality Anchors and Virtual Environments were also significant (F(3,57)=3.45, p=0.022). 
The participants felt that they could escape the bus environment more (t(57)=3.33, p<0.01) when 
No Cues (Mdn=4.5, IQR=4-5) were present, compared to seeing People (Mdn=4, IQR=2.25-4). 
Comparisons (t(57)=3.14, p=0.014) also showed that People and Furniture (Mdn=4, IQR=3-4) 
reduced escapism more than No Cues. The final significant comparison (t(57)=4.80, p<0.01) of 
Furniture (Mdn=3, IQR=2-4) versus No Cues revealed that Furniture reduced escapism the most. 
The remaining pairs did not show significant differences. 

For Virtual Environments, the 360-degree video (Mdn=4, IQR=3-4) condition performed better 
in making users feel like they escaped the bus environment than the 2D-fixed video in a room 
(Mdn=3.5, IQR=2-4). 

 
3.4.6. Immersion. Immersion was also significantly affected by Reality Anchors (F(3,57)=8.43, 

p<0.01) and Virtual Environments (F(1,19)=21.30, p<0.01). Interaction effects between Reality 
Anchors and VR Environments were also significant (F(3,57)=3.49, p=0.021). Immersion was 
strongest when No Cues (Mdn=5. IQR=4-5) were visible and showed a significant difference in 
comparison (t(57)=3.01, p=0.020) to seeing People (Mdn=4, IQR=3-4). Seeing People and Furniture 
(Mdn=4, IQR=3-4) was also less immersive (t(57)=4.30, p<0.01) than seeing No Cues. However, 
seeing just the Furniture (Mdn=3.5, IQR=2-4) was the least immersive of the three, compared to 
No Cues (t(57)=4.41, p<0.01). The remaining pairs did not show significant differences. 
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For Virtual Environments, 360-degree video (Mdn=4, IQR=4-5) also led to greater immersion 
than a 2D-fixed video in a room (Mdn=4, IQR=2-4). 

3.5 Qualitative Results 

Upon transcription, all interviews were coded using an open coding process [7] where each 
statement was assigned an emergent code that was iterated over several cycles and used to re-
code the transcripts until no new codes were needed. Following that, all codes were arranged into 
meaningful groups. A single coder performed the coding, discussing, and amending of the codes 
after the first and the final iteration with another researcher.  
 

3.5.1 VR Acceptance on Public Transport. Four themes emerged as key factors influencing the 
acceptance of VR on public transport: 1) ability to maintain awareness, 2) social acceptability, 3) 
how much physical movement is required and 4) concerns about motion sickness.  The ability to 
maintain awareness was dependent on remembering that you are on a bus, not getting P2: “carried 
away by the VR content”, as that would be perceived as a negative, P7: “I don't want to forget where 
I am because I have to be alert”, or would cause constant worry, P17: “you're too concerned about 
the world outside, you don't feel very comfortable because you can’t see what's going on”. Participants 
worried that losing awareness whilst in VR could result in missing the required stop, not noticing 
that other passengers require attention or are up to malicious actions, losing personal belongings 
or not realizing there was an accident on the road. Several participants also noted that it would 
be preferred P6: “if you were able to not have to take the headset off and you could still make safety 
checks”, yet a few participants felt that if they were worried about someone, or felt that they are 
receiving too much attention, they would prefer to take the headset off to check their 
surroundings. 

Social acceptability was another factor influencing VR acceptance on public transport. 
Participants mostly linked social acceptability to other passengers. VR was seen as acceptable if 
it is P6: “discreet and not intrusive”, making sure that the VR user avoids actions that can be 
interpreted as P21: “irritating”, P11: “weird”, or P19: “rude” by other passengers, which could be a 
result of the VR user P15: “moving their head really vigorously” or P8: “staring at people” whilst 
immersed in VR, thus limiting the acceptable interactions and motions whilst on public transport. 
Overall, participants felt that social acceptability would increase with the visibility of people 
because P3: “when you are around people you cannot be oblivious to their presence”, and you can 
P8: “adjust the behaviour based on other passengers”. Only two participants mentioned that other 
passengers may object to having their image represented in VR, making it unacceptable in that 
case, and only one participant felt that they stopped worrying about other passengers once they 
were not visible anymore. 

Linking back to the earlier finding, how much physical movement is required was also a factor 
influencing VR acceptance. Too much physical movement was not only seen as socially 
unacceptable but also physically demanding, increasing the risk of injuries, or physically tiring. 
Concerns about motion sickness were the final influencing factor, only mentioned by two 
participants. Although it is not the focus of this work, this concern is still important to consider 
as it affects a group of potential VR users that would not attempt to try a headset in transit due 
to their previous negative experiences with motion sickness. 

 
3.5.2 Factors Influencing the Choice of Reality Anchors. Participants’ reflections on Reality 

Anchors also revealed five key considerations influencing their choice of Anchors: 1) the ability 
to increase the sense of safety 2) if seeing the Anchor(s) added value 3) the ability to maintain 
immersion/focus on the task 4) if the Anchor(s) felt natural in the virtual environment 5) if the 
Anchor(s) matched the requirements of their journey type.  
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The first consideration, the ability to increase the sense of safety, was linked to how the sense 
of safety was affected by the different Anchors. Those Anchors that increased the feeling of safety 
were preferred and were mostly represented by the People Anchor. The majority of participants 
agreed that they felt safer when they could see people as that helped maintain awareness, P15: 
“seeing the people - that was good because I could be aware of my surroundings”. Following that, 
seeing the belongings was another preferred anchor that increased a sense of safety, P7: “won't 
feel 100% safe if I don't know where my bag is”, yet seeing the bag was not enough for some, who 
noted that in addition to the visual, they would still want to touch their belongings, P9: “would 
use the visual representation but also touch to make sure my item is still there”. Contrary to this, 
one participant felt that they would not need to see their belongings if they could at least see the 
people, P16: “if I could see the people all the time then I don't need to see my luggage”. Seeing no 
anchors had a strong negative effect, and the majority of participants felt that it was unsafe and 
uncomfortable, and they would worry about their surroundings all the time, thus disturbing their 
VR experience. Overall, anchors that increased the sense of safety were those that reminded them 
of the bus environment, especially other passengers, allowing for a quick response if their 
attention was needed.   

Another consideration when choosing the anchors was their added value. As adding more 
anchors increased objects in the visual field, participants were selective and preferred only those 
anchors that were perceived as useful. As discussed earlier, people and personal belongings were 
the two most useful anchors, however, most participants considered furniture to be the most 
redundant visual cue. Participants thought that it P1: “does not move on its own” and P8: “doesn’t 
really change” and that you know you are P9: “in a chair”. However, a few participants felt that 
the furniture anchor added value when in combination with people as that provided a reference 
point to where the people were sitting, P20: “when I could see them with chairs, I had a bit more 
information about them, I knew, Oh, they're kind of over here”. Despite this, most participants 
thought that furniture or furniture and people together resulted in a busy environment, that 
distracted them from their main task of watching the documentary. 

Being able to maintain immersion and focus on the task also was a key consideration when 
choosing the anchors. Participants thought that Furniture and Furniture and People anchors were 
especially distracting, P8: “people and furniture together is too much, distracts from the task”, P1: 
“furniture on its own - really distracting”, whilst P22: “just [seeing] people still allow for better 
immersion in VR”. Interestingly, a couple of participants noted that although at the start they were 
distracted from the anchors, eventually they got used to them, P13: “the anchors, at first it was 
jarring, but then I got used to it.”, or learnt to ignore them, P3: “cues are easy to ignore when you 
get used to them”. Participants also discussed the visualization of the anchors, which revealed that 
those anchors that were taking up most of the visual space were found to be the most distracting, 
specifically the furniture anchor, P8: “furniture is disruptive because it blocks the screen and 
contains a lot of information.”, P4: “furniture is everywhere and can't be easily ignored”. Surprisingly, 
distraction was not just a consequence of how much space the anchors were taking, but also how 
natural they fit into the virtual scene. 

The mismatch between the anchors and the virtual environment was also significant when 
choosing the anchors. Here, the VR scene affected how “natural” anchors seemed within the 
environment. Some participants thought that it was weird to see people clashing with other 
objects, P8: “people look weird because they clash with virtual objects”, or floating in the air, P14: 
“it doesn't make sense. There are people sitting on nothing”. The clash of bus furniture and virtual 
objects was more profound in the 2D-fixed video in a room, P11: “suddenly you have like a seat 
with a lamp on it and it looks a bit weird” and it even affected participants’ perception of reality, 
P19: “[it] mixed with my perception of reality. Because sometimes maybe I'm not sure is this real or 
not?”. Surprisingly, some participants looked for a sense of familiarity, comparing the 2D-fixed in 
a room scenario to a familiar setting, P21: “in the cinema room it felt like I was actually at home 
watching it”, and many of the participants felt that seeing people in the room environment felt 
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very natural, P2: “seeing other passengers in the room with a screen felt like a cinema”. However, 
that only applied to seeing the people, not the furniture, P20: “with people, it's just like you're in 
your living room and sitting with other people, the furniture is like something that don't belong there”. 
Although less so in the 2D fixed-video condition, people clashing with virtual objects was still 
unacceptable to some participants, P7: “the passengers’ anchor clashing with the virtual furniture 
was distracting”. However, one participant also noted that if people also matched the virtual 
objects, then the uncanny mismatch would not be a problem anymore, P17: “it felt unnatural, the 
mismatch. But for example, if I was like in a cinema, and these people were in like seats like in the 
cinema, then it would be alright”. Contrary to this, in the 360 environments, none of the anchors 
felt natural and were easier to ignore due to the full-scale mismatch they had to the scene, which 
lead to higher immersion and a likelihood of completely forgetting the bus that participants 
disliked P19: “in 360 I completely forgot about the bus, but I don't think it's safe”. Some participants 
still thought it was uncomfortable to see people in the 360-video environment, P13: “the intention 
is to make you feel that you're underwater, but there's people in it, so it's kind of unrealistic”, yet was 
less commonly discussed than the clash of people and virtual objects in the 2D-fixed video in a 
room set-up, suggesting that the mismatch here was more obvious and less uncomfortable. 

Finally, participants also considered how specific anchors might match their journey 
requirements, making this the final factor influencing their choice. The analysis revealed that 
shorter journeys required more awareness than longer journeys, specifically when the journey 
does not end at the final stop: P11: “would need to know If you are getting closer unless it is the end 
stop”, as that would require the user to self-manage their journey. Not having any anchors was 
seen as unsuitable for shorter journeys, whilst longer journeys were a more appropriate 
environment for getting immersed in VR. Participants felt that longer journeys are different from 
shorter journeys by a lower passenger turnover, P11: “on a longer trip most people just get in and 
then they sit there, then I might not need to know a lot going on”, no need to manage the journey, 
P16: “If it's like overnight, you want to be completely immersed. You don't need to go anywhere. You 
don't need to look for the stops”, and a journey length that implied entertainment is needed, P1: 
“long journeys are boring, not much happening outside, need less information - more suitable for VR”. 
The answers also showed that longer trips are more suitable for VR with a clear final stop, P8: 
“long ride with clear final stop can be more occluded. People don't tend to move about”. 

 
3.5.3 Requirements for Future Reality Anchors. Participants also discussed the potential 

improvements and requirements for the Anchors. The key reoccurring themes were: 1) depicting 
a change in other passengers’ movements, 2) including journey information as an anchor, and 3) 
being able to select the anchor based on the needs of the journey. 

The experiment included static representations of other passengers, that remained in fixed 
positions throughout the experiment, but most participants also discussed scenarios where the 
passengers might be moving. The change in direction or position was seen as more important 
than a constant feed of other passengers, P15: “knowing where people are at that time. If they did 
move, I want to see where they moved to. Minimal movements on the seat wouldn't make a 
difference”, or can even be perceived as distracting, P16: “people, If they're moving all the time, it's 
more distraction than usefulness”. The change in position was especially important if the other 
passengers required the VR user’s attention or were getting closer, P12: “if they're [people] not 
walking toward you then I don't care if they're moving”, suggesting that Anchors based on 
proxemics might be a useful feature in the future. Participants also missed having journey 
information in the provided scenarios, including knowing when they are approaching/or at their 
destination as well as an overall map for journey tracking. Finally, being able to select the anchors 
based on journey needs was among the most common suggestions. Participants agreed that they 
wanted to tailor the anchors based on their journey type, or sense of safety to regain control of 
their journey, P5: “I would like to select what I want to see to be in control of the situation”. 
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3.6 Key Takeaways From the First Experiment 

The first study demonstrated an initial attempt to explore Reality Anchors for in-transit 
situations. The overall findings showed positive indications that Reality Anchors can increase the 
overall acceptance of immersive technologies on public transport, particularly the visibility of 
other passengers and one’s belongings. However, that is not without an effect on immersion as 
with an increased number of anchors, participants’ ability to focus on the video content also 
decreased. The study also revealed that VR users are selective when choosing which anchors suit 
their journey needs. 

Based on the findings, we identified that journey type is a new key issue in anchor choice and 
usage that has not been previously researched. Further investigation is needed to understand VR 
users’ use of the Anchors for journeys that are self-managed or externally managed, inspiring our 
next study.  

For our next study, we also picked the following requirements for future anchors:  

1. including journey information and  
2. giving VR users an option to choose the Anchors freely throughout the journey.  

Both features were implemented in the second experiment and are discussed further in the 
next section. 

4 REALITY ANCHORS FOR DIFFERENT JOURNEY TYPES 

The analysis of the first study revealed that participants may have different information needs 
and concerns depending on if their journey was self-managed or externally managed. Self-
managed journeys were associated with short trips that do not have a clear stop and have constant 
passenger turnover, resulting in increased worries about safety and journey awareness. 
Externally managed journeys have a clear endpoint that a passenger does not need to track, were 
less likely to have much passenger turnover, were longer in duration, and were often perceived 
as boring, making entertainment an acceptable way to pass time. The findings from the first study 
indicate that based on the journey type, passengers’ needs for the anchors might increase or 
decrease. However, it is unknown what anchors would be prioritised for the different journey 
types and if the priorities would change as the journey progresses. 

The ability to generalise anchor use for self-managed and externally managed journeys would 
be useful for the design of future immersive technologies. In addition, the second experiment was 
designed to give participants a choice of picking the anchors to understand how the anchor needs 
change throughout two journey scenarios, representing a self-managed or an externally managed 
journey. We aimed to answer the following research questions: 

RQ3: How does the need to manage one’s journey increase the demand for Reality Anchors 
in VR? 

RQ4: How does the progress of the journey influence the choice of visible Reality Anchors? 
RQ5: What are they key characteristics that differentiate journey types? 

4.1 Experimental Design 

This study used a VR headset to simulate two rides on a subway train and was conducted in a lab 
environment. The first scenario was a multi-stop ride on the London underground, which was 
designed based on the real route of the train and represented a self-managed journey. The ride 
included all 16 stops of the Victoria line and was designed to last for a maximum of 12 minutes, 
but the participants’ target stop was the tenth stop, bringing the journey duration to 
approximately 8 minutes. The second scenario was a modified journey that represented an 
express train, where the destination is the final stop and there are no stops throughout the journey 
with an approximate ride time of 8 minutes to maintain consistency in both conditions. To 
simulate the rides, a high-fidelity subway model was used in Unity where the realistic movement 
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of the train was depicted using Unity’s physics engine. Several virtual avatars from the Adobe 
Mixamo library [90] were placed around the VR user to simulate a realistic social setting, 
positioned in the user’s personal zone (~1.2 m) and user’s social zone (~3.6 m), based on Proxemics 
theory [24]. The simulated avatars were animated with realistic body movements (such as slight 
movements of hands and head) to increase the fidelity of the scenarios. The human avatars stayed 
in fixed positions throughout the experiment to avoid introducing additional bias caused by 
passenger turnover, which is to be explored as a separate factor in future work. The sound of the 
subway moving was kept at a consistent level throughout both experimental conditions (a self-
managed and an externally managed journey) and included the sound of doors opening and 
closing. No audio announcements were played throughout the journeys to maintain the focus on 
the use of the visual cues that are represented by the Anchors.  

All participants experienced both rides in a counterbalanced order. For the task, participants 
were told to treat the virtual train environment as a real-life journey, during which they were 
wearing a VR headset and watching a nature documentary video [93] in an immersive 3D cinema 
created using freely available assets [91,92]. Once immersed in the cinema room, participants 
were able to use a pop-up menu to activate or deactivate the following Reality Anchors (as shown 
in Figure 5): Passenger, Possession, Furniture and Signage. Participants were also able to increase 
the visibility radius (shown in Figure 5c) to cover their social zone, measured as 3.5 m in Blender, 
to investigate if there is a preference for the radius that the anchors should be displayed within. 
After each ride, participants were given a short task asking them to mark which anchors they 
selected throughout the journey and to rank seven Likert-scale statements. To maintain a 
controlled experimental environment and minimize potential distractions, the in-VR scenes were 
kept constant across all conditions, except for the manipulation of journey type, which was our 
primary focus. 

 

Fig. 5. Study 2 set-up in Unity. a), b) other passengers in the subway scene, d), e), f) Reality Anchors 
showing ‘Other Passengers’, ‘Next station signage’, and ‘Furniture’ visible in the increased radius mode, 

and c) a pop-up menu for Anchor selection. 
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4.2 Participants 

In total, 19 new participants (8 females, 10 males, 1 non-binary, mean age = 27 years, SD = 6) were 
recruited for the experiment. The majority were students, 17 have used a VR headset at least once, 
2 have never used one before; all participants had previous experience travelling on a subway and 
2 travelled on a subway in London in the last month. The experiment took approximately 60 
minutes to complete, and participants were compensated for their time with £10 Amazon 
vouchers. We ensured the participants took a rest between the two journey simulations to 
minimise any possible VR-induced sickness. The study was approved by the university ethics 
committee. 

4.3 Procedure 

As for study 1, each participant sat on a non-swivel chair in front of a desk, with the experimenter 
sitting at a desk across from them. The participant was greeted, presented with an information 
sheet and filled in a short questionnaire to collect demographic information and previous 
experience of using a VR headset and travelling on a subway. During the experiment, participants 
were asked to imagine that they were travelling on a London underground train whilst using the 
VR headset. For the self-managed condition participants were instructed to ‘get off’ at the tenth 
stop, “Oxford Circus”, which they could do by selecting a button on the pop-up menu. For the 
externally managed journey, participants were told they are travelling to the end of the route, 
where the train will stop. Each ride started with a virtual scene on the subway, which participants 
were to consider as ‘reality’, and which then faded out through a black screen into the cinema 
room. Participants were asked to imagine they were putting a headset on when the fade-out 
appeared. Once in a cinema room, participants were unable to return to the subway train 
environment but could use the pop-up menu with the anchors throughout the journey (Figure 
5c). Once both of the rides were completed, a semi-structured interview was conducted to capture 
participants’ thoughts on the two different journeys and their use of Reality Anchors. 

 
4.3.1 Quantitative Data Collection. The second study leaned on qualitative methods for the 

majority of its data collection, however, participants were asked to rank seven Likert-type 
statements to ensure that our simulated self-managed journey and an externally managed journey 
are perceived differently by the participants, to ensure that our approach was suitable for the 
study. The results of the first experiment indicated that a self-managed journey might require an 
increase in awareness and safety concerns, whilst an externally managed journey should allow 
for a more immersive VR experience. Based on this, we formulated the following seven statements 
(answers ranging from Strongly Disagree to Strongly Agree): “The anchors assured me that my 
belongings are safe”, “The anchors increased my sense of personal safety”, “Being able to see the 
anchors was useful”, “The anchors were distracting”, “I had to focus on my journey progress”, “I 
felt I could escape from the subway environment during this journey” and “I felt immersed in the 
documentary during my journey”. 

 
4.3.2 Qualitative Data Collection. The final semi-structured interview included 10 questions 

focused on the experience and the use of the anchors, social acceptability, and the use of anchors 
in different journeys (please refer to Appendix B for the full interview guide). During the 
interview, participants were encouraged to discuss the differences and similarities between the 
two journeys in relation to each interview question. If needed, participants were probed to further 
explain or clarify their ideas. Each participant took an average of 25 minutes to complete the 
interview. All interviews were recorded, ensuring the anonymity of the participant, and then later 
transcribed for thematic analysis. 
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4.4 Quantitative Data Results 

To conduct quantitative analysis, the answers “Strongly Disagree” to “Strongly Agree” were 
converted to scores 1 to 5 respectively. The Wilcoxon signed-rank test was used to analyse the 
results and showed a significant difference between the two journeys for the following three 
statements: “Being able to see the anchors was useful.” (p=0.33, z=-2.126, moderate effect size, 
d=0.60), where the usefulness of the anchors was higher for a self-managed journey; “I had to 
focus on my journey progress.” (p<.001, z=-3.436, large effect size, d=2.24), where participants had 
to focus on their journey progress more in a self-managed journey; “I felt immersed in the 
documentary during my journey.” (p=.006, z=2.749, large effect size, d=0.85), where participants 
felt more immersed in the documentary in the externally managed journey. There were no 
significant differences between the journeys for the remaining statements. These results were in 
line with our definitions for self-managed and externally managed journeys. 

4.5 Qualitative Data Results 

Once transcribed, all interviews were coded as in the first experiment.  In the following sections, 
we present a subset of the themes most relevant to our research questions. 

 
4.5.1 Prioritising Reality Anchors for Self-Managed Versus Externally Managed Journeys. Interview 
analysis showed that participants prioritised the use of anchors differently for self-managed and 
externally managed journeys. Participants considered the following: a) if they need to track the 
route, b) if passengers are expected to change throughout the journey and c) if they are 
approaching their destination. 

Tracking the route was especially important for self-managed journeys. All participants used 
the signage anchor in the self-managed journey, and most participants turned the anchor on as 
soon as the journey started, P2: “there was a need for the signage from the get-go”. Keeping track 
of the route was important as missing a stop would be difficult to rectify, P10: “if you pass the 
station you want to go to, you probably will take more time to get back”. Interestingly, a few 
participants also noted that the time in VR felt distorted, potentially contributing to the loss of 
awareness if no anchors were present, P5: “time moves differently in VR somehow. It moves a bit 
faster”, further increasing the need to see the stop information. For externally managed journeys, 
tracking of the route was not as important, P14: “on the express journey, because I wasn't worried 
about my stops, I don't need the signage”. All the participants used the signage anchor, but almost 
half of the participants turned it on halfway through the journey. Participants' answers revealed 
that this was because the sign was used to check on the journey, but not to keep constant track 
of the progress, P17: “I knew that I did not have to get off at a certain stop, so I put the stop on just 
over halfway, whilst in the other one I would have put it on ages ago”.  

The expectation of passengers to change was another factor influencing anchor choices for 
self-managed and externally managed journeys. Self-managed journeys were associated with a 
high passenger turnover, reinforcing the findings of the first experiment. Most participants had 
the passenger anchor on at least at some point throughout the self-managed journey. However, 
contrary to the use of the signage, the passenger anchor was used sporadically rather than kept 
constant throughout the journey. Participants used the anchor to “check-in” on the passengers in 
between the stops, P2: “the passengers were only useful in that period between its stopping and 
starting again because that's the only time I actually really care about passengers, who's coming on 
who's getting off”. Participants also found the passengers to be more distracting from the 
documentary than other anchors, which also resulted in periodical checking instead of constant 
use of the anchor, P3: “I realized that I didn't really look at the people. They were just annoying 
because I could see them and not watch the film so much”. For externally managed journeys 
passenger turnover was not seen as a big concern. Participants did not display a consistent use of 
the passenger anchor and some did not turn it on at all. Lack of passenger turnover, however, did 
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not affect the need to see the belongings which was the most consistently used anchor in both 
journeys. The majority of participants used the anchor at least at some point in both experiences 
and noted that upon occluding the reality it is important to check on possessions, P7: “first I need 
to ensure my bag is safe”, P16: “so at the beginning, I just selected my possession, because that's the 
important thing”. Participants' reflections revealed that the need to use the furniture anchor was 
not influenced by tracking the journey, passenger turnover or approaching the destination. 
Furniture only served the purpose at the start of the journey, to paint a mental picture of the 
environment: P17: “the furniture was useful at the start because I could see the pole and it is a hazard, 
but after I got used to, I turned it off.”, or as a reminder of the subway environment, P2: “when I 
wanted to remind myself that it was a subway, that's when I enabled the furniture”, but was not 
prioritized differently in a self-managed or externally managed journeys. Maintaining awareness 
of the subway environment also helped to focus on the task, as participants were less worried 
about their surroundings, P1: “my possessions and the fact that I knew where I was, it increased my 
immersion”. Interestingly, the option to increase the visibility was not commonly used by 
passengers as they thought it was P1: “distracting”, due to the visual space it takes in the scene. 
However, the option was still used by those participants who were most worried about other 
passengers. 

The findings also showed that as the journeys progressed, the need for the anchors changed. 
Participants employed several methods to determine if a change in the anchor selection was 
needed. This was especially prominent in self-managed journeys. Participants re-evaluated the 
safety of their environment, P9: “in the middle, I just wanted to see what's happening around me, 
just for a second, so I just looked around and then I closed it”, and if other passengers might be a 
cause of worry, P10: “there's one next to me, but she looks fine and the other two, they talked to each 
other, so I think my things are safe, so unselected the passengers in the middle of the journey”. Lastly, 
as participants were getting closer to their destination, the need for the anchors increased, P5: “I 
turned on the passengers and possessions and stuff to kind of prepare so I can grab my bag and if the 
passengers stood up, I could stand up as well”. For externally managed journeys, participants felt 
that they could immerse themselves more, P1: “in the express, it was much easier to focus on the 
documentary because I didn't have to pay attention to the stuff”, whilst, throughout the middle of 
the journey, the need to maintain awareness increased for some, P17: “at first I turned off the 
signage but then I got a bit more nervous halfway through”. 

 
4.5.2 Key Characteristics of Different Journey Types. Our first study indicated that different 

journey types affected Reality Anchor use. Our second study uncovered what other factors 
determine a journey type, including a) if it is a self-managed or externally managed journey, b) 
the likelihood for passenger turnover, c) seat arrangement, and d) familiarity with the route. 
Journey length was not a contributing factor if the trip was considered “long enough” for an 
immersive experience. The following will discuss the seat arrangement and familiarity with the 
route. 

As part of the discussion, participants were asked to think about VR use on different journeys. 
The analysis of the answers revealed that the seating configuration could contribute to how 
comfortable the participants would be using the headset, and which anchors they would choose. 
Seating that blocked other people, P17: “in a bus, you can have people sat next to you, so if someone 
wants to get up it is a lot more difficult”, or opposite to other passengers, P5: “because on the subway 
the person is directly opposite you, so he can actually stare at you”, was linked to more 
uncomfortable experience where the participant would need to endure an awkward social 
situation. Contrary to this, spaces that allow for easy get around, P7: “the space is huge [on a train]. 
The most important is the passengers next to you don't need my help if they want to access the train”, 
or where people were not expected to move, P6: “on a plane, once you sit in your seats, you know 
who is sitting next to you and that's it”, were seen as more appropriate for an immersive experience. 
Seating arrangement also defined if a passenger anchor might be needed, P17: “on a plane, I think 
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maybe the passengers' anchor is less necessary, you sit in one seat for a long time”, or one’s 
possessions might need to be moved for other passengers, P5: “on the bus, you're more likely to 
keep your possessions right next to you. If someone wants to sit there and you have to move your 
possessions, I'm more likely to use anchors there”. 

Participants also reflected on the familiarity of the journey, with the answers showing that 
despite the journey length, they felt that an unfamiliar journey would not be acceptable for an 
immersive experience, P10: “in an unfamiliar journey I will prefer not to use it because everything 
is unfamiliar. I need to take care, but on a familiar journey I will probably use it.”, whilst a familiar 
route is less unpredictable, P3: “I would feel more relaxed to use it because I know what to expect 
every day”. Finally, one participant also noted that the perception of the environment would be 
an important factor as well for the overall choice to use a headset, P10: “if the place is too noisy, 
then I will not use it because I feel that is a little bit dangerous”, suggesting that a sense of safety 
might override environment expectations based on familiarity. 

5 DISCUSSION 

Through our first study, we explored how Reality Anchors could reduce concerns associated with 
immersive technology use on public transport. The first experiment was an initial look at the 
Anchors to understand which Anchors and why would be useful for travelling contexts. Our 
second experiment explored the Anchors for two different journey types to understand what 
defines different journey types and how different journey types influence the use of the Anchors. 
Overall, our work shows that Reality Anchors have the potential to increase immersive 
technology acceptance, yet there are further challenges to overcome. Our key findings and 
challenges for the future are discussed below. 

5.1 Maintaining Awareness on Public Transport 

Previous work that looked at immersive technology use in travelling contexts [5,11,15,65,74,75], 
highlighted the importance of maintaining awareness of the surrounding environment to increase 
immersive technology acceptance. Our work uncovered that not all objects from the environment 
are seen as equally important and are prioritised on their ability to increase the sense of safety, 
added value, distraction, a natural fit for the virtual environment, and journey type. Our most 
important anchor was found to be other passengers, which increased the feelings of safety, social 
acceptability and awareness (RQ1). Passengers were seen as the most dangerous element in the 
travel environment due to their dynamic nature, compared to furniture that remained static and 
added the least value to maintaining awareness. However, our work also showed that increasing 
awareness of reality leads to reduced immersion, especially when the anchors block the view of 
the virtual content. Our second experiment extended this further, showing that not all anchors 
are used continuously throughout the journey to preserve immersion. The second experiment 
made available the following anchors: passengers, personal belongings, signage and furniture. 
Participants demonstrated that the anchors were either used continuously or to “check-in”. For 
those anchors that were more distracting, which included people or furniture, participants would 
periodically turn them on and off to maintain awareness. Contrary to that, the anchors that were 
less distracting or required continuous observation, such as the signage and the belongings were 
kept on constantly or for longer durations. 

Self-managed and externally managed journeys showed the need for different anchors (RQ3). 
The need was determined by the necessity to track the trip, passenger turnover, and getting close 
to the destination. For self-managed journeys participants found it to be important to maintain 
continuous awareness of the subway environment and their journey. They used the signage 
anchor continuously and wanted to be reminded of the subway environment. For externally 
managed journeys, continuous awareness was not necessary, and most did not turn the sign on 
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until at least halfway through the journey. Regardless of journey type, participants also expressed 
the necessity to keep constant awareness of their belongings and used the anchor the most. 
Passenger turnover was another key factor defining anchor use. For self-managed journeys, the 
expectation for turnover was high, therefore the participants used the anchor more consistently 
throughout the journey compared to an externally managed journey where other passengers are 
not expected to move or change as much. Finally, as the journey progressed participants re-
evaluated the safety of the environment and the need for the anchors (RQ4). If the environment 
was deemed to be safe, then some anchors could be removed. In addition, if the journey was 
coming to an end, the need for the anchors increased for both journey types. Participants used 
the anchors as a way to prepare to leave the train. 

5.2 Reality Anchors That Match Journey Needs 

Our work shows that the need and the choice of the anchors are influenced by the type of journey. 
Previously work tends to classify the journeys by the mode of transport [5,16,65,75] but our work 
argues that these are the following classifiers that define a journey: if it is a self-managed or an 
externally managed journey, likelihood for passenger turnover, seat arrangement, and familiarity 
with the route (RQ5). Our work introduces the idea of self-managed and externally managed 
journeys as a new way to describe a travelling experience. A self-managed journey is often 
associated with a short duration, does not have a clear end and has constant passenger turnover, 
resulting in increased worries about safety and journey awareness. An externally managed 
journey is described as one that has a clear endpoint to the trip that a passenger does not need to 
track, is less likely to have much passenger turnover, can be longer in duration, and is often 
perceived as boring, making entertainment an acceptable way to pass time.  

The likelihood of changing passengers can result in increased worries about safety influencing 
the use of an immersive headset. Seat arrangement was another way that our participants 
described different journeys. Although the idea of exploring how different seating arrangements 
can influence the use of an immersive experience has received initial interest [63], it requires 
further exploration. Our work showed that being able to avoid uncomfortable social interactions 
is key to an acceptable experience. Further work will need to investigate what can be done in 
scenarios where an awkward interaction is unavoidable to alleviate this concern. Finally, our last 
uncovered descriptor was the familiarity with the route. Unfamiliar routes were perceived as 
more dangerous and unpredictable, making them less acceptable for immersive experiences. 
Contrary to that, familiar routes were perceived as more predictable or boring, whereas an 
immersive experience could be welcomed. Further work in this area needs to investigate how an 
immersive experience can support a passenger on an unfamiliar route, to increase the acceptance 
of immersive technologies.  

5.3 The Mismatch Between Virtuality and Reality 

Although our study did not initially set up to investigate how the Anchors should be visualised, 
we found that the mismatch between virtual and real objects was an influential factor in anchor 
choice. The virtual scene affected how “natural” anchors seemed within the environment. Some 
participants thought that it was weird to see people clashing with other objects, or floating in 
space, resonating with previous research in the area [42]. However, for travelling contexts, 
distorting the references to the objects was seen as unacceptable, as that would lead to loss of 
awareness, which was found to be essential. The clash of furniture and virtual objects was more 
profound in the 2D-fixed video in a room versus a 360-video virtual environment. Overall, the 
360 virtual environment was found to be more immersive, and more disconnected from the bus 
environment. This influenced the perception of the anchors (RQ2). The closer the virtual 
environment was to the real environment (such as seeing a cinema room couch clashing with 
seats from the bus), the more uncomfortable participants felt, resulting in a reluctance to use the 
anchors that made them feel awkward. Contrary to that, the 360-environment felt far 
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disconnected from the bus, and even though that made the anchors seem more random, the 
discomfort was not as strong. It would require further exploration to understand how the Reality 
Anchors could be made to feel more natural, yet at the same time ensuring that the awareness of 
reality is maintained. 

5.4 A Future Vision of Reality Anchors 

Our studies investigated possible applications of immersive technologies for passengers in the 
future, where users can control and customise how they are able to experience reality. Current 
technology is not yet able to achieve this, particularly in terms of visualizing and tracking 
obstructed real-world cues with immersive technology headsets. However, we believe it is likely 
that recent developments in the area will continue and overcome these limitations. Consumer 
headsets can already identify and convey the presence of objects and people visible within a user's 
‘playspace’ (e.g. Oculus Space Sense). Additionally, developer tools like ARCore [94], ARKit [95], 
and Snaplens Studio [96] already offer object segmentation. Minor advances in this area could 
allow for the inclusion of signs and avatars within immersive headsets. However, being able to 
fully sense an entire cabin, which may be necessary for full awareness, could need new sensing 
or shared data infrastructure. Public transit already uses occupancy sensors (e.g., [97,98]) and 
CCTV cameras [99] to ensure passenger safety and comfort. These approaches could be extended 
to include sensors such as depth cameras or RADAR to detect passengers and furniture in the 
environment. This information could then be broadcasted anonymously to headsets in the area, 
which could use it to represent Reality Anchors, similar to the approach of broadcasted vehicle 
telemetry discussed by McGill et. al [47]. In addition, privacy-preserving sensor data collected by 
each headset could also be shared with other immersive technology users in the local environment 
to avoid occlusion problems. Leveraging distributed sensing in a shared environment has already 
been proposed by Meta in their plans for ‘Live Maps’, which are based on distributed AR headsets 
[100]. Finally, users’ own devices can be used to provide additional information about the 
immediate environment. The wide-angle cameras on the headsets could collect visual information 
about the surroundings which can be used to infer things about the movements of other 
passengers and objects. In addition, the non-visual cues about users’ personal items could also be 
incorporated and obtained using tags with IMU (Inertial Measurement Unit) sensors, considering 
the growing popularity of similar devices, such as the Apple air tags [101], allowing the headset 
to alert the users of the movement of their belongings. 

6 LIMITATIONS AND FUTURE WORK 

It is important to consider the following experimental design and technological limitations when 
interpreting our findings. First, our studies employed speculative design methods and VR 
simulations to explore the concept of Reality Anchors. The feasibility of the proposed approach 
will depend on advancements in sensor and camera technology and the adoption of privacy-
preserving sensor data-sharing mechanisms. Second, both studies employed VR to mimic transit 
scenarios. While previous research has shown that VR is a powerful alternative to in-field studies, 
as it saves time, ensures safety and control in the experimental set-up [38,40], and can yield 
comparable behaviours to those in the wild [38,62], there is no previous work that compares the 
validity of findings from in transit studies conducted in the wild versus in VR. Thus, running a 
study in the wild could result in different findings, and should be conducted as a follow-up to this 
work in the future. Our studies also used a fixed task - watching a documentary - for all conditions 
to prevent introducing confounding variables, however, using different types of tasks, e.g. games 
or a collaborative assignment should be further explored to explore the effect of the task on 
Reality Anchors. Finally, our built VR scenes used digital avatars to represent other passengers, 
as previous research has shown that increased fidelity is not necessary to convey presence [41], 
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yet further work is needed to explore impromptu interactions between passengers as they 
typically naturally occur when in transit situations and could not be effectively simulated by 
digital avatars.  

7 CONCLUSIONS 

We presented two experiments that investigated the use of Reality Anchors, cues from reality 
that help anchor a user in immersive applications in travelling contexts and showed that they 
could significantly improve user acceptance of immersive technologies on public transport. Our 
first study captured the initial reactions to the concept and demonstrated that the visibility of 
other passengers and one’s belongings can significantly increase the acceptance of immersive 
technologies. Our second study extended this by looking at how different journey types influence 
the need and the use of the anchors. Our findings showed that different journey types have an 
impact on anchor requirements. We also saw that self-managed journeys require more awareness 
than externally managed journeys and that the need for the anchors increases as the journey 
progresses. Finally, we presented a new way to define journeys based on the following factors: if 
it is a self-managed or externally managed journey, the likelihood of passenger turnover, seat 
arrangement, and familiarity with the route. Our work shows that Reality Anchors is a successful 
first step towards increasing the acceptance of immersive technology use on public transport. 
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No. Question & Probes 
1 Have a look at the printouts of the first scenario you saw today [repeat this for the other 

environment]. Can you describe what felt safe or unsafe about it?   
Probes:  
Why? Why not? [Did they see the other passengers, furniture?]  

2 Did you feel that the mix of bus and virtual objects in this scenario was socially acceptable?  
Probes:  
Why? Why not?  

3 Did you feel it was useful to have this mix of bus and virtual content in this scenario?   
Probes:  
What made you feel that way? 

4 Was this mix of bus and virtual content distracting?   
Probes:  
Why? Why not? What distracted you the most?   

5 In this scenario, did you feel like you have escaped the bus environment completely?   
Probes:  
Why? Why not? 

6 In this scenario, did you feel like you were fully immersed in the documentary?   
Probes:  
Why? Why not?  

7 Was there anything else that you liked or disliked in this scenario?   
Probes:  
Why? 

Appendix B. Experiment 2 Interview Guide. 

No. Question & Probes 
Warm-up. 
1  Warm-up question. What are your initial reactions to the two journeys you have experienced? 
Experiencing the Anchors. 
2 Why have you turned on/off “Anchor name” during your first journey? 

Probes: Did you think the anchors were distracting or easy to ignore? Why? Which anchors were 
more/less distracting? How did it compare to the second journey you experienced? 

3 How did you experience watching the documentary in this way? 
Probes: 
How immersed in the documentary did you feel?  
What made you feel that way? 
Which anchors strengthen/weaken the immersion? 
How did it compare to the second journey you experienced? 

4 How did you choose which anchors to have in view? 
Probes: 
How useful or not useful were the anchors?  
What made the anchors useful/not useful? 
Which anchors were most/least useful? 

5 How did you prioritise the awareness between virtual versus real-world content? 
Probes: 
Did you want to keep the awareness of the subway or forget about it? 
How did it compare to the second journey you experienced? 

Audio. 
6 What role did the audio play in your choice of visible anchors? 
7 What sounds would you want to bring in or exclude if you could choose? Why? 
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Probes:  
For example, announcements, doors opening/closing, people chattering etc. 
What about the second journey you experienced? 

Social Acceptability. 
8 How socially acceptable or unacceptable was this experience? 

Probes: 
What does the term “social acceptability” mean to you? [allow answers based on own description] 
In our research, we describe technology as being socially acceptable when it can be used/worn around 
others without feeling uncomfortable, out of place or judged and where other people around the user 
also do not feel uncomfortable. Now that you have heard this definition, how socially acceptable or 
not acceptable do you think was this experience?  
[NOTE: start by discussing VR on public transport, then talk about the anchors]. 

Wrapping up. 
9 How would you feel if this journey was familiar to you, for example, your daily commute? 

Probes: 
Would you want to use the anchors? 

10 How would you feel if this journey took place on a different mode of transport, such as a bus or a 
plane? 
Probes: 
Would you want to use the anchors? 
Would that affect your choice of anchors? 
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