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ABSTRACT
Rotation gains in Virtual Reality (VR) enable the exploration of
wider Virtual Environments (VEs) compared to the workspace users
have in VR setups. The perception of these gains has been conse-
quently explored throughmultiple experimental conditions in order
to improve redirected navigation techniques. While most of the
studies consider rotations, in which participants can rotate at the
pace they desire but without translational motion, we have no
information about the potential impact of the translational and
rotational motions on the perception of rotation gains. In this pa-
per, we estimated the influence of these motions and compared
the perceptual thresholds of rotations gains through a user study
(𝑛 = 14), in which participants had to perform virtual rotation tasks
at a constant rotation speed. Participants had to determine whether
their virtual rotation speed was faster or slower than their real one.
We varied the translational optical flow (static or forward motion),
the rotational speed (20, 30, or 40 deg/s), and the rotational gain
(from 0.5 to 1.5). The main results are that the rotation gains are less
perceivable at lower rotation speeds and that translational motion
makes detection more difficult at lower rotation speeds. Further-
more, the paper provides insights into the user’s gaze and body
motions behaviour when exposed to rotation gains. These results
contribute to the understanding of the perception of rotation gains
in VEs and they are discussed to improve the implementation of
rotation gains in redirection techniques.
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1 INTRODUCTION
In most Virtual Reality (VR) setups, navigation is required to ex-
plore Virtual Environments (VEs). One group of techniques, named
redirection techniques try to optimize the trade-off between the size
of the physical workspace while keeping real walking to explore
VEs [Nilsson et al. 2018]. They rely either on the manipulation of
users virtual and physical motion or the manipulation of the VE by
altering its inner structure. The most common redirection method
relies on using a non-isomorphic mapping between real and virtual
user rotations (i.e. rotation gains) that enable subtle reorientation
of the user in the Real Environment (RE). The discrepancies be-
tween physical and virtual movements require understanding the
limits users can detect or not the motion differences (i.e. detection
thresholds (DT)).

DTs are important for implementing redirected walking con-
trollers as they provide insights about the perceptibly of gains as
they must be subtle to users. Since rotation gains can be influenced
by several factors such as the amount of rotation to perform [Bruder
et al. 2009] or the Field of View [Williams and Peck 2019], they
remain an active topic in VR research. Most of the experiments
assessing the perception of rotation gains are based on physical
rotations where users could rotate at their desired pace without
any virtual translational motion added. Neth et al. showed that
users are less sensitive to curvature gains while walking in VR at
slower speeds [Neth et al. 2012]. In contrast, little is known about
the sensitivity to rotation gains under particular experimental con-
ditions: (1) while varying the rotational speed and (2) in the case
of a virtual translation combined with users’ rotational motion. In
addition, recent studies have investigated the impact of rotations
gains in 360◦ video-based telepresence systems [Matsumoto et al.
2020; Zhang et al. 2018]. In such systems, the combination of vir-
tual translation of the mobile platform and user rotation in the
workspace could occur, but they only investigated separately their
impact. Thus, it remains unclear the potential influence of com-
bined virtual translational and rotational motion on the perception
of rotation gains.

This paper presents a perceptual study assessing the perception
of rotation gains, in which participants had to discriminate the
difference between their virtual and real rotations across several
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translational and rotational motions. Participants performed physi-
cal rotations in a virtual forest with two types of virtual translational
motion (with or without) as well as three different rotational mo-
tions (20, 30 and 40 degrees per second). We recorded their body
movements and gaze activity to study the effect of the experimental
conditions on users’ behavior. We assessed for each participants
and conditions their gain DTs. Our main hypothesis was that the
translational and rotational motions would impact participants DTs
and users behaviors. The results of this study contribute to the
understanding of human perception in VEs and provide insights
about potential improvements in redirection techniques controllers,
and in particular implementation of rotation gains in VR systems.

2 RELATEDWORK
2.1 Amplified Head Rotation Gains
Redirection techniques often require scaling users’ movements to
allow them to remain in the workspace. A common approach is to
modify the control/display ratio by applying a “gain”. For instance,
it is possible to scale head movements with a rotation gain (𝑔𝑟 ∈ R),
that is defined by the ratio between the virtual rotation 𝑅𝑣𝑖𝑟𝑡𝑢𝑎𝑙
and the physical (real-world) rotation 𝑅𝑟𝑒𝑎𝑙 performed by the users:
𝑔𝑟 =

𝑅𝑣𝑖𝑟𝑡𝑢𝑎𝑙

𝑅𝑟𝑒𝑎𝑙
. Then, a rotation gain (different than 1) alters the

rotation of the virtual camera with respect to the physical rotation
of the user: 𝑅𝑣𝑖𝑟𝑡𝑢𝑎𝑙 = 𝑅𝑟𝑒𝑎𝑙 × 𝑔𝑟 . A rotation gain 𝑔𝑟 > 1 will result
in a faster virtual camera rotation than the user’s head rotation
whereas a rotation gain 𝑔𝑟 < 1 will result in a slower virtual camera
rotation than the user’s head rotation [Steinicke et al. 2010]. In
most implementations in VR setups, rotation gains are applied on
the yaw axis [Razzaque et al. 2001], but it is worth noticing that
they can be applied as well on the pitch and roll axes [Bolte et al.
2010]. Although the gain is, in general, applied continuously and
constantly (i.e. same value of 𝑔𝑟 during the whole head rotation),
there exist other ways to apply rotation gains if the amount of
rotation to perform is known a priori [Congdon and Steed 2019;
Zhang and Kuhl 2013]. In the rest of the paper, we will only consider
constant rotation gains based on head’s movements applied on the
yaw axis.

In order to make rotation gains usable in VR, they should be as
subtle as possible so that they minimize break of presence [Schmitz
et al. 2018] and cybersickness [Hildebrandt et al. 2018]. To this
end, many research work focused on the impact of different ex-
perimental conditions on the perception of head rotations gains in
VR. For instance, the type of rotation [Jerald et al. 2008; Steinicke
et al. 2010], the amount of rotation to perform [Bruder et al. 2009],
the gain implementation [Congdon and Steed 2019; Zhang and
Kuhl 2013], the impact of visual [Bruder et al. 2012b; Paludan et al.
2016] or auditory cues [Nilsson et al. 2016; Serafin et al. 2013]
or distractors [Peck et al. 2009; Williams and Peck 2019], the im-
pact of restricted Field of Views [Bolte et al. 2010; Brument et al.
2020; Williams and Peck 2019], difference between CAVE and HMD
(Head-Mounted Displays) [Ragan et al. 2016], for video-based 360◦
telepresence systems [Matsumoto et al. 2020; Zhang et al. 2018],
different locomotion interfaces [Bruder et al. 2012a] or even the
method to estimate users perception of rotation gains [Hutton et al.
2018] have been explored so far. [Langbehn and Steinicke 2018;

Nilsson et al. 2018] survey these studies and you can refer to them
for further information.

Applying rotation gains in VR will modify the visual information
that users have while navigating, creating a conflict between the
amount of real rotation performed and the visual flow. We describe
visual control of human locomotion in the next section.

2.2 Motion Perception in VEs
When navigating in real and virtual environments, the human vi-
sual system has a major role since it gathers information of the
surrounding environment. It enables walkers to know about their
position in the environment as well as their relative motion with
respect to the other elements in the environment. Gibson intro-
duced the ecological theory that describes the environment-agent
system which is characterized by the inter-relation between the
perception of the environment and observers’ actions within this
environment (perception-action loop) [Gibson 1979]. In his theory
of direct perception, he explained that the visual stimulus provided
by the environment is substantial enough to indicate the action an
agent can performe within this environment.

In VEs, some studies demonstrated that steering behavior can
be altered while walking with a HMD, either by shifting the Field
of Expansion [Sarre et al. 2008] or modifying the field of view pat-
terns [Chou 2005]. The particularity of navigation in VEs is that
navigation techniques that don’t require walking can be used. Thus,
navigation techniques enhance vection (i.e. a conscious experience
of self-motion [Palmisano et al. 2015]), which is induced by optoki-
netic stimulation and other sensory systems such as the vestibular
one. Then, to generate self-motion illusions in VR setups, sensory
stimulation is recommended (the reader is referred to [Riecke 2010]
for a review).

Regarding rotation, vection can be increased by using a physical
platform [Marchal et al. 2011; Rietzler et al. 2018]. The head and
neck play a role in the perception of rotational movement. Simu-
lating neck through vibrations helps the perception of rotational,
and the relation between the head position relative to the trunk
affects Vestibulo-Ocular Reflex (VOR) [Panichi et al. 2011]. While
the importance of rotational cues for efficient spatial updating in
VEs has been demonstrated [Chance et al. 1998; Ruddle and Lessels
2006, 2009], the importance and impact of translation cues is still
not clear [Ruddle 2013].

Regarding translation cues, research work showed that the ab-
sence of embodied translational cues yielded to a lower navigation
performance than with translational body-based cues [Nguyen-
Vo et al. 2019]. In addition, translation gains can alter walking
biomechanics, where the non isometric mapping between real and
virtual movements led to deviated parameters of biomechanics com-
pared to the ones with real walking [Janeh et al. 2017]. Neth et al.
also demonstrated that the walking speed influence the sensitiv-
ity to curvature gains, where the slower the walking speed, the
smaller the curvature radius is required [Neth et al. 2012]. The use
of haptic feedback can also improve the perception of self-motion,
allowing users to less under-estimate the angle turns during navi-
gation [Lécuyer et al. 2004].

Previous work investigated the perception of rotation gains,
considering the influence of several factors such as the amount of
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rotation or the Field of View. However, while being fundamental
aspects of navigation in VEs, the influence of both the speed at
which users had to perform the rotation and the virtual translation
component while physically rotating have never been studied. The
objective of our paper is then to assess the influence of translational
and rotational speed on the perception of rotation gains in VEs.

3 USER STUDY
In this experiment, the goal was to assess the effect of translational
and rotational motions on the perception of rotation gains. It was
inspired by similar user studies performed to assess the perception
of rotation gains without [Bruder et al. 2009; Steinicke et al. 2010]
or with translation [Neth et al. 2012].

3.1 Design and Hypothesis
We conducted a 2 Translation Speed (no Translation (nT): 0m/s;
with Translation (T): 1.4m/s) x 3 Rotational Speed (20◦, 30◦, 40◦
per seconds) within-subjects experiment to estimate DTs of ro-
tation gains with or without virtual translation and varying the
rotational speed. While most of the previous studies have assessed
the perception of rotation gains by turning in place without virtual
translation motion, we decided to investigate whether virtual trans-
lation could influence the perception of rotation gains, as it has
been demonstrated that perception of curvature gain is influenced
by the walking speed [Neth et al. 2012]. Moreover, most previous
studies did not control the speed at which users performed the ro-
tation. That is why we decided to control this factor by varying the
rotational speed. We wanted to see whether turning faster or slower
could influence the perception of rotation gains. The experiment
only considered two translational conditions, as they relate to more
common cases during VR locomotion, either stop or at comfort
locomotion speed. In order to guarantee not too long experiment
session, we decided to rather have more rotational speed to assess
than translational speed for several reasons. We believed that the
rotational speed would have more impact than the translational
speed and therefore we wanted to have more values to assess re-
garding the rotational speed. In addition, since the impact of virtual
translation has not been assessed yet, we wanted to first investigate
only one translational speed in order to have a first comparison
between with or without translational speed.

Six rotational gains (𝑔 ∈ [0.5, 0.7, 0.9, 1.1, 1.3, 1.5]) were consid-
ered in the experiment. For each combination (translation speed
𝑡𝑖𝑚𝑒𝑠 rotation speed 𝑡𝑖𝑚𝑒𝑠 gain) we considered four repetitions
(two leftwards and two rightwards). Table 1 reports the amount of
rotations participants had to perform in both real and virtual envi-
ronments depending on the rotation speed and the gain. Based on
our analysis, we hypothesized that translational and rotational
speeds could alter participants perception and precisely: [H1]
adding a virtual translational motion would help users to better
discriminate the rotation gains; [H2] the slower the rotation speed,
the higher the PSE and DTs are; [H3] gaze and body segments
behavior would be modified by the translational and rotational
speeds as well as the gains.

Table 1: Real rotation (in degrees) that participants had to
perform with respect to the rotational speed and the gain.
Since each trial lasted 3 seconds, the virtual rotations to per-
form were respectively 60, 90 and 120 degrees for the 20◦,
30◦ and 40◦ rotational speed conditions.

Rotational Speed / Gain 0.5 0.7 0.9 1.1 1.3 1.5
20◦ (60◦ virtual rotation) 120 85 67 55 46 40
30◦ (90◦ virtual rotation) 180 129 100 82 69 60
40◦ (120◦ virtual rotation) 240 171 133 109 92 80

Figure 1: Left - User wearing the HTC Vive Pro Eye HMD
equipped with a wireless module, one HTC Vive tracker
located at the pelvis and one HTC Vive controller. Right -
User’s point of view of the VE during the experiment. The
black arrow indicates the direction of the turn. The sight and
pink sphere were used for calibration purposes).

3.2 Participants and Apparatus
14 participants (8 males, 6 females) aged between 21 and 53 years
old (26.43±7.4, mean±SD) achieved the experiment. 5 participants
reported having regular use of VR and HMD, 7 few times, and 2
never. Half of the participants had regular experiences with 3D
videos games. We assessed their dominant eye and dominant foot
through the questionnaire proposed by [Coren et al. 1979]. 10 par-
ticipants had right eye and foot dominance whereas 4 had left
dominance. They signed an informed consent form and were naive
to the purpose of the experiment. The study was conformed with
the standards of the declaration of Helsinki. All participants were
able to finish the experiment.

The virtual environment was developed with Unity3D. We used
a Vive Pro Eye HMD (resolution of 1440 x 1600 pixels per eye and
a 110 degrees diagonal Field of View). The experimental platform
was guaranteed to run at the minimum of the HMD’s frame-rate
(90Hz). We used the Vive Wireless Adapter1 to avoid cables, as it
could eventually disturb participants while performing the task
(Figure 1).

The VE consisted of a large forest designed with Green Forest
Unity 3D asset2. The VE enabled generation of motion flow during
virtual translations applied while participants were physically rotat-
ing. A virtual black cross on the ground indicated the center of the
physical workspace and was used for calibration purposes between
1https://www.vive.com/eu/accessory/wireless-adapter/
2https://assetstore.unity.com/packages/3d/environments/fantasy/green-forest-22762
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trials. A virtual sphere with a diameter of 2.5cm was displayed in
the VE and represented the target that participants had to follow.

3.3 Procedure
In our experiment, participants had to perform two different tasks: a
proprioception task to assess the ability of users to estimate turning
without any instructions and a perception task where we assessed
the perception of rotation gains with and without virtual transla-
tion. The perception task was the main purpose of our study, in
which we investigated the perception of gains whereas the propri-
oception task was to guarantee that users were able to accurately
perform rotations before the perception task. We used a One Alter-
native Forced Choice (1AFC) task in which users are exposed to
one stimulus (i.e., a rotation gain lower or higher than 1) and they
are forced to choose an answer from a question with two potential
answers, in our case determining whether the virtual rotation was
faster or slower [Prins et al. 2016]. In order to avoid cybersickness
due to the use of rotational gains and a high number of trials, we
separated the experiment into two sessions separated each of at
least 24 hours. Each session included one proprioception task and
one condition (nT or T) of the perception task.

3.3.1 Beginning of session. Participants started by reading and sign-
ing a consent form that described the experimental protocol. Then,
they filled a Simulator Sickness Questionnaire (SSQ) [Kennedy et al.
1993] and a demographic questionnaire (age, gender, amount of
experience playing video games and exposure to VR).

3.3.2 Proprioception task. Participants started with the proprio-
ception task. Participants were immersed in a virtual forest and
were asked to perform leftwards or rightwards (direction) 90 de-
grees turns with or without vision (vision mode). In the without
vision mode, we screen was blacked-out so that users did not have
any visual cues from the environment. They performed 8 trials (2
repetitions x 2 directions x 2 vision mode) with the following pro-
cedure: (1) Participants were placed at the center of the workspace
(indicated by the virtual black cross); (2) They had to align their
body with a virtual sphere placed two meters in front of them (i.e.
two meters forward from the black cross and position and at the
user’s height). A virtual black sight following head movements
was displayed to help participants to aim at the sphere; (3) A text
indicated the vision mode condition (with or without) and a black
arrow indicated the direction of the turn (left or right). Once this
calibration phase was done, they had to press the Vive controller’s
trigger to notify that they were ready to perform the trial; (4) After
one-second countdown, the sphere, the text and the direction arrow
were hidden and participants could start their 90 degrees rotation;
(5) They had to press again the controller’s trigger to indicate they
finished their turn.

3.3.3 Perception task. Participants performed first 4 training tri-
als using the maximum and the minimum gains in order to guar-
antee that they understood the task. Then, they performed four
randomized blocks of 18 trials (3 rotational speeds x 6 gains, each
combination is tested once per block). Leftwards or rightwards
rotations were randomized during the task. Before each block, the
eye-tracking system was calibrated using the native calibration
procedure. Each trial followed the following procedure: Steps 1

and 2 are the same as for the proprioception task; (3) We indicated
during one second with a virtual black arrow the direction of the
sphere movement, then the direction arrow disappeared and the
automatic motion started according to the translation condition
(nT or T):

• nT - the sphere moved during three seconds leftwards or
rightwards at the given rotational speed set for the trial.
Participants had to align their whole body in order to always
be facing the sphere until the sphere movement was done.

• T - an automatic constant virtual translation (1.4m/s) was
added during the trial. The sphere and the participants started
to perform a 2 meters forward virtual translation, then the
sphere starting to move for three seconds leftwards or right-
wards at the given rotational speed set for the trial. Par-
ticipants had to align their whole body in order to always
be facing the sphere until the sphere movement was done.
To end the motion, we added a one-second forward virtual
translation.

For both nT and T conditions, we guaranteed that the user’s full
body was aligned with the sphere by checking during the trial user
head and pelvis orientation with the virtual sphere. At the end of
the trial, the VE faded to black and participants had to answer the
following forced-choice question: “I felt that my virtual rotation
speed was (faster or slower) than my real one.”. After a block, par-
ticipants had to answer the following question: “On a scale of 0–10,
0 being how you felt coming in, 10 is that you want to stop, where
are you now?”. This question was first introduced in a research
work assessing users’ susceptibility to cybersickness [Rebenitsch
and Owen 2014] and was reused in other experiments assessing
cybersickness during navigation (e.g., [Fernandes and Feiner 2016]).
In our experiment, this question allowed us to monitor during the
experiment users comfort between blocks. We refer to this question
as Fast-SSQ in the rest of the paper. After two blocks, participants
had to take at least a 5 minutes break to mitigate cybersickness.

3.3.4 End of session. At the end of the session, participants filled a
post-SSQ. Then, we asked participants a multiple choice question:
“Which information did you prior the most to detect the rotation
gain?” with the following answers: Body orientation; The ability
to gaze the sphere; Motion of the sphere; My rotation speed; Ro-
tation of the virtual environment; Salient elements of the virtual
environment; Steps done during the task. The objective was to iden-
tify which features participants would rather rely upon perform
the perception task. In total, one session took approximately 45
minutes.

3.4 Data Analysis
In the proprioception task, we collected in total 224 trials (14 users
x 2 sessions x 2 vision modes x 2 directions x 2 trials). For each
participant, condition and body segments (head and pelvis), we
computed the relative error (in degrees) of the estimation of 90
degrees rotations. In the perception task, we collected in total 2 016
trials (14 users x 2 translation types x 3 angular speeds x 6 gains x
2 directions x 2 trials).

For each participant, we computed the probability of answering
“Faster” from the 1AFC question 𝑃 (𝑔𝑛 ; 𝑓 𝑎𝑠𝑡𝑒𝑟 ) for each gain, trans-
lation type and rotational speed. We used the Quickpsy package in
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R (version 0.1.5.1) to compute participant’s PSE and 25% and 75%
DTs [Linares and Lopez-Moliner 2016]. It allows fitting psychomet-
ric curves based on the experimental data by direct maximization
of the likelihood. These psychometric functions follow the form
𝜓 (𝑔𝑛) = 𝛾 + (1 −𝛾 − 𝜆) ∗ F(x), where 𝛾 is the guess rate, 𝜆 the lapse
rate and 𝐹 the cumulative normal distribution function. We set 𝛾 at
0 and the lapse rate was estimated as a parameter of 𝐹 .

To analyse the head orientation, we computed the amplitude of
the head as the unwrap arc-tangent of the head orientation. Then
we resampled at 90Hz the data and performed a temporal normal-
ization to study the evolution of head amplitude over time and
analyse the participants turning behavior through the different
experimental conditions. To this end, we used the Statistical Para-
metric Mapping (SPM) method [Friston et al. 2007]. This analysis
allows comparing time-series data of different trials taking into
account their variability at each time-step. We computed the base-
line movement of the sphere that was constant across experimental
conditions in order to compare the conditions with respect to the
theoretical movement participants should have performed. We also
recorded the delay (in degrees) participants had at the end of the
trial (i.e. how far from the sphere they were when this one ended
its trajectory).

Eye-tracking data was captured at 90Hz and filtered using a But-
terworth low-pass filter of order 4 to filter high-frequency artifacts
(higher than 15Hz). Instead of using the raw eye-tracking data, our
analysis considered the angular error between the center of the
sphere and the eye direction. For each block, the first second for all
the trials in the T condition, in which users were instructed to gaze
the target sphere while it was describing a forward motion, was
used to correct any rotational offset that could be introduced by an
inaccurate calibration. The offset was computed by averaging all
data points (30s of data per user). Using the corrected angular error
data, for each trial we computed the ellipse that fitted the 95% of
the data samples. The ellipse fit provides insights into the spread
and accuracy of the user’s gaze. The eye-tracking data from one
user was not exploitable due to errors in the recordings and two
users were excluded from the analysis as they presented unique
behaviours (higher variability and lower precision). From the re-
maining data, 40 trials were excluded from the analysis when the
width and x-offset were higher than 3 standard deviations. The total
number of observations was 1541.

From the pre and post SSQ data gathered before and after each
session, we computed the pre and post SSQ score accordingly to the
methodology described in [Kennedy et al. 1993]. We also computed
a delta SSQ score for each scale (i.e., post SSQ score minus pre SSQ
score) to have insights into the cybersickness variations after each
session.

Assessing the effect of the experimental conditions (translation
speed, rotational speed) on independent variables, we performed
analyses of variance (ANOVA) with repeated measures. To analyse
and compare PSE and DTs across conditions, we used the bootstrap
comparison provided by the Quickpsy package. Shapiro-Wilk test
was used to test the normal distribution of the data. When appro-
priate, we applied Greenhouse-Geisser adjustments to the degrees
of freedom, to avoid any violation of the sphericity assumption.
Post-hoc analyses were based on pairwise t-tests with Bonferonni
corrections. Friedman test and post-hoc pairwise Wilcoxon tests

with Bonferroni were used to analyse subjective data from ques-
tionnaires. All reported significant results had a p-value lower than
0.05.

3.5 Results
3.5.1 PSE and DTs. With the 1AFC question answers, we fit psy-
chometric curves by turn direction, session, translation and rotation
type. We did not find any significant effect of the turn direction or
the session on the PSE and DTs, thus we group the answers only
considering the translation (nT, T) and rotation type (20◦, 30◦ ,40◦)
(Figure 2). Table 2 reports the averaged PSEs and DTs per condi-
tions. For the translational motion (10th and 11th lines of Table 2),
bootstrap comparisons of PSE and DTs showed no effect between
nT and T conditions, resulting in similar discrimination of rotation
gains with or without virtual motion. For the rotational motion
(7th, 8th and 9th lines of Table 2), bootstrap comparisons showed
an effect where PSE were significantly lower for the 40◦ rotation
(0.99) than the 30◦ (1.11) and 20◦ (1.12) ones as shown in Figure 3.
25% DTs were significantly higher for the 40◦ rotation (0.72) than
the 30◦ (0.58) or 20◦ (0.64) ones, and 75% DTs were significantly
lower for the 40◦ (1.19) than the 30◦ (1.36) or 20◦ (1.35) ones. These
results mean that users tended to underestimate the rotation gains
when the rotation speed was lower. Considering the interaction
between translational and rotational speed (1st to 6th lines of Ta-
ble 2), bootstrap comparisons showed a significant effect where the
PSE for the nT20◦ condition had the highest values. This means
that users underestimated the most the rotation gains at the lowest
rotation speed without virtual translation motion.

3.5.2 Body segments behavior. Figure 4 shows the averaged nor-
malized head amplitude depending on the rotational speed and gain.
SPM analysis showed an effect of the gain on these time-series dur-
ing the turn. Post-hoc tests demonstrated that the smaller the gain,
the higher the delay with the baseline (movement of the sphere) dur-
ing the turn. This observation can be seen by the rightwards shift
with respect to the black line, where high gains are less shifted than
the low ones. Thus, it is easier for users to align themselves with

Table 2: The 25%, PSE, and 75% threshold gains computed
from the psychometric curves. Deviance (D) and p-value (p)
represent the goodness-of-fit. DTs and PSE are sorted by
translation and rotation types.

25% PSE 75% D p
20 0.72 1.16 1.42 17.30 1.00

nT 30 0.51 1.01 1.36 5.18 1.00
40 0.71 0.94 1.17 3.36 0.91
20 0.49 0.98 1.30 6.55 1.00

T 30 0.55 1.06 1.36 5.33 1.00
40 0.75 1.03 1.26 1.65 1.00

20 0.64 1.12 1.35 0.09 1.00
30 0.58 1.11 1.36 1.98 0.97
40 0.72 0.99 1.19 0.69 1.00
nT 0.66 1.08 1.33 21.64 1.00
T 0.64 1.07 1.32 8.89 1.00
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Figure 2: Psychometric curves from the pooled results of the
1AFC question per translation (nT and T) and rotation type
(20◦ in red, 30◦ in green and 40◦ blue). The PSE with a 95%
confidence interval is indicated for each curve.

Figure 3: PSE (middle) gain thresholds per translation type
and angular speed. Significant pairwise comparisons are in-
dicated by the black lines (𝑝 < 0.05).

the sphere for smaller rotation speeds and a gain higher than one.
However, no difference was observed between nT and T conditions
that had similar profiles.

We can also observe on Figure 4 that, the higher the rotation
speed, the higher the delay to face the sphere. Regarding the delays
participants had with respect to the sphere at the end of the trial, a
3 way ANOVA (translation type x angular speed x gain) showed
that the angular speed 𝐹1.31,14.41=155.89, 𝑝 < .001, 𝜂2= .94 and the gain
𝐹1.56,17.11 =22.10, 𝑝 < .001, 𝜂2 = .67 had an effect on the delays. There
was an interaction effect between the angular speed and the gain
𝐹2.63,28.97=21.25, 𝑝 < .001, 𝜂2= .66. Post-hoc analyses showed that the
higher the angular speed the higher the delay (𝑝 < .05), the smaller
the gain the higher the delay (𝑝 < .05).

3.5.3 Gaze analysis. Figure 5 depicts the gaze distribution when
grouping the data based on the direction and the translation condi-
tions. Participants’ gaze had an asymmetry for the left and right
conditions (i.e., a shift with respect to the center of the sphere at (0,0)
coordinate), suggesting a gaze behind the target, while an increased

dispersion for the conditions in which there was no translational
motion. For the statistical analysis, we only discuss the horizontal
indicators (width and x-offset of the ellipse), as the object to follow
did not exhibit any vertical motion.

For the ellipse width, a full factorial ANOVA analysis of direc-
tion × gain × translation × rotation showed a main effect of gain
𝐹1.76,17.63=14.47, 𝑝 <0.001, 𝜂2𝑝 =0.59, and an interaction effect between
translation and rotation 𝐹1.98,19.77 = 17.74, 𝑝 < 0.001, 𝜂2𝑝 = 0.64 (see
Figure 6). Post-hoc tests showed that the width of the ellipse was
significantly higher for the 1.5 gain condition (𝑀 = 4.34;SD= 1.35)
than for the others 𝑀 = [3.30..3.62];SD= [1.07..1.24], which suggests
that gaze activity was more spread on the horizontal axis at the
highest gain than the others. For the interaction effect, post-hoc
tests (only significant comparisons are reported 𝑝 < 0.05) revealed
that the increase of the rotation speed had a higher increase of the
width of ellipse for the nT condition (20◦ < 30◦ < 40◦) compared to
the T condition (20◦ < 30◦, 20◦ < 40◦). Moreover, the effect of the
translation motion was significant at the 40◦ condition but not for
the 20◦ and 30◦ conditions.

For the ellipse x-offset analysis (i.e., offset from the center of the
sphere to track), as we did not observe an effect of the direction
when mirroring left trials data, for the sake of simplicity, we aggre-
gated repeated samples by considering the mirrored values. The
ANOVA analysis showed a main effect for gain 𝐹1.90,18.99 = 9.13,
𝑝 < 0.01, 𝜂2𝑝 = 0.48 and rotation speed 𝐹1.15,11.46 = 8.74, 𝑝 < 0.05,
𝜂2𝑝 = 0.47 (see Figure 7). Post-hoc tests suggest that the x-offset
increases as the gain increases, although not all pairwise com-
parisons are significant. The strongest effects are found between
the lowest and the highest gains, 0.5 (𝑀 = 0.09;SD= 0.93) and 0.7
(𝑀 = 0.22;SD= 1.27) conditions have a significant x-offset smaller
than conditions 1.3 (𝑀 = 0.51;SD= 1.06) and 1.5 (𝑀 = 0.60;SD= 0.95).
Regarding rotation speed, data also suggests that as the rotation
speed increases the x-offset decreases. Post-hoc tests showed that
the 40◦ condition (𝑀 = 0.21;SD= 0.89) was significantly smaller than
the 20◦ (𝑀 = 0.49;SD= 0.72) and 30◦ (𝑀 = 0.41;SD= 0.81) conditions.
Finally, we also observed two interactions effects between the trans-
lation and rotational speeds 𝐹1.41,14.08 = 5.45, 𝑝 < 0.05, 𝜂2𝑝 = 0.353 and
between the gain and the translation speed 𝐹3.10,31.05=7.53, 𝑝 <0.001,
𝜂2𝑝 =0.43. Regarding the first interaction (see Figure 7 right), post-
hoc tests showed that the T40◦ condition was the one exhibiting
significantly less offset compared to the other combinations (no
other significant pairwise comparison). Regarding the second inter-
action (see Figure 7 left), although the visual inspection suggests
that having translational motion decreases the offset as the gain
decreases, post-hoc tests showed inconclusive results.

3.5.4 Questionnaires. Table 3 reports the average and the standard
deviation of pre, post and delta SSQ scores for each scale (nausea,
oculomotor, disorientation) and in overall, grouped by the session
order (first, second). Besides, we also noticed that there was no
significant effect of session or translation type on every scales of
pre SSQ scores, meaning that the users’ state was equivalent at the
beginning of both sessions and conditions. Thus, we focused on
the statistical analyzes of delta scores as they measure the increase
after one session.

There was no significant effect of the translation type on SSQ
delta score for the nausea 𝐹1,13=0.53, 𝑝 =0.48, oculomotor 𝐹1,13=2.43,
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Figure 4: This figure shows typical temporal evolution of mean and standard deviation of normalized head amplitude for each
Rotation Speed (20◦ left, 30◦ center and 40◦ right), and gains (from 0.5 to 1.5 and the theoretical baseline). There is an effect of
the gain during the whole turn duration (the F value for the factor gain is higher than the 𝐹 ∗ computed).

Figure 5: Gaze error density plots when the sphere was rotat-
ing. The (0, 0) represents the center of the sphere to track.

𝑝 = 0.14, disorientation 𝐹1,13 = 0.08, 𝑝 = 0.77 and total 𝐹1,13 = 0.20,
𝑝 =0.65. However, there was a significant effect of the session order
on SSQ delta scores for the nausea 𝐹1,13 = 8.86, 𝑝 < 0.05, 𝜂2𝑝 = 0.40,
disorientation 𝐹1,13 = 7.41, 𝑝 < 0.05, 𝜂2𝑝 = 0.17 and total 𝐹1,13 = 8.19,
𝑝 < 0.05, 𝜂2𝑝 = 0.13 scales. Post-hoc analyses showed that the delta
scores were significantly lower after the second session than the
first one.

Figure 8 reports the scores of the fast-SSQ answers after each
block and for each session. Mean and standard deviation scores
after a block of 18 trials performed were respectively 0.96 ± 1.78,
1.96 ± 1.90, 0.78 ± 1.72, 1.60 ± 1.93 for the first, second, third and
fourth blocks. We found no effect of session (𝐹1,13=0.88, 𝑝 =0.27) nor
block number (𝐹1,13=2.58, 𝑝 =0.09) on the fast-SSQ scores.
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Figure 7: x-offset for the interaction effects between transla-
tion condition on gain (left) and rotation speed (right). Post-
hoc tests are reported using superscripts. Two levels sharing
the same superscript are not significantly different.

Regarding the results of the multiple choice question we asked
at the end at the session, a chi-square test showed that both distri-
butions of the answers for the static and moving conditions were
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Table 3: Pre, post and delta scores computed per session for
each scale (nausea, disorientation, oculomotor and total).

Session Nausea
pre post delta

1 19.08±20.83 37.47±15.63 18.39±22.90
2 18.39±21.64 21.19±13.62 2.79±25.02

Disorientation
pre post delta

1 12.80±12.76 61.64±42.19 48.83±41.19
2 13.73±16.39 25.85±24.32 12.11±27.14

Oculomotor
pre post delta

1 25.98±21.79 36.81±16.24 10.82±21.58
2 20.03±25.85 23.82±14.82 3.79±25.18

Total
pre post delta

1 18.96±17.93 37.66±16.94 18.70±19.62
2 16.56±20 20.57±12.51 4.00±23.35

Figure 8: Boxplot of the fast-SSQ answers after performing
a block (grouped by session 1 and 2).

dependent (𝜒2 (6) = 8.50, 𝑝 = 0.20). Numbers of answers per items
were (number selected after nT / number selected after T): Body
orientation (7/6); The ability to gaze the sphere (2/7); Motion of the
sphere (7/10); My rotation speed (9/12); Rotation of the virtual en-
vironment (6/8); Salient elements of the virtual environment (2/0);
Steps done during the task (10/4). Note that we can note that the
most selected item for the nT condition was Steps done during the
trial" and "The ability to gaze the sphere" for the T condition.

3.5.5 Proprioception Task Results. Table 4 reports the relative angle
error from the 90 degrees turns for each conditions. A three way
ANOVA (direction of turn x vision mode x body segments) showed
that the direction of turn 𝐹1,13 = 15.80, 𝑝 < 0.01, 𝜂2 = 0.55, and the
body segment 𝐹1,13 = 20.88, 𝑝 < 0.001, 𝜂2 = 0.616 had an effect on
the estimation of 90 degrees turn. We also found an interaction
effect of the direction x body segment 𝐹1,13=10.98, 𝑝 <0.01, 𝜂2=0.45,
the body segment as well as direction x body segment x vision
𝐹1,13 = 6.91, 𝑝 < 0.05, 𝜂2 = 0.34. Post-hoc analyses showed that head

error was higher than the pelvis one (𝑝 < .05), the error was higher
for rightwards turns than leftwards turns (𝑝 < .05) and the highest
error was the head during rightwards turns with vision (𝑝 < .05).

Table 4: Average turning error of head and pelvis from the
proprioception task.

Turn direction Vision Head error Pelvis error

Left Without -0.21(22.42) 2.32(11.93)
With 2.58(17.48) 0.33(16.99)

Right Without 9.89(11.00) 4.47(9.78)
With 13.90(11.25) 8.91(11.97)

4 DISCUSSION
Our main objective was to assess whether translation and rota-
tional speeds alter the perception of rotation gains in VEs. With the
proposed study, we observed an effect of rotational speed, in which
the lower the rotation, the less sensitive to the gains participants
were, but also an interaction effect where condition nT20◦ was
the configuration for which participants were the least sensitive.
The experimental conditions also affected gaze and body segments
behavior. We discuss in the following section these results.

4.1 Motion and Perception of Rotation Gain
While most of the studies related to the perception of rotation gains
in VR excluded the translational component, it is important to con-
sider it as it could bias the perception of rotation in the horizontal
plane as demonstrated in both REs and VEs [Sarre et al. 2008]. We
hypothesized that translational motion could improve the percep-
tion of heading and thus could make the detection of gain more
easily because motion parallax contributes to the perception of
heading during rotation [Li and Warren Jr 2000]. We did not find a
global effect of the virtual translational motion on the perception
of rotation gains, meaning that the addition of a virtual motion did
not help users to discriminate the gains. One explanation might
be that users could not rely on extra-retinal information to disam-
biguate the motion perception since they had to look at the sphere.
However, we found an interaction effect between the translational
motion and the 20◦ rotational motion which suggests that it might
be easier to apply gain during small rotations performed by the
user while virtually translating in the VE. Thus, our results do not
support [H1], since we did not find a global effect of translational
speed. In particular the interaction effect between low rotational
speed combined with translation made the detection of gains harder,
which contradicts our initial hypothesis. The influence of transla-
tion on the perception of rotation gain is still unclear and further
work is required (e.g assessing a wider range of speed, or comparing
continuous and discontinuous motions) to investigate whether it
could alter users’ perception or not.

Regarding the impact of rotational component, results showed
that users underestimated more rotation gains at lower speeds (i.e.,
it is easier to detect rotation gains as the rotation speed increases).
Even though visual perception research supports that the faster the
head is turned the less visual awareness of the environment, we sug-
gest that staring at the sphere would have mitigated these effects.
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In contrast, [Neth et al. 2012] investigated the influence of walking
speed on the detection of curvature gain. They demonstrated that
people are significantly less sensitive toward walking on a curved
path when walking slower. These results found for curvature gains
are in line with the ones we observed: users were significantly
less sensitive to rotation gains when turning at a slower pace. It
is worth noticing that it has been shown that angular velocity
profiles can differ depending on the turn to perform and the gain
applied [Dumontheil et al. 2006]. We also want to point out that,
even though we found an effect of rotational speed, we are aware
that there may be an interaction between the rotational speed and
the amount of physical rotation to perform. Table 1 shows that
both gain and rotation speed influenced the amount of physical
rotation to perform. Thus, in some configurations, additional pro-
prioceptive feedback was provided to users that may have helped
users to better discriminate the rotation gains at higher rotational
speeds, as it was already demonstrated in a previous experiment
that showed that participants were better at discriminating rota-
tions when the virtual turning angle is rather large [Bruder et al.
2009]. This might also explain why we noticed in the subjective data
that users rather relied on proprioception since they reported using
more the information of their number of steps performed during
the task in the nT condition, showing that the amount of rotation
performed might be a metric used by participants to discriminate
the gains. Last, when looking at Table 2 and Figure 3, we can notice
that the 30◦ breaks the values pattern for the T condition where
its PSE is higher than the 20◦ or 40◦. This is an unexpected but
real effect as we expected to have either increasing or decreasing
DTs as the rotational speed changes. We suggest that users may
have more difficulty distinguishing rotations gains at an “average”
rotational speed than the lowest and highest in our experiment.
Thus, our results confirmed [H2], but additional work is required
to understand users’ ability to detect rotation gains in VEs with
experiments focusing on manipulation of optic flow. Especially, the
interaction between the gain and the rotation speed of the sphere
may have impacted the performance, since users perception may
have been filtered in order to rely mostly on the rotational speed (a
more salient cue than translation), thus leading to an inconsistency
between virtual and real rotations.

4.2 Body Segments and Rotation Gain
Figure 4 shows the temporal evolution of head orientation over
time by rotation speed and gains. The higher the rotational speed,
the higher the delay is between the baseline (black line) and the
average users’ amplitude during the rotation. Since participants
had no prior knowledge about the trial they should perform, they
tended to be late in the rotation compared to the sphere rotation
at high rotational speeds. This could explain also why participants
tended to better discriminate at high rotational speed since they had
to turn faster to catch up with the sphere. Thus, we suggest that the
way users turn in studies investigating the perception of rotation
gains should not be neglected as this delay could have been a bias to
users to determine whether the rotation speed was faster or slower.
For instance, some studies investigated the impact of body segment
coordination with different navigation techniques [Brument et al.
2019]. Then, analyzing these coordination movements could lead

to the design of new adaptive gains based on users’ movements,
knowing that head anticipation is an invariant of human locomotion
that is also preserved while navigating in VEs.

In addition, we observed differences in gaze behavior across
the different experimental conditions, in particular an effect of
translation and rotational speeds on gaze patterns. Figure 5 showed
that there was more eye dispersion on the horizontal axis when
no virtual translation were applied. We suggest that the virtual
translation then provided more visual information and helped users
to better focus on the sphere. By combining this information with
the DTs found, we could suggest that the gaze error could provide
some additional information to detect whether a user might notice
a gain applied or not.

The analyses revealed that the higher the gain and the rotational
speed, the higher the dispersion of the gaze (Figure 6 left). We
believe that gaze activity could be an interesting metric to under-
stand how participants differentiate gains. As the movements of
the sphere and the were different, the ability to gaze at the sphere
could have been more difficult for highest and lowest gains. It is in-
teresting to see that we did not find a symmetry in the ellipse width
dispersion as the dispersion only increased significantly for the
highest gains. Moreover, we found that the highest ellipse width
was with the nT40 condition (Figure 6 right), but also that the
higher the rotation speed, the easier users detected the gain. Thus,
we could imagine detecting on the fly whether users are able to
discriminate a gain or not based on their gaze activity in order to
adapt or take advantage of gaze activity to modulate gains as it has
been already done in some research work [Langbehn et al. 2018;
Sun et al. 2018].

These results support [H3], the experimental conditions having
modified the gaze and body segments behavior, but future work
should considering further analyses of gaze such as fixations and
saccades.

4.3 Towards User-Centered Gain
Previous research work on the perception of rotation gains showed
the impact of different experimental conditions such as the Field
of View, the amount of rotation to perform or the addition of dis-
tractors. In our experiment, we showed the impact of additional
experimental conditions: translational and rotational speeds. This
information could be important in the implementation of rotation
gains. For instance, instead of applying the gain constantly during
the whole rotation, we could consider different implementations.
Congdon and Steed showed that the implementation of the gain
(constant vs linear vs delayed) can influence the perception of ro-
tation gains [Congdon and Steed 2019]. It could be possible to
consider different rotation gains transfer functions, considering as
well the translational and rotational speeds. The use of virtual trans-
lation and real rotations could be considered in 360◦ video-based
presence system [Zhang et al. 2018]. One example of a consistent
implementation based on our results could be to increase the rota-
tion gain when users are turning slowly and decrease it when they
turn fast. In addition, we could imagine increasing slightly more
the rotation gain when virtual motion is performed by the mobile
platform. Having the ability to adapt the gain during navigation
would eventually improve redirection controllers.
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The use of virtual translation in our study was inspired by redi-
rection techniques. In particular, redirected walking uses rotation
gains while users are walking in the workspace. We could imagine
that those paradigms could be used for other types of techniques
that requires the use of virtual translation such as steering tech-
niques. A recent research work showed that users tend to drift
in the workspace while using steering techniques, reaching the
boundaries of the workspace even though those techniques do not
require physical translational movements [Brument et al. 2021].
Thus, the use of rotation gains during virtual translation could be
interesting to manipulate users’ movements and try to maintain
them at the center of the workspace while navigating in the VE.
In addition, rotation gains are used in 360◦ video-based telepres-
ence systems [Matsumoto et al. 2020; Zhang et al. 2018]. They are
based on combining virtual translation of the mobile platform and
user rotation in the workspace. Thus our results provide additional
insights into how gains should be applied in such scenarios.

Regarding cybersickness, we found no effect of the translation
type (nT or T) or the session on the fast-SSQ scores (Figure 8),
meaning that adding additional virtual translation in T condition
was not inducing more cybersickness than in the nT condition. We
can also notice that the lowest fast-SSQ scores are after the first
and third block, which can be easily explained by the fact users
should feel more comfortable at the beginning of the session and
after the 5 to 10 minutes break occurring after the second block.
However, we found an effect of the session on the delta and post
SSQ scores, where cybersickness was significantly lower after the
second session performed 24 hours later than the first one (Table 3).
We can suggest that users had some adaptation to rotation gains,
leading to lower post SSQ scores on the second session, similarly to
users that can adapt to increased curvature gains through separated
sessions [Bölling et al. 2019].

In addition to cybersickness data, adding supplementary metrics
such as gaze, proprioceptive or body-segment behavioural or move-
ment data in the design of rotation gains may be promising as they
could be adapted to user behavior. Indeed, taking advantage of gaze
movements in redirection techniques has been already explored.
Saccadic suppression of images has been already used to subtlety
reorient participants in the VE. They are based on the inability to
detect changes, during or shortly after a saccade, in the location of
a target when the change occurs immediately before [Bridgeman
et al. 1975]. Some perceptual studies and redirection controllers
have been published [Bolte and Lappe 2015; Langbehn et al. 2018;
Sun et al. 2018], showing the potential of using gaze information
for implementing rotation gains. Gaze activity could be then con-
sidered when designing the implementation of rotation gains while
navigating in VR.

Even though the analyses of gaze and body segment in a per-
ceptual study of rotation gains are quite unusual, our results are
encouraging and we suggest that considering these metrics could
be interesting in the study and implementation of rotations gains
for two reasons: (1) they may provide a better understanding on
users perception when rotation gains are applied and (2) these ob-
jective metrics can be gathered and analyzed on the fly during VR
navigation so that we could imagine adaptive rotation gains based
on these metrics.

5 LIMITATIONS AND FUTUREWORK
Our results provided insights into how users perception can be
altered while varying motions in VEs, with practical implications
for different applications and potential vistas for future work to
improve redirection techniques in VR. However, there are also a
few limitations of our current work, which may lead to additional
research ideas that may be investigated in future work.

First, to improve knowledge about perception of rotation gains
with virtual translations, further studies can be envisioned by vary-
ing the experimental factors. Additional levels of the linear speed
can be considered (e.g. lower or higher speeds) and real translations
(i.e. walking) could also be tested in which additional propriocep-
tion cues might play a role.

Second, other design choices can also be considered, such as the
rotation gain implementation and the virtual environment. Apart
from a constant gain, other rotation gain control laws could be
considered as they could alter users’ perception [Congdon and
Steed 2019; Langbehn et al. 2019]. Furthermore, the environment
could also play an important role on the gain detection as more
“structured” environments (e.g., interior spaces like buildings) could
make the detection easier.

Third, in this paper we proposed the analysis of gaze activity and
body segments movements. However, additional data and further
analysis are required to have a better understanding of how rotation
gains can alter users’ behavior during navigation in VR.

6 CONCLUSION
The study of the perception of rotation gains remains an active
research topic in VR navigation. Understanding how users perceive
those gains is necessary in order to implement subtle redirection
techniques. Yet, it is important to consider the differences between
the way the perceptual studies are performed, and the use of redirec-
tion techniques during navigation in virtual environments where
gains are applied. In this paper, we proposed to study and assess the
impact of combined translational and rotational motions on the ro-
tation gains perception. The results of our experiment revealed that
participants are less sensitive to rotation gains when the rotational
motion decreases. Regarding the impact of translation, even though
our results suggest that the combination of virtual motion with a
low rotational speed tends to make the rotation gains more subtle.
In addition, the body segments and gaze analyses showed that the
translational and rotational motions but also the gains can alter
users’ behavior. These results open new perspectives and metrics
about how users can detect rotation gains. To conclude, this paper
provides new results on how users perceive rotation gains in VR
that could be used to improve the implementation of rotation gains
in VR setups. We believe that considering both rotation and trans-
lation motions of users as well as their body and ocular movements
while navigating could be an interesting approach to improve the
redirection techniques, using a user-centered approach to make
those controllers more adapted to the users.

REFERENCES
Luke Bölling, Niklas Stein, Frank Steinicke, and Markus Lappe. 2019. Shrinking Circles:

Adaptation to Increased Curvature Gain in Redirected Walking. IEEE Transactions
on visualization and computer graphics 25, 5 (2019), 2032–2039.



Studying the Influence of Translational and Rotational Motion on the Perception of Rotation Gains in Virtual Environments SUI ’21, November 9–10, 2021, Virtual Event, USA

Benjamin Bolte, Gerd Bruder, Frank Steinicke, Klaus Hinrichs, and Markus Lappe.
2010. Augmentation techniques for efficient exploration in head-mounted display
environments. In Proceedings of the 17th ACM Symposium on Virtual Reality Software
and Technology. 11–18.

Benjamin Bolte and Markus Lappe. 2015. Subliminal reorientation and repositioning
in immersive virtual environments using saccadic suppression. IEEE Transactions
on visualization and computer graphics 21, 4 (2015), 545–552.

Bruce Bridgeman, Derek Hendry, and Lawrence Stark. 1975. Failure to detect displace-
ment of the visual world during saccadic eye movements. Vision research 15, 6
(1975), 719–722.

Gerd Bruder, Victoria Interrante, Lane Phillips, and Frank Steinicke. 2012a. Redirecting
walking and driving for natural navigation in immersive virtual environments.
IEEE Transactions on visualization and computer graphics 18, 4 (2012), 538–545.

Gerd Bruder, Frank Steinicke, Klaus HHinrichs, andMarkus Lappe. 2009. Reorientation
During Body Turns. In Proc. of EGVE/ICAT/EuroVR. 145–152.

G. Bruder, F. Steinicke, P.Wieland, andM. Lappe. 2012b. Tuning Self-Motion Perception
in Virtual Reality with Visual Illusions. IEEE Transactions on Visualization and
Computer Graphics 18, 7 (July 2012), 1068–1078. https://doi.org/10.1109/TVCG.
2011.274

Hugo Brument, Gerd Bruder, Maud Marchai, Anne Helene Olivier, and Ferran Arge-
laguet. 2021. Understanding, Modeling and Simulating Unintended Positional Drift
during Repetitive Steering Navigation Tasks in Virtual Reality. IEEE Transactions
on Visualization & Computer Graphics 01 (2021), 1–1.

Hugo Brument, Maud Marchal, Anne-Hélène Olivier, and Ferran Argelaguet. 2020.
Influence of Dynamic Field of View Restrictions on Rotation Gain Perception in
Virtual Environments. In International Conference on Virtual Reality and Augmented
Reality. Springer, 20–40.

Hugo Brument, Lana Podkosova, Hannes Kaufmann, Anne Hélène Olivier, and Ferran
Argelaguet. 2019. Virtual vs. Physical Navigation in VR: Study of Gaze and Body
Segments Temporal Reorientation Behaviour. In Proc. of IEEE Conference on Virtual
Reality and 3D User Interfaces. 680–689.

Sarah S Chance, Florence Gaunet, Andrew C Beall, and Jack M Loomis. 1998. Lo-
comotion mode affects the updating of objects encountered during travel: The
contribution of vestibular and proprioceptive inputs to path integration. Presence
7, 2 (1998), 168–178. https://doi.org/10.1162/105474698565659

Ying-hui Chou. 2005. Effects of symmetric and asymmetric optic flow speedmanipulations
on locomotion in younger and older adults. Ph.D. Dissertation. Boston University.

Ben J Congdon and Anthony Steed. 2019. Sensitivity to Rate of Change in Gains
Applied by Redirected Walking. In Proc. of the 25th ACM Symposium on Virtual
Reality Software and Technology. 3.

Stanley Coren, Clare Porac, and Pam Duncan. 1979. A behaviorally validated self-
report inventory to assess four types of lateral preference. Journal of clinical and
experimental neuropsychology 1, 1 (1979), 55–64.

Iroise Dumontheil, Panagiota Panagiotaki, and Alain Berthoz. 2006. Dual adaptation
to sensory conflicts during whole-body rotations. Brain research 1072, 1 (2006),
119–132.

A. S. Fernandes and S. K. Feiner. 2016. Combating VR sickness through subtle dynamic
field-of-view modification. In Proc. of IEEE Symposium on 3D User Interfaces (3DUI).
201–210.

Karl Friston, John Ashburner, Stefan Kiebel, Thomas Nichols, and William Penny. 2007.
Statistical Parametric Mapping. Academic Press. 647 pages.

James J. Gibson. 1979. The Ecological Approach to Visual Perception. Houghton Mifflin.
Julian Hildebrandt, Patric Schmitz, André Calero Valdez, Leif Kobbelt, and Martina

Ziefle. 2018. Get well soon! human factors’ influence on cybersickness after redi-
rected walking exposure in virtual reality. In International Conference on Virtual,
Augmented and Mixed Reality. Springer, 82–101.

Courtney Hutton, Shelby Ziccardi, Julio Medina, and Evan Suma Rosenberg. 2018.
Individualized Calibration of Rotation Gain Thresholds for Redirected Walking.. In
ICAT-EGVE. 61–64.

Omar Janeh, Eike Langbehn, Frank Steinicke, Gerd Bruder, Alessandro Gulberti, and
Monika Poetter-Nerger. 2017. Walking in Virtual Reality: Effects of Manipulated
Visual Self-Motion on Walking Biomechanics. ACM Trans. Appl. Percept. 14, 2 (Jan.
2017), 12:1–12:15. https://doi.org/10.1145/3022731

Jason Jerald, Tabitha Peck, Frank Steinicke, and Mary Whitton. 2008. Sensitivity to
scene motion for phases of head yaws. In Proceedings of the 5th ACM symposium
on Applied perception in graphics and visualization. 155–162.

Robert S. Kennedy, Norman E. Lane, Kevin S. Berbaum, and Michael G. Lilienthal. 1993.
Simulator Sickness Questionnaire: An Enhanced Method for Quantifying Simulator
Sickness. The International Journal of Aviation Psychology 3, 3 (1993), 203–220.

Eike Langbehn and Frank Steinicke. 2018. Redirected Walking in Virtual Reality.
Springer International Publishing, Cham, 1–11.

Eike Langbehn, Frank Steinicke, Markus Lappe, Gregory F. Welch, and Gerd Bruder.
2018. In the Blink of an Eye: Leveraging Blink-Induced Suppression for Impercepti-
ble Position and Orientation Redirection in Virtual Reality. ACM Trans. Graph. 37,
4, Article 66 (July 2018), 11 pages. https://doi.org/10.1145/3197517.3201335

Eike Langbehn, Joel Wittig, Nikolaos Katzakis, and Frank Steinicke. 2019. Turn Your
Head Half Round: VR Rotation Techniques for Situations With Physically Limited
Turning Angle. In Proc. of ACM Mensch und Computer 2019. 235–243.

Anatole Lécuyer, Manuel Vidal, Olivier Joly, Christine Mégard, and Alain Berthoz.
2004. Can haptic feedback improve the perception of self-motion in virtual reality?.
In 12th International Symposium on Haptic Interfaces for Virtual Environment and
Teleoperator Systems, 2004. HAPTICS’04. Proceedings. IEEE, 208–215.

Li Li and William HWarren Jr. 2000. Perception of heading during rotation: Sufficiency
of dense motion parallax and reference objects. Vision research 40, 28 (2000), 3873–
3894.

Daniel Linares and Joan Lopez-Moliner. 2016. quickpsy: An R Package to Fit Psycho-
metric Functions for Multiple Groups. The R Journal 8 (2016), 122–131.

M. Marchal, J. Pettré, and A. Lécuyer. 2011. Joyman: A human-scale joystick for
navigating in virtual worlds. In Proc. of IEEE Symposium on 3D User Interfaces.
19–26. https://doi.org/10.1109/3DUI.2011.5759212

Keigo Matsumoto, Eike Langbehn, Takuji Narumi, and Frank Steinicke. 2020. Detection
thresholds for vertical gains in vr and drone-based telepresence systems. In 2020
IEEE Conference on Virtual Reality and 3D User Interfaces (VR). IEEE, 101–107.

Christian T Neth, Jan L Souman, David Engel, Uwe Kloos, Heinrich H Bulthoff, and
Betty J Mohler. 2012. Velocity-dependent dynamic curvature gain for redirected
walking. IEEE Transactions on visualization and computer graphics 18, 7 (2012),
1041–1052.

Thinh Nguyen-Vo, Bernhard E Riecke, Wolfgang Stuerzlinger, Duc-Minh Pham, and
Ernst Kruijff. 2019. NaviBoard and NaviChair: Limited Translation Combined with
Full Rotation for Efficient Virtual Locomotion. IEEE transactions on visualization
and computer graphics 27, 1 (2019), 165–177.

N. C. Nilsson, T. Peck, G. Bruder, E. Hodgson, S. Serafin, M. Whitton, F. Steinicke, and
E. S. Rosenberg. 2018. 15 Years of Research on Redirected Walking in Immersive
Virtual Environments. IEEE Computer Graphics and Applications 38, 2 (Mar 2018),
44–56.

Niels Christian Nilsson, Evan Suma, Rolf Nordahl, Mark Bolas, and Stefania Serafin.
2016. Estimation of detection thresholds for audiovisual rotation gains. In Proc. of
IEEE Virtual Reality (VR). 241–242.

Stephen Palmisano, Robert S. Allison, Mark M. Schira, and Robert J. Barry. 2015. Future
challenges for vection research: definitions, functional significance, measures, and
neural bases. Frontiers in Psychology 6 (2015), 193. https://doi.org/10.3389/fpsyg.
2015.00193

Anders Paludan, Jacob Elbaek, Mathias Mortensen, Morten Zobbe, Niels Christian
Nilsson, Rolf Nordahl, Lars Reng, and Stefania Serafin. 2016. Disguising rotational
gain for redirected walking in virtual reality: Effect of visual density. In Proc. of
IEEE Virtual Reality (VR). 259–260.

Roberto Panichi, Fabio Massimo Botti, Aldo Ferraresi, Mario Faralli, Artemis Kyri-
akareli, Marco Schieppati, and Vito Enrico Pettorossi. 2011. Self-motion perception
and vestibulo-ocular reflex during whole body yaw rotation in standing subjects:
the role of head position and neck proprioception. Human movement science 30, 2
(2011), 314–332.

Tabitha C Peck, Henry Fuchs, and Mary C Whitton. 2009. Evaluation of reorienta-
tion techniques and distractors for walking in large virtual environments. IEEE
Transactions on Visualization and Computer Graphics 15, 3 (2009), 383–394.

Nicolaas Prins et al. 2016. Psychophysics: a practical introduction. Academic Press.
Eric D Ragan, Siroberto Scerbo, Felipe Bacim, and Doug A Bowman. 2016. Amplified

head rotation in virtual reality and the effects on 3d search, training transfer, and
spatial orientation. IEEE Transactions on visualization and computer graphics 23, 8
(2016), 1880–1895.

Sharif Razzaque, Zachariah Kohn, and Mary C Whitton. 2001. Redirected Walking.
Technical Report. Department of Computer Science, University of North Carolina,
Chapel Hill, North Carolina, USA.

Lisa Rebenitsch and Charles Owen. 2014. Individual variation in susceptibility to
cybersickness. In Proc. of the 27th annual ACM symposium on User interface software
and technology. 309–317.

Bernhard E Riecke. 2010. Compelling self-motion through virtual environments
without actual self-motion: using self-motion illusions (“vection”) to improve user
experience in VR. Virtual reality (2010), 149–176.

Michael Rietzler, Teresa Hirzle, Jan Gugenheimer, Julian Frommel, Thomas Dreja, and
Enrico Rukzio. 2018. VRSpinning: Exploring the Design Space of a 1D Rotation
Platform to Increase the Perception of Self-Motion in VR. In Proceedings of the 2018
Designing Interactive Systems Conference (Hong Kong, China) (DIS ’18). Association
for Computing Machinery, New York, NY, USA, 99–108. https://doi.org/10.1145/
3196709.3196755

Roy A. Ruddle. 2013. The Effect of Translational and Rotational Body-Based Information
on Navigation. Springer New York, New York, NY, 99–112. https://doi.org/10.1007/
978-1-4419-8432-6_5

Roy A Ruddle and Simon Lessels. 2006. For efficient navigational search, humans
require full physical movement, but not a rich visual scene. Psychological Science
17, 6 (2006), 460–465.

Roy A. Ruddle and Simon Lessels. 2009. The Benefits of Using a Walking Interface to
Navigate Virtual Environments. ACM Trans. Comput.-Hum. Interact. 16, 1 (April
2009), 5:1–5:18. https://doi.org/10.1145/1502800.1502805

Guillaume Sarre, Jessica Berard, Joyce Fung, and Anouk Lamontagne. 2008. Steering
behaviour can be modulated by different optic flows during walking. Neuroscience
letters 436, 2 (2008), 96–101.

https://doi.org/10.1109/TVCG.2011.274
https://doi.org/10.1109/TVCG.2011.274
https://doi.org/10.1162/105474698565659
https://doi.org/10.1145/3022731
https://doi.org/10.1145/3197517.3201335
https://doi.org/10.1109/3DUI.2011.5759212
https://doi.org/10.3389/fpsyg.2015.00193
https://doi.org/10.3389/fpsyg.2015.00193
https://doi.org/10.1145/3196709.3196755
https://doi.org/10.1145/3196709.3196755
https://doi.org/10.1007/978-1-4419-8432-6_5
https://doi.org/10.1007/978-1-4419-8432-6_5
https://doi.org/10.1145/1502800.1502805


SUI ’21, November 9–10, 2021, Virtual Event, USA Brument et al.

P. Schmitz, J. Hildebrandt, A. C. Valdez, L. Kobbelt, and M. Ziefle. 2018. You Spin
my Head Right Round: Threshold of Limited Immersion for Rotation Gains in
Redirected Walking. IEEE Transactions on Visualization and Computer Graphics 24,
4 (2018), 1623–1632.

Stefania Serafin, Niels C Nilsson, Erik Sikstrom, Amalia De Goetzen, and Rolf Nordahl.
2013. Estimation of detection thresholds for acoustic based redirected walking
techniques. In Proc. of IEEE Virtual Reality (VR). 161–162.

F. Steinicke, G. Bruder, J. Jerald, H. Frenz, and M. Lappe. 2010. Estimation of Detection
Thresholds for Redirected Walking Techniques. IEEE Transactions on Visualization
and Computer Graphics 16, 1 (2010), 17–27.

Qi Sun, Anjul Patney, Li-Yi Wei, Omer Shapira, Jingwan Lu, Paul Asente, Suwen Zhu,
Morgan McGuire, David Luebke, and Arie Kaufman. 2018. Towards virtual reality

infinite walking: dynamic saccadic redirection. ACM Transactions on Graphics
(TOG) 37, 4 (2018), 1–13.

Niall L Williams and Tabitha C Peck. 2019. Estimation of Rotation Gain Thresholds
Considering FOV, Gender, and Distractors. IEEE Transactions on Visualization and
Computer Graphics 25, 11 (2019), 3158–3168.

Jingxin Zhang, Eike Langbehn, Dennis Krupke, Nicholas Katzakis, and Frank Steinicke.
2018. Detection thresholds for rotation and translation gains in 360 video-based
telepresence systems. IEEE transactions on visualization and computer graphics 24,
4 (2018), 1671–1680.

Ruimin Zhang and Scott A. Kuhl. 2013. Human Sensitivity to Dynamic Rotation
Gains in Head-Mounted Displays. In Proceedings of the ACM Symposium on Applied
Perception. 71–74.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Amplified Head Rotation Gains
	2.2 Motion Perception in VEs

	3 User Study
	3.1 Design and Hypothesis
	3.2 Participants and Apparatus
	3.3 Procedure
	3.4 Data Analysis
	3.5 Results

	4 Discussion
	4.1 Motion and Perception of Rotation Gain
	4.2 Body Segments and Rotation Gain
	4.3 Towards User-Centered Gain

	5 Limitations and Future Work
	6 Conclusion
	References

