
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

It’s Good to Talk: A Comparison of Using Voice Versus Screen-Based 

Interactions for Agent-Assisted Tasks 

LEON REICHERTS 

University College London 

YVONNE ROGERS 

University College London 

LICIA CAPRA 

University College London 

ETHAN WOOD 

University College London 

TU DINH DUONG 

University College London 

NEIL SEBIRE 

University College London 

Voice assistants have become hugely popular in the home as domestic and entertainment devices. Recently, there has been 

a move towards developing them for work settings. For example, Alexa for Business or IBM Watson for Business were 

designed to improve productivity, by assisting with various tasks, such as scheduling meetings and taking minutes. However, 

this kind of assistance is largely limited to planning and managing user’s work. How might they be developed to do more by 

way of empowering people at work? Our research is concerned with achieving this by developing an agent with the role of a 

facilitator that assists users during an ongoing task. Specifically, we were interested in whether the modality in which the 

agent interacts with users makes a difference: how does a voice versus screen-based agent interaction affect user behavior? 

We hypothesized that voice would be more immediate and emotive, resulting in more fluid conversations and interactions. 

Here, we describe a user study that compared the benefits of using voice versus screen-based interactions when interacting 

with a system incorporating an agent, involving pairs of participants doing an exploratory data analysis task that required 

them to make sense of a series of data visualizations. The findings from the study show marked differences between the two 

conditions, with voice resulting in more turn-taking in discussions, questions asked, more interactions with the system and a 

tendency towards more immediate, faster-paced discussions following agent prompts. We discuss the possible reasons for 

why talking and being prompted by a voice assistant may be preferable and more effective at mediating human-human 

conversations and we translate some of the key insights of this research into design implications. 
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1 INTRODUCTION 

Digital voice assistants, such as Amazon’s Alexa or Google Assistant have become mainstream technologies 

in the home, commonly used for tasks such as playing music, providing news updates or letting users control 

various smart home devices. They are now also being developed to help businesses, intended to improve 

productiveness through arranging meetings, taking notes, providing specific information and data, such as 

business-related metrics, and so on. Likewise, interfaces incorporating chatbots or text-based interactions with 

agents are gaining popularity in a variety of business contexts, providing similar uses, but through written 

language and screen-based interactions. The question this raises is: As agents become more “intelligent” and 

take on more diverse roles in various environments, what is the most effective way of interacting with them, 

especially for work settings when there is more than one human present, as is the case with meetings? While 

talking with other humans, is talking with an agent more effective compared with interacting with a chatbot/text-

based agent by selecting options and reading its prompts on a screen? If so, is it because talking can enhance 

the flow of conversation while facilitating collaboration? Our research is concerned with investigating the 

potential differences between the two and their benefits. 

In particular, we are interested in how people interact with either voice or screen-based agent interfaces 

when carrying out another activity, during meetings – where there is more than one person present, who will 

interact with it. Clearly, there are different affordances of interacting with graphical/screen-based interfaces 

compared with voice interfaces. Thus, our interest here is less on the difference in screen versus voice modality 

per se, but rather the type of interactions these interfaces require or enable at a general level. A screen-based 

interface requires reading information (e.g., the agent’s text messages/prompts) and performing manual 

interactions (typing on a keyboard, using a mouse or a touchscreen). It has the advantage that users can decide 

when they want to process/read the agent’s prompt. On the other hand, if the interface is voice-based, people 

in the meeting do not have to switch modalities when addressing the agent or being prompted by the agent 

during an ongoing conversation with other people. With a voice-based interaction, requests to the agent can be 

made as part of the conversation, and agent prompts will need to be processed/listened to immediately when 

they are provided, since speech requires immediate attention. Furthermore, talking and listening are well-honed 

skills that we employ when holding a conversation in the company of others. In contrast, selecting from menus 

or typing text in at an interface, via a touchscreen or keyboard, is more indirect and something usually done by 
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one user. The text as it appears on the screen may or may not be read and may require being read aloud by 

one in a meeting to let the other know they are reading it or for them to listen. Hence, it could be that a voice-

based agent is a better match when the agent is intended to be part of a group setting, as it may be more 

effectively embedded into an ongoing conversation between multiple users. 

In co-located multi-user scenarios, users can be engaged with the system in different ways. There are 

situations where only one person is interacting with a device (e.g., a computer) and the others are only observing 

the device’s output, such as in a presentation, talk or demo. Then there are scenarios, where users are 

collocated around a device and interact with it simultaneously, depending on the interface, the interactions can 

be in parallel (e.g., tabletop) or need to be coordinated sequentially (e.g., computer). In the present study, our 

focus is on co-located simultaneous interactions with an agent-enabled data analytics interface comparing two 

modalities – screen and voice-based interactions. 

While there is a variety of ways the user-agent interaction could be configured (e.g., the agent’s output is 

through voice while the users’ input is screen-based or vice versa), the aim of our research is to focus on two 

combinations that we consider most natural and appropriate for a variety settings and applications – voice-

based input and output or screen-based input and output. In certain situations, outside the scope of this 

research, it may be more suitable to use other combinations of modalities, such as in an environment where it 

is not possible for users to speak in front of their computer or other device (e.g., an open office) but possible to 

hear the agent speaking (e.g., through headphones). 

We report here on a user study we conducted to investigate the differences in the way conversations unfold 

and progress in a group setting when having voice versus screen-based interactions with a software tool, which 

“incorporates” an agent. The agent was designed with a specific role to play, namely, to “scaffold” and facilitate 

the participants’ activities, prompting them and making suggestions for what to do next when progressing a 

task. In particular, we were interested in how pairs of users interacted with and responded to an agent for the 

two conditions when trying to understand and make inferences in a data analysis task where they had to explore 

a set of time series graphs. Exploratory data analysis was chosen as the task, as it is a key activity of knowledge 

workers in today’s increasingly data-driven economy. While the modality of interacting with the agent-enabled 

system varied between the conditions, we kept it constant for the main task materials, so that in both conditions 

participants analyzed time series graphs. The reasons for this were three-fold, (i) our main research focus was 

the interactions with the agent and not the task material itself, (ii) it was considered more ecologically valid as 

most computer-supported tasks, including data analysis are usually visual, and (iii) it appears challenging to 

design a task for which the modality could also be varied (in addition to varying the modality of agent interaction) 

without introducing additional confounds. 

While there has been considerable research investigating the effects on human performance of using speech 

versus text/screen-based input at the interface (e.g., [6,14,17,32,43,44,46,87]), and the use of speech versus 

text/screen-based output (e.g., [9,45,53,60,81], little is known as to whether using voice or screen-based 

interactions, when conducting a cognitive task, impacts upon (i) the way human-human interactions progress 

and (ii) how the humans interact with the agent. Furthermore, most of this research has focused on single-user 

scenarios. Here, we propose, from the users’ perspective, that voice can be more engaging, sparking more 

curiosity and sensemaking, by triggering more questioning and hypothesizing during (collaborative) 

sensemaking. Separating the input/output modality from the ongoing activity taking place at the graphical user 

interface (i.e., voice-based input and output combined with a visual data analysis task), could also enable a 



4 

more natural and free-flowing conversation about the activity in hand. However, there is also the possibility that 

the users may ignore (or miss) what a voice agent has said or find it irritating when it interrupts their interactions. 

Conversely, interacting with an agent in the same modality as the ongoing sensemaking task (i.e., using visual 

screen-based input and output combined with a visual data analysis task) means that the users can decide 

when to read the agent’s messages, although it is a more indirect form of interaction that may integrate less 

well with ongoing human conversations. When considering tasks with different modalities (e.g., an auditory 

task), other interface modality combinations may promise to be more effective. However, since most computer-

supported tasks are (still) mostly visual in nature, our focus is on this modality (i.e., a visual data analysis task). 

To investigate our hypotheses about the benefits of using a voice versus screen-based agent when carrying 

out a collaborative activity at the user interface, we conducted a user study that compared the two conditions. 

Pairs of participants were asked to discuss and make inferences about a series of data visualizations that were 

presented on a shared digital display. For this purpose, we developed a prototype called Vizzy Analytics, which 

uses a Wizard of Oz paradigm [68], to “mimic” an agent that proactively intervenes and makes suggestions. It 

does this by prompting the pairs at certain times, as to what they can look at in the visualizations, thus playing 

a role similar to a facilitator. The prompts were in the form of questions about certain trends and patterns in the 

data, which pairs can then discuss and try to answer together. The agent also acts upon their voice or screen-

based requests/commands to select different visualizations for them to look at and compare. To assess the 

differences in the interactions that took place between the participants and between participants and the agent, 

both quantitative and qualitative data were collected and analyzed. Quantitative analysis (section 5.1 and 5.2) 

included the amount of interaction with the system as well as interactions between participants themselves, 

where the latter included conversational turn-taking and questions participants asked each other. Qualitative 

analysis involved investigating how participants responded to agent prompts, which was done via conversation 

analysis of transcribed segments (section 5.3), as well as an analysis of participants’ reflections on the 

experience of doing the analysis task with the tool/agent, which were collected in post-study interviews (section 

5.4). A main finding was that there was a significant difference between the two conditions in certain kinds of 

task-related behaviors and interactions: in the voice condition participants interacted more with the system and 

requested more visualizations, took more turns in the conversation and asked each other more questions 

related to the data visualizations. We discuss the possible reasons for why this is the case in relation to the 

cognitive benefits of voice’s immediacy and directness, suggesting how employing voice versus screen-based 

agent interactions may be beneficial for scaffolding users’ thinking, who are working together when carrying out 

a problem-solving/sensemaking task at the interface. 

This paper makes three main contributions: it provides (i) empirical evidence for the effects of interaction 

modality with an agent-enabled system on users’ conversations, interactions and their task-related behavior 

(section 5), (ii) evidence from qualitative analyses that a system, which prompts users through questions, can 

enable in-depth discussions and (collaborative) sensemaking (section 5.3 and 5.4) and (iii) design implications 

for similar systems based on the insights of this study (section 6.2). 

2 BACKGROUND 

Besides being standalone systems, conversational agents are now beginning to be integrated with other 

technologies and software applications. Voice assistants, in particular, are seen to offer much potential to guide 

and support users in conducting complex tasks at the user interface (e.g., [83]), such as data analytics. For 
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example, commercial applications include SearchIQ which is part of ThoughtSpot [88] and Einstein Voice which 

is embedded in the software tool Salesforce [89]. This combination of agent plus tool is thought to aid task 

efficiency. In particular, a putative benefit of being able to talk and listen to voice assistants while using data 

analytics tools is to make it easier for users to understand what the outputs and visualizations mean or to 

intuitively express data-related questions [66]. 

More generally, voice assistants have been found to be effective in supporting various types of domestic 

tasks [2], everyday tasks of people with impairments [58] and also collaborative tasks [83] to name a few. Voice 

as an interaction modality has been found to be effective at promoting problem-solving and reflection [51] and 

influencing users’ understanding of their role in an interactive narrative task [25]. With the prospect of future 

advances in AI, there is also the potential for voice assistants to become more intelligent, capable of supporting 

and guiding users through ever more complex tasks. However, it is not straightforward as how best to support 

users when provided with more intelligent interfaces. How can we ensure that the next generation of agents do 

not simply automate what humans currently do, but instead amplify and empower them in their activities (see 

also Shneiderman [70])? For example, should the agent provide the user with solutions, or should it rather assist 

users in finding a solution themselves by probing them and asking them questions?  

When considering how a conversational agent should appear and how it should interact with users, it also 

raises the question of what might be the optimal way for users to interact with it, especially when it is intended 

to be used in a particular setting, such as a meeting, and in combination with using a software tool to perform 

a given task. What parts of human communication should the agent be programmed to mediate and how best 

should an agent reply – in terms of suggesting, augmenting, or other ways of responding that help towards 

achieving an outcome [31]? Most research so far has focused on single-user interactions, although voice 

interfaces also seem particularly amenable to multi-user scenarios. In the following sections we review research 

on conversational agents (section 2.1), natural language interfaces for software tools (section 2.2), studies 

comparing different modalities (section 2.3), and interfaces for supporting collaboration (section 2.4). 

2.1 Conversational Agents: Voice Assistants and Chatbots 

Conversational agents refer to software that users interact with via typed or spoken natural language. Various 

types have emerged including chatbots, virtual assistants, and voice assistants. There has been much hype 

about the potential of the various kinds of conversational agents for transforming user interactions (see [36]). 

More recently, voice assistants, such as Alexa or Siri, have become popular in everyday life, embedded in 

various smart devices (e.g., smartphones, smart speakers, wearables), designed to provide help, but so far, 

only have been designed to be reactive (i.e., responding to user requests). 

Recent research into how these kinds of voice assistants are appropriated in domestic settings – where they 

have become popular in the form of smart speakers – have shown how they can mediate social situations, 

facilitating various kinds of social bonding and family interactions [7]. For example, Porcheron et al. [56] 

observed how interactions with an Amazon Echo in a family setting were seamlessly interwoven with other 

ongoing activities at family mealtimes where parents were at the same time trying to get their child to eat their 

food. They also point out how our conversations with each other and voice-assisted technologies interleave in 

nuanced ways, rather than being separate conversations within the family or between the family and the device, 

that switch smoothly from one to another. However, another study investigating how virtual assistants were 

used in multi-party conversations showed that sometimes interactions with Alexa in a social setting can be 
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awkward; disrupting the flow of normal human social interaction [59]. Family members sometimes needed to 

repeat and refine queries, which were not understood by the voice assistants; other times, they had to enforce 

silence so that the assistants could better understand their queries.  

Conversational agents have also been developed for more specific applications, such as educational settings 

(e.g., [22,28,63,69]), to motivate and help students learn or to provide scaffolding. For example, the 

conversation tutoring system AutoTutor and its variations were found to produce significant learning gains [27]. 

The systems consist of an avatar (the “tutor”) that speaks; a graphical interface related to the tasks and a 

chatbot-like interface that shows what the avatar has said and where the users can provide their input. Some 

of the key “moves” which the agent supports are: asking questions about the topic at hand, providing hints (until 

the learner provides a correct or acceptable answer), correcting students’ answers and providing feedback. The 

AutoTutor systems have been mostly designed to support individual user’s learning of topics like computer 

literacy or physics. The studies of it being used by students have shown how it can help them learn about a 

specific topic by motivating and guiding them [27]. 

Asking learners questions is key to spark curiosity and scaffold sensemaking [8,77]. Furthermore, enabling 

students to formulate their own questions can increase their learning performance [15,41,42]. Research has 

thus investigated how question-asking agents could support learners. For example, Alaimi et al. [1] investigated 

how different types of agents can encourage children to formulate questions and Ceha et al. [10] found that 

question-asking robots can be successful at enhancing students’ curiosity about a topic. Questions asked 

included: “I am curious. Do the holes form when gas bubbles get trapped when the lava cools? Do you have 

any idea?”; The findings from their study also showed that curiosity can be “contagious” as the robot which 

verbally expressed curiosity was able to influence the participants’ curiosity. 

More controversially, Winkler et al. [83] found that a voice assistant-based tutor had a more positive effect 

on task outcome and collaboration among learners in a problem-solving task compared with a human tutor. The 

reason being is thought to be that users feel more confident and comfortable as the voice assistant does not 

judge them nor build up any pressure. There has also been increasing interest in using chatbots in different 

learning contexts, as part of online learning (e.g., [47]). These kinds of educational chatbots have been found 

to improve communication while simplifying learning interactions (e.g., [62]). Winkler et al. [82] showed that in 

the context of online lectures, a conversational agent, which scaffolded learners’ understanding, had more 

positive effects on learning compared with an agent that did not. Similarly, Song et al. [71] developed a 

conversational agent that was successful at getting learners to think about their progress. Tegos et al. [76] 

found that conversational agents can trigger dialogs between students in online discussion by intervening in a 

conversation, which substantially improved both individual and group learning outcomes. 

This research suggests that conversational agents are effective at stimulating reflection and curiosity as well 

as guiding users and providing scaffolds for different types of tasks, such as problem solving or learning – while 

also seeming to put less pressure on users than human tutors/facilitators. Voice assistants, in particular, have 

the additional potential of being able to be naturally embedded in multi-user interactions and conversations. 

Next, we investigate how natural language interfaces and conversational agents can be developed as part of 

software tools for specific tasks, such as data analytics. 
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2.2 Natural Language Interfaces for Software Tools 

There has been much interest in combining natural language interfaces with software tools, such as data 

analytics and visualization tools [5,16,21,24,34,39,65–67,72–75,78]. One reason is that natural language input 

can make it easier for users to express data-related questions or queries, since they can use everyday 

language, which they are familiar with. A recent commercial tool is Tableau’s Ask Data (see [78]), which enables 

users to formulate queries in natural language to generate and modify visualizations. 

One of the earlier systems that allowed users to plot data using speech or text queries was Articulate by Sun 

et al. [75]. Their evaluation showed that when participants had to plot the same data in Microsoft Excel, they 

were significantly slower and found the steps required more complex and more confusing, despite the majority 

of them being familiar with Excel and its charting features. Another data analysis tool, Ava, that provided a 

chatbot interface, was designed to allow data scientists to assemble data analytics pipelines [38]. Computer 

scientists, who were knowledgeable about data science, were able to build machine learning models faster than 

when using Python. Another example is Eviza by Setlur et al. [66], which allowed users to interact with and 

modify visualizations of geospatial data via typed natural language queries. In a user study comparing Eviza 

with Tableau (without any natural language features), participants found Eviza to be more natural to use and 

completed the analysis tasks significantly faster, however, some users experienced a loss of empowerment 

and ownership. 

Overall, the user studies and evaluations of these systems have found that they can improve task 

performance and that users are generally positive about using natural language interactions. However, they 

also highlight the challenge of having to deal with users’ often underspecified and ambiguous natural language 

queries, which are often colloquial and have less semantic and syntactic rigor when compared to conventional 

query languages such as SQL [29]. To address this challenge, various approaches have been suggested. One 

that has been incorporated in different systems is to display additional interface elements, after an ambiguous 

query has been made, allowing the user to provide further specifications (e.g., [24,67,72]). An example for this 

is DataTone [24] by Gao et al., which allows the user to type or speak queries when exploring databases or 

spreadsheets; when a query is ambiguous, such as “Show medals for hockey” the system displays a widget 

where the user needs to select “Ice Hockey” or “Field Hockey”. Another approach is to consider the current 

“interface context” (e.g., data points, which the user has selected before their query) to infer what the user refers 

to in their natural language query, which Orko by Srinivasan et al. supports [72]. 

In summary, this research suggests that natural language as an interaction modality, with or without an agent, 

can help both lay and experienced users perform data analysis tasks more efficiently and enable them to ask 

questions about the data in a more familiar way. Most of this body of research, however, has focused on how 

to speed up task completion by using (spoken) natural language or by combining it with other modalities 

(multimodal interactions). However, little is known as to whether speaking versus screen-based interactions 

when using such software tools makes a difference in how users engage with and make sense of the data. 

Furthermore, most of this research has focused on single-user scenarios and it is unclear how the findings 

would apply to multi-user scenarios. Compared to most previous research the focus of the present study differs 

in three ways, (i) we consider a multi-user scenario, (ii) the system incorporates an agent that prompts 

participants, and (iii) rather than focusing on efficiency our aim is to better understand the main differences in 

how participants progress with their discussion and interact with the agent-enabled system, depending on the 

interaction modality. 
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2.3 Using Different Modalities 

Clark et al. [12] have summarized empirical research comparing speech versus graphical interfaces on user 

performance and experience, which has shown mixed results. In some studies, the use of voice was more 

beneficial than in others. Le Bigot et al. conducted two studies [43,44] investigating written text versus speech 

input with information retrieval systems, one of them for a restaurant search and the other for travel planning. 

In their first study [43], they found no difference in transfer effects when switching from one modality to the 

other. Subsequently, they found people were faster when working in written mode than in spoken mode, 

although the latter was considered to be easier. They also found spoken interaction led to more collaboration 

with the system – in terms of users matching their utterances to the system’s utterances – while written 

interaction was more efficient – in terms turns being required to complete the tasks [44]. In another study, 

Begany et al. [6] investigated users’ perceptions of spoken versus written text input for a search interface. 

Written input was preferred compared to voice input because it was easier to learn and to use. Limerick et al. 

[46] studied pressing keys versus using voice commands and found that speech leads to a diminished sense 

of agency in users – which is in this case defined as the experience of controlling one’s own actions and their 

outcomes. There have also been modality comparisons of the AutoTutor system; D’Mello et al. [17] found no 

difference in learning outcomes if students made system input via keyboard or speech. Similarly, Litman et al. 

[48] found no difference in students’ learning gains for spoken versus typed modalities using a computer tutoring 

system. 

These mixed findings suggest that whether speaking or typing is more effective depends on the context and 

task. However, most of the research on using different modalities has focused on how task completion 

performance varies or on exploring users’ perceptions of using each modality. There has been less concern 

with how they impact on behavioral aspects, such as reflection, sensemaking or collaboration with others. One 

study that investigated the use of speech input on learner reflection found young children engaged in more 

thinking aloud when the interface supported speech input [51]. Gonzalez and Gordon [25] compared how using 

speech versus text as input affected the player experience and user understanding of their fictional role in an 

interactive narrative (which has similarities with playing a game). They found in the text condition, participants 

were more likely to adopt the role of the narrator (speaking in past tense), and in the voice condition more likely 

to speak directly to the narrator (or the computer), saying what was happening or what should happen (speaking 

in present tense). This suggests that speaking at the interface can enable users to step more into character, 

see themselves more as part of the story and in doing so change how they feel, think and experience. However, 

the research on how using speech can engender different user experiences, as opposed to improving task 

performance, is limited. 

Hence, while the use of keyboard and GUI to type or select commands often seem preferable for many tasks 

because of their ease of use as well as increased agency and efficiency, voice user interfaces may prove to be 

more “natural”, immediate or engaging, enabling users to “collaborate” more with the system and to have a 

different and possibly more interactive experience. In particular, users may also be able to draw upon familiar 

conversational practices and social norms when speaking with an agent in a group setting, such as a meeting 

or a classroom, where people are already talking with each other, possibly enabling the agent to naturally be 

perceived as a facilitator. Next, we consider research that has explored how technology can support human-

human conversations and collaboration. 
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2.4 Supporting Conversation and Collaboration 

One of the benefits of having voice assistants playing a role in a group setting is their potential for supporting 

human collaboration – through all being able to speak and listen to the agent at the same time – as the family 

studies with Alexa attested to. In particular, employing a voice assistant offers much potential for supporting 

mediation, prompting and facilitation in a collaborative setting. To understand which role voice assistants might 

play needs an understanding of how collaboration takes place between humans, and how other technologies 

have been designed to enhance this. 

Collaboration usually involves two or more people working together to carry out a task, typically being 

collocated and engaging in conversation with each other, mostly in the form of verbal and non-verbal 

communication. When talking, each person usually takes turns, with each turn consisting of one or more turn-

constructional units, which is a “complete” utterance that possibly leads to a transition relevance place [64] 

where another speaker may take a turn. For example, such transition relevance places can be found after 

questions, which often indicate an “invitation” to another speaker to respond or to take a turn. Thus, questions 

are an important “motor” of conversational interaction and turn-taking. One way to promote collaboration, is to 

design a system that supports turn-taking in a group setting. In particular, the question here is, if it is possible 

to design a system that actively promotes turn-taking (e.g., by question prompts) which in turn encourages more 

collaboration, for example, enabling ideas to be generated, a problem to be solved or to learn new forms of 

cooperative play [85]. In many scenarios increasing turn-taking in a conversation is desirable, as it is often 

related to a higher degree of interactivity in the conversation. This is also the case in the collaborative data 

analytics scenario – which we investigate here – where ideas and hypotheses need to be generated. The 

amount of turn-taking or speaker alternation rate per minute has been used as a proxy measure for interactivity 

of a conversation in previous work [18,19,30].  

Yuill and Rogers [84] discuss a variety of methods and design considerations that can be used to promote 

collaboration, including constraining multi-user interactions through the design of the software. Marshall et al. 

[50] demonstrated that constraining the number of users at a shared interface that can interact at the same time 

can lead to more turn-taking, collaboration and articulation of ideas on solving problems. Voice interfaces may, 

likewise, be designed to encourage turn-taking behavior, where an agent asks a user a question and vice-versa. 

Hence, similar to how the voice modality can be more immediate in the way it encourages people to step into 

an interactive narrative role [25], a voice agent may have a direct impact on how turn-taking takes place in a 

group: A voice agent can take an active turn in the ongoing conversation, which a text-based agent displaying 

prompts on a screen cannot. However, little is known about the effect of this kind of directness and immediacy 

at the interface. On the one hand, they could facilitate and encourage new forms of collaboration, by prompting 

or encouraging users to take turns. On the other, they could interrupt the flow of an ongoing conversation (e.g., 

[52,57]) in ways that using a screen-based interface does not. Our research is concerned with exploring what 

the effects are on human collaboration when groups interact with an agent, using screen-based versus voice 

interactions, when engaged in an exploratory sensemaking task using a software tool. Can voice interactions 

with the system also result in an increase in turn-taking between users compared to screen-based interaction? 

Here, the challenge is deciding how many turns (of question asking) the agent should take in order to promote 

more turn-taking among the human group members. 
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2.5 Summary 

Voice assistants and chatbots have been found to be effective at stimulating users’ reflection as well as guiding 

and supporting them in different types of tasks, such as collaborative learning or problem-solving tasks (section 

2.1). Another line of research has shown (so far mostly for single-user scenarios) that combining natural 

language interfaces with software tools can improve the efficiency and experience when completing specific 

tasks using the tools, such as making it easier for users to express queries in data analytics tools (section 2.2). 

For the design of conversational agents, an important question is, how the experience and efficiency are 

affected by the modality of human-agent communication, which has been investigated in different single-user 

contexts for different types of tasks with mixed findings (section 2.3). There is a paucity of research that 

addresses this question in situations of collaborative action, where an agent “takes part in” human-human 

conversations. In such collaborative settings, previous research has mainly investigated how the interfaces of 

collaborative systems can be designed to promote turn-taking, without the use of conversational agents (section 

2.4). However, there seems to be much potential in using conversational agents to this end, due to their 

capability of actively prompting users by intervening in the ongoing conversation and asking them questions. 

Building upon and bringing these strands of research together, the present work addresses the following 

questions: (i) whether a system containing a question-asking agent can support and facilitate sensemaking, 

ideation and exploratory thinking in a collaborative analysis task, and (ii) whether the modality of interaction, 

and more specifically, the modality through which the agent’s prompts are provided to users – voice or screen-

based – makes a difference to the users’ question-asking and turn-taking behavior as well their engagement 

with the system and the task. 

3 AIMS AND HYPOTHESES 

The aim of our study is to investigate the effects of voice versus screen-based modality on interactions 

between the users and the system and between users themselves, in particular in terms of the turn-taking and 

question-asking that took place, when using an agent-enabled software tool for a sensemaking task. The 

collaborative task involved exploring a set of data visualizations, which were presented on a large display in 

front of the participants. 

 The two conditions compared were: (i) using voice requests alongside an agent that prompts participants 

by speaking, and (ii) using a screen-based menu to make requests (providing familiar GUI elements, such as 

check boxes, buttons etc.) alongside an agent that prompts participants through text messages (being displayed 

in a “chatbot-like” way). In other words, the two conditions differ in how participants request visualizations and 

how they receive agent prompts (see Figure 1): in the first condition, both system input and output are based 

on voice, while in the second condition they are both screen-based. Thus, the second condition (the “screen 

condition”) mimics more common GUI-based systems. The way data visualizations were presented was the 

same in both conditions (also see Figure 1). 

Of course, there are other possible permutations of modality combinations, such as voice input + screen 

output and voice output + screen input (even the task modality could be varied, for example by choosing an 

auditory instead of a visual one). However, we considered the two combinations that we selected (where both 

input and output are in the same modality) to be most important to initially explore, since we hypothesized them 

to be the most meaningful and natural combinations in most situations. Furthermore, we decided to use a visual 

task (i.e., visual data analysis) as most computer-supported work is mainly visual. 
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Figure 1. An overview of the modalities used for user input and system/agent output in the two conditions; the task material 

presented in the same way in both conditions. 

 

We propose that making voice requests integrates better with the participants’ ongoing conversation and is 

more fluid than switching to making requests through the graphical user interface. It is thus expected that voice 

interaction leads to users interacting more with the interface and exploring more of the data which results in our 

first hypothesis: 

 

H1 – human-computer interactions: The voice condition will encourage (a) more interactions with the software 

tool and (b) more of the available data visualizations being looked at. 

 

The metrics of (a) how much the interface is interacted with and (b) to what extent the task material (the available 

visualizations) is explored are proxy metrics for the users’ engagement with both the interface and the task. 

Regarding the impact of the modalities on human-human interactions, we further expect there to be more 

turn-taking in the voice condition between participants, on the one hand, since previous research showed voice 

can be more “activating” (see Mavrikis et al. [51]) and on the other hand, since the agent proactively speaks 

and “takes turns” in the conversation itself, which may stimulate/motivate participants to also take more turns. 
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We also predict that when a speaking agent prompts users with questions, it is likely to spark the users’ curiosity 

more compared with reading its prompts from a screen (see Ceha et al. [10] and Gonzalez and Gordon [25]), 

which leads to our second hypothesis: 

 

H2 – human-human interactions: The voice condition will encourage (a) more turn-taking and (b) question-

asking between participants. 

 

The amount of turn-taking (or the speaker alternation rate) in a conversation – apart from reflecting the “rapidity” 

of a conversation – has been proposed as a proxy measure for the interactivity of a conversation [18,19,30], 

representing a relevant metric in the present collaborative sensemaking scenario. The reason why number of 

questions (related to the task/the data visualizations) participants ask each other is used as a metric is because 

question-asking is key in an exploratory analytical task in which hypotheses should be generated [29,40], and 

often “finding the right questions is often more important than finding the answer” (Tukey [79]). More generally, 

question asking is fundamental for scientific thinking and intellectual exploration [11,80,86]. The number of 

questions thus also serves as a proxy for the extent to which participants’ try to make sense of the data and for 

how exploratory and how curious they are [1,8,10]. 

4 USER STUDY DESIGN 

We designed our study so that pairs of participants could take part together. This enabled us to analyze the 

conversations and turn-taking that took place between the participants themselves, and also between the 

participants and the agent. Previous research on “pair analytics” by Arias-Hernandez et al. [3] has shown how 

this approach also offers a natural way of making explicit and capturing reasoning processes (in contrast to 

single-user scenarios) while also enabling a variety of metrics to be used to assess collaboration. 

A Wizard of Oz [68] paradigm was used to test the two hypotheses. This set-up allows us to both simulate 

and control the agent interventions for both conditions. Wizard of Oz studies have frequently been used to 

simulate and test novel systems with users, in particular, “intelligent interfaces” (e.g., Dahlbäck et al. [13] or 

Porcheron et al. [55]). Our agent, which we called Vizzy, was simulated by a human experimenter, who was 

tasked with triggering the prompts at certain times during the study. 

In the voice condition, participants were asked to change the visualizations through voice requests. In the 

screen condition, they could make the same requests (i.e., through selecting variables/filters) from a menu 

shown on a tablet. Vizzy was designed to provide prompts in the form of questions in both conditions, either 

through synthesized speech (see Figure 2) or through chatbot-like text messages that appeared on the main 

screen next to the area where visualizations were displayed (see Figure 3). Thus, both conditions were based 

on examining data visualizations on a large screen; the difference between conditions was just in how requests 

were given to the system and how the system provided prompts (also see Figure 1), which were both either 

voice-based (voice requests & synthesized speech prompts) or screen-based (requests based on menu 

selection & text message prompts). The same set of visualizations were available in both conditions. To control 

for equivalence across the two conditions, Vizzy’s prompts spoken aloud in the voice condition or displayed as 

text messages in the screen condition were selected from the same set of prompts. 
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Figure 2. The interfaces for the voice condition with a microphone positioned in the middle of the table. The cards on the 

table show the set of available visualizations that could be generated. 

 

  

Figure 3. The interfaces for the screen condition with a tablet situated in the middle of the table for user input. The cards on 

the table show the set of available visualizations that could be generated. 

The task. In an initial pilot study, we began by testing well-defined tasks with specific outcomes, by asking 

participants to find specific patterns in the data. However, participants’ conversations were short; they focused 

on searching for the patterns they were asked to discover. We chose instead for our main study to design a 

more open-ended task that would require looking for differences and trends in visualizations and inferring the 
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possible reasons for them. Thus, the sensemaking task we designed involved interpreting visualizations for a 

given dataset to infer what might be behind the trends depicted over various time series – which reflects 

common activities of exploratory (time series) data analysis. The aim was to enable participants to try to make 

sense of a set of visualizations by hypothesizing about and questioning the underlying data, without the need 

to have a data analytics background. The domain chosen was health, in particular the prevalence of obesity 

throughout time, a topic that participants would have some understanding and familiarity with. Specifically, the 

data represented how the prevalence of obesity has increased in recent decades for different populations. The 

data used for the visualizations was derived from Marinez [49]. It is publicly available and comes from the Global 

Burden of Disease Study 2013 [54]. We chose a dataset that covers 24 years from 1990-2013. This period was 

considered sufficiently historical to enable participants to discuss about past developments that could have led 

to the trends and patterns in the graphs. 

The visualizations could be generated from the obesity data by combining time series graphs by age 

(children/adults), gender (male/female) and “country type” (developed/developing and global). 22 visualizations 

could be generated, which showed the graphs for adults, children, adults and children, men, women, boys, girls, 

men and women, men and boys, women and girls, boys and girls, which could all be displayed as global average 

or split up into developed and developing countries; see for example Figure 4 which shows the averages of 

developed and developing countries for boys and girls. In the voice condition this visualization would be 

generated by saying (“Vizzy, show boys and girls, developed and developing countries.” or “Vizzy, show 

developed and developing for boys and girls.” or similar) and in the screen condition by using the menu on the 

tablet. The set of available time series to display meant that visualizations which could be generated were 

simple enough to understand but also sufficiently complex to show interactions and trends. They comprised a 

range of level differences as well as different types of growth that could be explored at a general level (e.g., the 

overall increase in the time series for boys and girls) or a more detailed level (e.g., how the speed of 

growth/growth rates changed throughout time) as can be seen in Figure 4. A larger set of variables and 

visualizations (based on the chosen dataset [54]) were tested in a pilot study. Since we found that the number 

of available variables was too large for sufficient experimental control, we decided to limit the set of 

visualizations to 22. In particular, we wanted to make sure that there would be sufficient overlap in the data the 

pairs look at together to reduce possible confounds. In a subsequent pilot study, the chosen set of 22 available 

visualizations proved to be sufficient to allow participants to explore and discover different aspects. The possible 

interactions between the different time series made the problem-space sufficiently complex while not being too 

overwhelming. 

Agent prompts. In total 19 prompts were composed for Vizzy consisting of open-ended and more well-defined 

questions, many of which were applicable to more than one of the available visualizations. Examples of the 

prompts include: 

• If I would say one of them is slowing down in recent years, which one would you say it is? 

• Is the increase of one more significant than the other? 

• What might have caused the sudden spike? 

• So, if you look at this, would you say that the increase is slowing down in the number of overweight people 

for all four groups? 

• Why would you say the difference between developed and developing countries is larger for men than for 

women? 
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Figure 4. An example visualization of two graphs generated from the task dataset showing the change in prevalence of 

obese girls and boys for developing and developed countries from 1990 to 2013. 

4.1 Participants 

A between-subjects design was used with two conditions: screen versus voice. 36 participants took part in the 

study; 9 pairs for each condition. The pairs were randomly assigned to either the voice or screen condition. 

Instead of matching them up as stranger pairs, we asked the 18 participants we initially recruited to bring 

someone they knew and who they felt comfortable doing a collaborative task with. This enabled the pairs to feel 

at ease collaborating with each other during the study. Participants were recruited from our university campus 

and were between 18 and 35 years of age. 18 were female (10 in voice, 8 in screen). In 8 pairs, genders were 

mixed (4 in voice, 4 in screen). All participants were fluent in English with normal or corrected-to normal vision 

and hearing capability.  

4.2 Experimental Set-Up 

Physical Room Set-up. The visualizations were projected onto a screen on a wall. A desk and two chairs were 

positioned in front of it (also see Figure 2 and Figure 3). This enabled each pair to be able to readily see the 

projected visualizations while also being able to face and speak to each other. On the desk was placed a set of 

small cardboard cards (5x5cm) indicating the labels or “title” of each visualization that could be created (e.g., 

“boys and girls, developed and developing countries”). The cards could be used by participants in both 

conditions to help them keep track of what they had already looked at or what to look at next (also see Figure 

2 where participants grouped the cards). In the voice condition the cards could also be used by participants to 

help them formulate their requests to Vizzy to show a visualization (e.g., “Vizzy, show [card label]”). In the 

screen condition, a touchscreen display was placed on the desk showing a menu to generate the visualizations. 

In the voice condition, two loudspeakers were positioned behind the desk that Vizzy could be heard through. 

The voice used for speech output of Vizzy was based on Amazon Polly’s [90] voice Joanna. 

Two webcams were installed in the room to record the participants: one facing down from the ceiling the other 

one located behind. The former allowed to capture interactions with the tablet (in the screen condition) and 

cardboard cards, the latter allowed to capture participants along with the main screen to see what they point 
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and look at. Each participant was also asked to wear a lavalier microphone to record what they said. The video 

of the participants and the conversations were recorded using OBS Studio [91]. 

Wizard of Oz Set-up. The visualizations and agent’s prompts were controlled through a dedicated computer 

in an adjacent room which was connected to the projector in the experimental room. During the study, the 

Wizard (a second experimenter) listened to the audio stream and observed the video feeds from the two 

webcams. The Wizard controlled the interface for the two conditions to present the requested visualizations on 

the screen and select the Vizzy prompts to be played (voice condition) or displayed on the screen next to the 

visualization (screen condition). 

Vizzy Interface: User Control and System Prompting. In the voice condition, a conference microphone was 

positioned in the center of the desk (described to participants to be the microphone through which Vizzy listens 

to their requests). In the screen condition, the microphone was replaced with a tablet showing the GUI from 

which they were to select their choices. In order to produce consistent recordings between the conditions, the 

conference microphone was also present in this condition but hidden under the tablet, not visible for participants. 

Vizzy was designed to occasionally prompt the participants, intended to encourage them to explore further 

what was causing the trends and the rise in different obesity levels in the displayed visualization. For each 

visualization prompts could be selected by the experimenter from a predefined set which were applicable to the 

specific visualization (see Figure 5). Each visualization was assigned between 1-3 applicable prompts; some 

prompts were applicable to more than one visualization. For example, Vizzy (or rather the wizard) could select 

the prompt “Would you say that the increase is slowing down for all four groups?” for all visualizations where 

there were four time series appearing (e.g., “adults and children” of “developed and developing countries”). 

Prompts were only provided if (i) participants had not yet discussed about the pattern/trend/difference the 

specific prompt referred to and if then (ii) there was a silence of approximately 3 seconds or more in their 

conversation to avoid interruptions of the pair’s discussion. This threshold was set based on our iterative design 

process of the system, where after testing different durations, approximately 3 seconds was considered most 

appropriate. The reasons for this were two-fold, it was (a) long enough that in most cases there was no direct 

interference with an ongoing conversational turn by one of the participants and (b) short enough that there were 

still sufficient opportunities for the agent to intervene. However, both conditions mentioned above (i & ii) had to 

be met for a prompt to be provided, a silence itself did not lead to a prompt to be triggered. Hence, which 

prompts could be provided for which visualization depended on what pairs discussed until there was the first 

silence in their conversation about a specific visualization. Furthermore, we aimed at providing prompts only 

about every two minutes on average as we found in our design process that when the intervals between the 

prompts are too short, they can become annoying and disruptive to the flow of the discussion. The frequency 

of agent prompts was kept as similar as possible in both conditions. In the screen condition there was a “clicking” 

notification sound (similar to sounds used in messaging apps) so that participants would not miss a prompt. To 

ensure consistency across the two conditions, the Wizard spent considerable time familiarizing themselves with 

the set of prompts, practicing selecting different ones for the different stages of the task and the types of 

visualizations being looked at before commencing the study, following the above rules and guidelines. 
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Figure 5. Screenshot of a part of the Wizard of Oz interface showing two of the prompts, which could be selected for one of 

the available visualizations (“girls and boys, developed and developing countries”). 

4.3 Procedure 

Ethics approval was obtained from our university prior to the study. Pairs of participants were informed about 

the purpose of the study and asked to fill in a consent form agreeing to being audio and video recorded during 

the study for subsequent analysis. 

The participants were informed that they would be asked to collaborate in an exploratory data analysis task. 

They were told that there was no right or wrong way to do the task and that they should just try to reflect on and 

deduce what was causing the trends in the obesity levels over the time period of 1990-2013. They were further 

instructed that they could press a button on a remote control on the table when they had completed the task or 

if they had a problem during the task. To begin, the experimenter explained to the participants how to ask Vizzy 

to generate the visualizations. They were informed that Vizzy would prompt them at certain times during the 

study. Participants were told that they could decide for themselves if they wanted to respond to Vizzy’s prompts 

and to use them as prompts to guide their thinking. They were then given a set of cards that showed the possible 

visualizations they could generate. They were told that cards have the purpose of giving them an overview of 

the available visualizations that could be requested. In the voice condition they were also shown how they could 

request a visualization (wake word + visualization request) and how they could use the cards to help them 

formulate their requests (i.e., wake word + label of the card). Finally, they were informed that the task would 

normally take about 15-20 minutes. The instructions were identical for both conditions except from when 

describing how to interact with the voice and screen-based interfaces. After the introduction, the experimenter 

left the room, and the participants commenced the task. After completing the task, the experimenter returned 

to the room and conducted a semi-structured interview with the pair asking them to reflect on their experiences 

during the study. Participants were then debriefed about the aim of the study and that it was a Wizard of Oz 

design. Then, the Wizard, who was controlling Vizzy, came into the experimental room and introduced himself. 

The participants were each compensated with a £15 Amazon voucher. 
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4.4 Data Analysis 

The video and audio data collected were analyzed using a combination of automated speaker diarization and 

transcription as well as manual transcription and analysis of conversations, questions asked and turns taken, 

providing the basis for the subsequent quantitative and qualitative analyses. 

4.4.1 Quantitative Analysis: Interactions Between Participants and the System  

To test our H1 regarding the human-computer interactions (The voice condition will encourage (a) more 

interactions with the software tool and (b) more of the available data visualizations being looked at.) the 

corresponding user interactions were broken down into (a) visualization requests, measuring the total number 

of requests that were made for visualizations, (b) visualizations explored, which was determined by how many 

unique visualizations (of the set of available visualizations) the participants looked at together. For example, 

out of four possible visualizations (A, B, C, D) if three are looked at (e.g., A, B, C), it would provide a measure 

of ¾ or 75%. 

When considering the following sample sequence of requesting visualizations (A, B, A, B, C, A), this would 

result in visualization requests = 6 but visualizations explored = 75%, since only 3 out of the 4 available 

visualizations were looked at (i.e., A, B, C). 

In the present scenario, visualizations explored was chosen as a metric, since it was considered a good proxy 

for how extensively the participants examined and discussed the set of available visualizations. The reason for 

this is that as part of the task, participants were asked to think about and discuss each visualization they 

requested, which participants also did in most cases. The aim of both measures, therefore, was to capture how 

much users interact with the system and the task material. 

4.4.2 Quantitative Analysis: Interactions Between the Participants 

To test our H2 regarding the human-human interactions (The voice condition will encourage (a) more turn-

taking and (b) question-asking between participants.) we measured (a) the number of speaker changes made 

during a conversation and (b) the number of questions participants asked each other. Turn-taking was 

approximated through quantifying the number of speaker changes (see [18,30]). As these metrics intend to 

capture participants’ behavior to compare it between conditions, turns by Vizzy (when it provided a prompt) 

were not counted towards these metrics. 

4.4.3 Qualitative Analysis: Patterns of Collaboration and Sensemaking  

To investigate how the conversations after Vizzy’s interventions unfolded, a randomly selected set of segments 

was transcribed. From these, we examined in more detail the content of the conversations and the extent of 

turn-taking and how initial ideas and inferences about the data visualizations were followed up. Excerpts are 

provided to illustrate the patterns of discussions and interactions that took place in section 5.3. In addition, 

interviews were conducted at the end of the experiment to find out more about the participants’ experience of 

using the system. An analysis of the interviews is provided in section 5.4. 

4.4.4 Data Analysis Methods 

To achieve sufficiently accurate identification of the active speaker with the given set-up we developed our own 

speaker diarization model, which took the three audio streams (left speaker microphone, center microphone, 

right speaker microphone) and compared the intensity values using Parselmouth [37]. Based on manually 

diarized recordings, threshold values for each microphone were defined using Sequential Model-based 

Algorithm Configuration (SMAC) [35]. Based on the thresholds, absolute differences between the microphones 



19 

were defined to identify the active speaker, which was used to identify speaker changes. Each audio segment 

of the speaker diarization model was then transcribed using Azure Cognitive Speech Services. While the 

accuracy was not perfect, it was sufficient to then also quantify the number of words spoken for each participant. 

Vizzy’s utterances, along with the visualizations that were requested by the participants, were automatically 

tracked using a log file, from which the timestamps were extracted. Timestamps were manually recorded after 

each prompt by Vizzy from the beginning to the end of the participants’ discussion about that prompt to record 

the discussion lengths (if a prompt was ignored by participants, the discussion duration was set to 0). 

The number of questions asked by each participant pair as part of their discussion were not based on the 

automatically generated transcription files but manually tagged and coded, since their questions were not 

always identified with the required accuracy by Azure Cognitive Speech Services. To reduce confounds we 

aimed to exclude the questions that were not related to the data analysis task in our quantitative analyses, for 

example questions about Vizzy and its capabilities (e.g., “Do you think Vizzy can do this?”). We did this as we 

hypothesized that the voice modality could lead to more questions about the interface capabilities compared to 

the screen modality (post-hoc analysis showed that this was indeed the case). Furthermore, in those cases 

where a participant requested a visualization by asking a question, which occasionally happened (e.g., “Vizzy, 

could you show developed and developing countries?” instead of “Vizzy, please show developed and 

developing countries.”), this was also not considered for the participants’ questions metric to avoid confounds. 

The duration of the individual sessions varied across participant pairs when exploring the dataset. To control 

for this, averages per minute were calculated instead of totals for the metrics requests (for visualizations), 

speaker turns and questions by participants. 

5 FINDINGS 

5.1 Main Quantitative Results 

Overall, participants in both conditions looked at most of the available 22 visualizations. A main finding was that 

the participants in the voice condition interacted more with the system, explored and discussed more of the 

available visualizations and asked more questions about the visualizations. As our hypotheses were one-tailed, 

significance was tested using an alpha level of 0.05 for t-tests and U-tests1. 

We conducted (i) a U-test on the number of visualizations that were looked at and (ii) a t-test on the number 

of requests made per minute. Both null hypotheses were able to be rejected as the results were found to be 

significant. In support of H1 (U18 = 18, p = .017), the percentage of visualizations explored was higher in the 

voice condition (M = 96.97%, SD = 6.43%) compared with the screen condition (M = 89.39%, SD = 7.54%) and 

the difference in requests (per minute) to change the visualizations was also found to be significant 

(t(16) = 2.75, p = .007), where more requests were made in the voice condition (M = 1.08, SD = .15) than in the 

screen condition (M = .80, SD = .26). These two significant findings therefore support our first hypothesis (H1) 

that participants in the voice condition would interact more with the system and look at more of the available 

visualizations. Figure 6 shows the percentage of visualizations looked at for both conditions and Figure 7 the 

number of requests per minute for both conditions. See Table 1 below for an overview of all results. 

 
1 Based on an examination of box plots, no significant outliers were identified. The Shapiro-Wilk statistic indicated that the data was 
distributed normally (p > .05), which was confirmed by examination of histograms as well as skewness and kurtosis values; only for 
the metric exploration this was not the case, which is why a Mann-Whitney U test was conducted here instead of a t-test.  
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Table 1. Summary of findings: Inferential statistics are t-tests, and effect sizes (ES) are Cohen’s d except exploration, which 

is based on a Mann-Whitney U test and eta squared; all p values are significant. 

Hypothesis/Analysis Category Metric Condition Mean SD Statistic p ES 

Human-Computer Interactions 
(Hypothesis 1) 

exploration voice 96.97 6.43 18.00 .017 .27 

 screen 89.39 7.54    

 requests voice 1.08 .15 2.75 .007 -1.30 

 (per minute) screen .80 .26    

Human-Human Interactions 
(Hypothesis 2) 

questions voice .98 .22 3.51 .002 -1.65 

(per minute) screen .55 .29    

 turns taken voice 6.39 1.11 2.10 .026 -0.99 

 (per minute) screen 5.52 .57    

 
 

       

   

Figure 6. Percentage of the 

visualizations looked at for voice 

and screen conditions. 

Figure 7. Requests made by 

participants per minute for voice 

and screen conditions. 

Figure 8. Questions asked by 

participants per minute for voice 

and screen conditions. 

 

 

The t-test was also found to be significant for H2 (t(16) = 3.51, p = .002); participants asked more questions per 

minute in the voice condition (M = .98, SD = .22) than in the screen condition (M = .55, SD = .29) as can also 

be seen in Figure 8. Specifically, participants in the voice condition asked 78% (0.98/0.55) more questions than 

in the screen condition. We also found a significant difference between the two conditions for the number of 

changes of who spoke at any given time (t(16) = 2.10, p = .026) which we refer to as turns taken; this happened 

more often in the voice condition (M = 6.39, SD = 1.11) than in the screen condition (M = 5.52, 

SD = .57). 
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Post-hoc analyses revealed that there were no relevant differences between conditions regarding how many of 

the 19 available agent prompts were triggered per minute2. 

5.2 Quantitative Analysis of Types and Patterns of Reponses 

In addition to testing our two hypotheses we examined the patterns of responses across the two conditions. In 

particular, we looked at the levels of participation between the pairs in the two conditions in terms of what each 

participant contributed. Overall, there was a tendency towards more equal participation in the voice condition. 

However, the differences were found to be not statistically significant. For this we used two measures: 

 (1) Interactions between each participant and Vizzy Analytics: We calculated the average deviation from 

equal contribution (i.e., that both participants would make 50% of requests). The deviation in percentage points 

was found to be smaller in the voice condition (M = 18.07, SD = 13.41) than in the screen condition (M = 22.28, 

SD = 15.42), suggesting that the pairs interacted with the system more equally in the voice condition. 

(2) Interactions between participants: For total words spoken, the deviation in percentage points from equal 

contribution in the voice condition (M = 4.38, SD = 2.78) was also found to be smaller compared to the screen 

condition (M = 7.52, SD = 8.51). Similarly, for total duration of speech, the deviation from equal contribution in 

voice was (M = 5.36, SD = 5.37) slightly smaller than in the screen condition (M = 6.63, SD = 3.49). It is worth 

noting that there may be multiple factors related to the tendency towards more balanced interactions in the 

voice condition. For example, in the screen condition it often was the same participant, who read the prompt 

out loud, which may have somewhat affected the above metrics. However, these factors will not be considered 

in more detail here, since both (1) and (2) were not of primary interest in this study and rather an adjunct to our 

main analyses. 

The duration of the discussions in response to Vizzy’s prompts was found to be somewhat shorter in the 

voice condition (M = 35.10s, SD = 17.39) than in the screen condition (M = 47.67s, SD = 24.85). However, there 

was no significant difference. To examine further the patterns of conversation, we subsequently analyzed how 

the pairs responded to Vizzy’s prompts in terms of (i) the percentage of prompts that were responded to versus 

ignored by the pairs in the two conditions, (ii) how long they took before responding, and (iii) the length of their 

conversations. These analyses were not conducted with the aim to discover specific differences between 

conditions but to better understand the general process/pattern of how participants interacted with the system 

and responded to its prompts regardless of the condition. 

(i) Prompts responded to versus those ignored across the two conditions. Nearly all pairs responded to 

Vizzy’s prompts in both conditions. Only 6.90% of its prompts were ignored. As expected, pairs in the voice 

condition ignored fewer prompts (M = 4.56%, SD = 9.91) than in the screen condition (M = 9.30%, SD = 11.39).  

(ii) Time to respond to Vizzy. The average time taken by a pair to react/respond to a Vizzy prompt was 

roughly 4 seconds for both conditions (M = 3.85, SD = 1.70). As the screen-based prompts did not have to be 

processed by pairs immediately, we were interested in whether the time to respond was longer. It was found to 

be slightly longer in the screen condition (M = 4.19, SD = 1.69) than in the voice condition (M = 3.52, SD = 1.73). 

 
2 Although the metrics were defined so that they would not be affected if there are differences in how often Vizzy asked questions, we aimed 
to provide agent questions in a similar way in both conditions (see also section 4.5). To assure this was the case we did a manipulation 
check, which showed that the number of questions asked per minute were indeed very similar in the voice condition (M = .44, SD = .15) and 
text condition (M = .45, SD = .16). 
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(iii) Duration of responses after Vizzy prompts. We classified the discussions in response to Vizzy’s prompts 

in terms of whether they were “short” or “long”. Short response usually lasted 5-20 seconds and made up 

20.90% of the total conversations – in most of these cases pairs just agreed on an answer without discussing 

it further. However, there were far more longer responses across both conditions, comprising 72.20% (SD = 

19.01). They generally lasted between 21-90 seconds, and in a few cases even more. The long responses 

usually consisted of pairs talking about the patterns they saw being depicted in the graph data, followed by 

hypothesizing about the possible reasons for this. There was only a small difference in the long responses 

across the two conditions with an average of 74.46%, (SD = 18.99) in the voice condition and of 69.95%, (SD 

= 19.90) in the screen condition. 

5.3 Qualitative Analysis of the Participants’ Discussions Following Vizzy’s Interventions 

The quantitative findings have shown significant differences between the two conditions in terms of the number 

and kinds of interactions among participants themselves and with the agent. In both conditions Vizzy’s prompts 

acted as facilitators for participants’ conversations, triggering them to talk about the possible reasons behind 

the changes in the obesity data for the different demographics. Here, we are interested in examining further the 

types of sensemaking that occurred following Vizzy’s prompts and to see if there were any differences, in terms 

of what the pair said and did next. To do this, we carried out an in-depth conversation analysis of 4 conversation 

segments before and after one of Vizzy’s prompts. We present here two randomly selected prompts by VIzzy 

for which we transcribed the participants’ conversations before and after Vizzy asked each prompt in both 

conditions (voice and screen). Each of the transcribed segments were then analyzed with respect to the patterns 

of how the conversation was structured and what was spoken about. 

To examine the interactions and sensemaking that took place we used an adapted form of conversational 

analysis that focused on the turn-taking between the participants following an intervention from Vizzy. We draw 

from Porcheron et al.’s method [56], who used it to describe in detail the various methods families use to 

organize their talk with and around their smart speaker in their everyday conversations. The method has 

become an accepted method in HCI, where a small number of segments are chosen to illustrate aspects of 

everyday conversations and social conduct. When transcribing the segments we follow some of the standard 

transcription conventions [4,33,57] in conversation analysis used in HCI. For reference, we indicate where 

pauses take place (e.g., (1.7) for 1.7 seconds), where an utterance is <faster> than usual, or where it is 

elong:::ated, where talk is LOUD or °quiet°. Empty parentheses (   ) are used where spoken words could not be 

recognized. Where speech overlaps indentation and [square brackets] are used and ((unspoken actions)) are 

given in double parentheses, which can be either actions of speakers or the system. Speakers are indicated by 

P1 and P2, the synthesized speech produced by Vizzy is identified by the label “VZ”. 

The segments start slightly before Vizzy’s prompt and end after the participants either request another 

visualization, start discussing about another topic or agree/conclude on their answer. After transcribing and 

analyzing four segments, the recordings of all 18 pairs were listened to several times in full length by two of the 

researchers and analyzed for patterns in participants’ behaviors – such as how Vizzy’s prompts were responded 

to in both conditions. After that, the identified patterns were discussed between the two researchers. The 

insights from this preliminary analysis were used to describe if the behaviors that were observed in the four 

segments below were found to be typical for the respective condition. Overall, for both conditions, the pairs 

seemed to be at ease with each other, taking turns and engaging in a level of banter. Furthermore, participants 



23 

seemed to quickly get used to the system not following up on their questions; they took on board the agent 

prompts and included them in their conversations, usually discussed them until they came to a conclusion or 

felt they have sufficiently discussed about the prompt and then moved on to another visualization. 

With respect to the two conditions, it was found that the same prompt in voice or screen condition elicited 

similar levels and types of sensemaking. However, there were also specific patterns in each condition regarding 

how the conversations and interactions took place. In particular, the segments reveal that a typical 

conversational pattern for the voice condition was for a pair to start or continue to discuss relatively quickly after 

an agent prompt by “bouncing off” ideas of each other, asking each other questions, generating hypotheses 

about possible reasons behind the patterns in the graphs and then moving on to another topic and/or 

visualization. The typical pattern in the screen condition was that one or both participants initially read the 

prompt out loud when it appeared on the screen, which was then followed by a discussion similar to those which 

took place in the voice condition. However, the conversation often resumed and progressed with a “slower pace” 

and there seemed to be less “thinking aloud” or bouncing off ideas. 

5.3.1 Responses to the Prompt “What Might Have Caused the Sudden Spike?” 

First, we present examples of the conversations in the voice and screen condition following the prompt “What 

might have caused the sudden spike?” asked by Vizzy when the visualization “girls and boys, developed and 

developing countries” was being displayed (see Figure 9). As the visualization shows, there is a marked 

increase (“spike”) in developed countries between 1996 and 2002 which the prompt refers to. This open-ended 

prompt aims to trigger the participants to look at the data and generate their own hypotheses when responding. 

 

 

Figure 9. Visualization “girls and boys, developed and developing countries”. 

The first segment (1-VOI) illustrates that there is a high number of speaker changes comprising a quite rapid 

back and forth of suggestions between the participants in the voice condition. They seem to iteratively construct 

their hypotheses about possible reasons, as to what may have caused the sharp increase in the time series 

graphs they are looking at, by building upon (or contrasting) what the other person says. Often, they seem to 

just “think out loud” while generating ideas (e.g., line 1-2, 16, 19-23). 
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01 
02 

P2 It's the same pattern ((points at the visualization and traces the line in 
the air)) as the global time series. 

03 
04 

P1 Ah, you mean that ((points at visualization)) [the orange line] is the 
same as… 

05 P2                                               [     Yeah.     ] 
06 P1 Yeah. The global one? 
07 P2 … The global increase in uhh… 
08 P1 Yeah. 
09 P2 … in the overweight. 
10 P1 Yeah. 
11 
12 

P2 But here it's an... 
(3.6) 

13 VZ What might have caused the sudden spike? 
14 P2 °Sudden spike°, ah… 
15 P1 It is around the 2000s, shortly before 2000. 
16 
17 

P2 I don't know, like (0.3) globalization? 
(2.2) 

18 P1 I have no idea. 
19 
20 

P2 And possibility of getting a lot of different foods (2.4) or could also 
be... 

21 P1 Oh, I think, obviously, electro::nics – compu::ters, PlayStations. 
22 P2 Ah, yeah! 
23 P1 So, children play less outside and get fat. 
24 
25 

P2 Yeah (0.6) yeah, true. 
(2.2) 

26 
27 

P1 Uhm, but it’s actually quite surprising. That's an (0.8) 5% increase 
(0.4) °almost°. 

28 P2 Yeah, even a bit more. 
29 P1 Yeah, °or a little bit less°. (0.4) CRAZY! 
30 
31 

P2 
P1 

People stay less outside and play inside. 
And look, the other one is just linear. 

32 P2 Yeah, this is developing, yeah. 
33 
34 

P1 This is a cra:azy increase. We should maybe look if it’s the same, (1.6) 
uhmm… 

35 P2 Men, like, uhhm ((points at one of the cardboard cards on the table)) 
36 
37 

P1 Yeah, Vizzy, show (1.3) men and boys. 
(2.3) 

38 
39 

 ((Vizzy shows requested visualization and participants continue discussing 
the newly opened visualization.)) 

Segment 1-VOI: Pair 3, Visualization on display: “girls and boys, developed and developing countries”. 

In Segment 1-VOI presented above, P1 begins by describing the part of the graph which Vizzy’s prompt is 

related to and then the two participants alternate between hypothesizing about the reasons as to why this 

happened (also see Figure 9) and which historical events could be related to it. Before Vizzy triggered the 

prompt, the pair were involved in a discussion about how the pattern they are seeing compares to patterns in 

other visualizations they have previously explored. After a silence of more than three seconds, Vizzy then 

triggers its prompt. When it plays via the speaker, it appears to scaffold participants’ thinking around when and 

why there was a spike in the developed countries (see orange line in Figure 9). Vizzy does not contribute any 
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further to the conversation. Instead, the participants engage in a discussion about possible reasons for the 

increase. As mentioned previously, it can also be seen here that participants quickly got used to Vizzy not 

following up after asking a question, and thus usually just continued their conversation. 

After Vizzy’s prompt, P2 makes two suggestions for possible answers (on line 16 and 19), which is then 

followed by P1 also making a suggestion, namely that new technologies were the main reason (line 21), which 

P2 then agrees to (line 22 and 24). The segment finishes with participants taking a closer look at the increase 

and an attempt to quantify it in a percentage increase (line 26-29). After that, on line 30, P2 provides a 

“conclusion”. This leads to a new train of thought; to check if this increase can also be found in the graphs for 

men and boys. At which point they then request Vizzy to take a look at the visualization with the corresponding 

time series shown side by side. Hence, the role the pair see Vizzy playing is essentially “someone”, who follows 

their requests for showing new visualizations on the display, and who will occasionally prompt them with a 

question. 

The participants sometimes ask questions (e.g., see line 3), which could be directed to Vizzy or each other. 

As they have learnt to understand when Vizzy will intervene and what Vizzy will say, their question-asking is 

more of a way of thinking aloud to clarify what they are looking at in the data or to ascertain what the other 

participant meant when they said something. 

In this segment it is worth noting that P2 may have continued their thought after having paused mid-sentence 

(“But here it's an...”). It is possible that the silence considered by Vizzy/the Wizard to be an opportune time to 

trigger a prompt, was in fact P2 (and P1) thinking about a possible argument/reasoning, and not because they 

were “lost” or stuck. Interestingly, though, from our analysis of the transcripts across both conditions, pairs often 

did not seem to mind when Vizzy’s prompts were not perfectly “aligned” with their ongoing conversation and 

they just “reoriented” their conversation towards the prompt, as it was also the case in this segment. In other 

cases, the pairs occasionally just ignored an imperfectly triggered prompt or answered it briefly to then carry on 

with another topic or with what they discussed prior to the prompt. 

The second segment contains the same prompt but was asked in the screen condition (1-SCR). In this 

segment participants also had an extensive discussion in response to Vizzy’s prompt. However, in contrast to 

the first segment (1-VOI), the discussion unfolds at a somewhat slower pace; there are several pauses in the 

conversation (e.g., line 13, 15, 35), the turns are longer and there is less of the rapid and iterative generation of 

ideas and hypotheses seen in the first segment. 

 
01 
02 

P2 Maybe there is not that much of a difference in terms of lifestyle for 
children. 

03 P1 Yeah. 
04 P2 Than for adults. 
05 P1 Yeah. 
06 P2 (              ) I don't know, run around and playing. 
07 
08 
09 

P1 So basically, this can't show that there is no differences in (1.9) 
hormonal stuff... 
(3.2) 

10 VZ ((Vizzy displays prompt: What might have caused the sudden spike?)) 
11 
12 

P1 ((Reads prompt and mumbles part of what she is reading.)) 
Around 96… 

13 
14 

 (7.9) 
°I don't know° 
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15 (6.3) 
16 
17 
18 

P2 Mmmmh, (1.7) there might be a lot of (0.3) things. I mean, maybe there was 
some (0.8) ehmm (1.8) maybe around 2000 there were lots of companies like 
(      ) companies 

19 
20 

P1 Yeah, that's, that's possible or maybe more ehm women, more MOMS started 
working and not cooking so much or something like that. Or, (1.6) uhmm. 

21 P2 Yeah (2.7), it's very hard to tell to be honest. 
22 P1 Yeah. 
23 P2 Uhmm. 
24 
25 

P1 So, there is a sudden spike. (1.3) Yeah, but I think this shows that it's 
mostly something abou::ut (0.4) the lifestyle, right? 

26 
27 

P2 Yeah. And also, it's something that people realize is wrong, otherwise 
(0.6) it wouldn't slow down. 

28 
29 
30 
31 

P1 Yeah, and you need to take (0.8) care of it. (0.6) Yeah, that's what I 
mean that (0.4) how much more can it go from 60%? (0.8) At some point you 
will start (1.7) someho::ow taking (     ) from the government or from I 
don't know. 

32 P2 Mmhm. 
33 P1 They will start taking (1.7) initiatives to slow it down. 
34 
35 

P2 Mhm. (1.4) OK, so. 
(3.2) 

36 
37 
38 
39 
40 
41 
43 
44 

P1 So, OK, let's recap. (0.8) Uhmm, (switches to other visualization: Women 
and Men, Global) So, basically (0.4) there are more women (2.2) but this 
because it depends on (1.2) developed and (2.7) developing classification 
(switches to other visualization: Women and Men, Developed and Developing 
Countries) this may be because of a lifestyle change or because of 
lifestyle differences. 
((Subsequently P1 continues to summarize further findings which they have 
made and they both discuss and conclude what the main patterns were.)) 

Segment 1-SCR: Pair 12, Visualization on display: “girls and boys, developed and developing countries”. 

Segment 1-SCR shows how the participants begin with a discussion about how the differences in children 

between developed and developing countries are less pronounced than for adults, which the pair explains is 

most likely due to their different lifestyles, in the sense that children may have more similar levels of physical 

activity between developed and developing countries than adults have. After a silence (line 9), Vizzy displays 

the prompt which both participants read while P1 mumbles it aloud to the other. This behavior was found to be 

typical in the screen condition; either one or both of the participants often read Vizzy’s prompt aloud or mumbled 

while reading it from the screen. In doing so, they let the other person know that they are currently reading it 

while drawing their joint attention to it. 

It seems as if the pair struggles to know what to think or say at the beginning, which is also reflected by the 

long silence after Vizzy’s intervention (line 13/15). However, then Vizzy’s prompt triggers a long discussion 

between the two, where there is some back and forth in the way they come up with different hypotheses as to 

why the trend they are looking at occurred. Sometimes the hypotheses are generated as questions for the other 

to consider, for example P1 poses one of their hypotheses as: “Yeah, but I think this shows that it's mostly 

something about the lifestyle, right?” followed later by another one: “Yeah, that's what I mean that how much 

more can it go from 60%?”. 
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In this segment, both P1 and P2 make suggestions although P2 tends to agree with what P1 is suggesting 

following Vizzy’s prompt with one-word answers or questions. This difference in who contributes the most was 

generally more marked in the screen condition, corroborating the quantitative findings. Why this should be the 

case may be due to one person taking the baton in steering the discussion as a result of being the person, who 

has implicitly decided to be the one who reads out Vizzy’s prompt, or it could also be as a result of more vocal 

partners taking the lead. However, as previously described in the quantitative analyses, this difference was not 

found to be significant. 

5.3.2 Responses to the Prompt “Is the Increase of One More Significant Than the Other?” 

Next, we will look at two examples of conversations where Vizzy triggered the prompt “Is the increase of one 

more significant than the other?” in the voice condition (segment 2-VOI) and the screen condition (segment 2-

SCR) for the visualization “women and girls, developed and developing countries” (see Figure 10). To literally 

answer this prompt, participants would just need to compare the increase in the different time series graphs. 

However, the question could be viewed as a “leading” one, implicitly asking them to consider why this might be 

the case. Indeed, in both conditions, the participant pairs had extensive discussions following this prompt rather 

than simply answering “yes” or “no” before moving onto the next visualization. 

 

 

Figure 10. Visualization “women and girls, developed and developing countries”. 

Similar to the previous conversations, segment 2-VOI illustrates how P1 and P2 take turns to bounce their ideas 

off each other in an exploratory way (e.g., lines 1-10); how they generate hypotheses and what types of 

questions they ask each other while doing so (e.g., lines 8-10, 29). The conversation was also relatively fast 

paced, and the pair often appear to be thinking “on their feet” and out loud (e.g., lines 3-6, 8-10, 15-18, 23-26). 

 
01 
02 

P2 I like the "developed girls". (0.8) It is FLAT. (0.4) It stopped (0.3) 
rising. 

03 
04 

P1 Yeah, it's (0.4) <it's really weird> it's like, w::e went from what, 18% 
to 22% <then (    ) it>.((laughs)) 

05 P2 ((laughs)) (1.5) Ha. It hasn't changed at all. 
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06 P1 °Yeah°, but in developing countries it's steady:::y something. 
07 P2 Hmm. 
08 
09 
10 
11 

P1 We don't really know how it will evolve. (1.2) Like will it keep rising 
slowly::y ((shows with hands)? Will it ((shows with hands)) jump u::up? 
Will it stabili::ize? 
(2.6) 

12 
13 

VZ Is the increase of one more significant than the other? 
(1.4) 

14 P2 No. 
15 P1 Ehm, yeah, but it... 
16 P2 Which one? 
17 P1 Adults are, the... 
18 P2 OK, ehm...Yeah. 
19 P1 The increase is more significant. 
20 P2 If you look between those two ((points at the graphs)), yeah... 
21 P1 Yeah, the children ARE SOMEWHAT protected, I guess. ((laughs)) 
22 P2 ((laughs)) 
23 
24 
25 
26 

P1 It's like it's influencing them less, <but>, (0.3) <in the meantime> I 
mean they are more ehhm (0.4) checked up by doctors, by everybody (    ) 
(0.4) which is their height their weight (       ). (0.5) Yeah, even in 
schools their food is checked and basically... 

27 P2 Mhm. 
28 P1 And adults they can do basically whatever they want, so... 
29 P2 Vizzy can you show global? (0.7) °What happens if we put them together?° 
30 
31 
32 

 (3.5) 
((new visualization shows up)) 
(8.6) 

33 P1 Yeah, it doesn't add much I guess. 
34 
35 

P2 All four of them were almost steady right so if you add them you get 
something almost steady. ((laughs)) 

36 P1 ((laughs)) Yeah, it makes sense ((laughs)) 
37 
38 
39 

P2 ((laughs)) 
((They subsequently continue discussing the new visualization on screen 
and comparing it with the previous one.)) 

Segment 2-VOI: Pair 8, Visualization on display: “women and girls, developed and developing countries”. 

In this segment, after Vizzy triggered the prompt “Is the increase of one more significant than the other?” P2 

answers immediately “No.” However, P1 does not seem to agree with P2. Instead, P1 provides a reason why 

there is a more significant rise for adults compared with children: because they “can do whatever they want” 

whereas children are monitored much more when growing up. P2 listens to his explanation occasionally 

interjecting with disfluencies, suggesting she is considering P1’s explanation but still does not seem to fully 

agree. Then, after they discussed it for a certain amount of time, they move on to another visualization (line 29). 

This segment shows how the participants generate their hypotheses by asking questions of the graph, 

connecting what they are seeing with possible reasons for the different trends but also hypothesizing what might 

happen. For example, P1 asks three questions in succession when looking at a line graph: “Like will it keep 

rising slowly? Will it jump up? Will it stabilize?”. Furthermore, it can be seen how the pair seems to use humor 

when formulating certain tentative or more tentative or “daring” hypotheses (e.g., line 21 where P1 says “Yeah, 

the children ARE SOMEWHAT protected I guess.” which then both laugh at). Taken together, the segment 
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shows how Vizzy’s interjection led the pair to having a relatively fast-paced discussion, bouncing ideas off each 

other, asking each other questions and hypothesizing about the differences. 

The 4th segment below (2-SCR) illustrates the patterns of conversation before and after Vizzy’s prompt “Is 

the increase of one more significant than the other?” in the screen condition. In this segment, Vizzy triggered 

the prompt after a pause when the participants were deciding which visualization to look at next (lines 6-10). 

This may have given the impression that Vizzy was not helping them choose but instead providing a prompt 

about the current visualization they were looking at. The pair appeared not to mind Vizzy’s intervention as they 

change tack to think about what the answer might be. 

As can be seen from the segment, there is a long discussion between the participants which evolves rather 

slowly over time, consisting of relatively long speaker turns. Following Vizzy’s prompt “Is the increase of one 

more significant than the other?” the pair work out an analysis (including calculations). Similar to the previous 

voice segment (1-VOI), participants discussed their answer quite extensively despite the prompt/question being 

a “yes/no” one. The participants also appeared to engage in a process of thinking aloud (lines 1-3, 22-25, 28-

32) when hypothesizing about possible reasons for the increase. 

In contrast to the previous segment (2-VOI), the pair spent considerable time looking at the visualization 

without speaking, before discussing it in more detail (line 19). There were several other instances of long 

silences when they were reading and appearing to figure out what the change in the slope of lines in the graph 

meant. However, they spent more time examining the graphs; reading off and inferring the percentages that 

helped them work through why there might be a significant difference – which did not happen in the previous 

segment. 

 
01 
02 
03 

P1 But I think maybe it just looks like a straight line because the increase 
is too, [      (2.6)      it's too slow maybe we can't,      (2.2)       ] 
yeah, maybe we cannot really identify this from this figure. 

04 P2         [(0.6) Mmmh (1.3) The difference or the percentage is too narrow.] 
05 P2 Mhm. (4.2) OK. 
06 
07 

P1 OK. So, what to do next. 
((Both start to look at the cardboard cards.)) 

08 P2 Up to you. (3.1) One we haven't done. 
09 
10 

P1 Yeah. 
((Both continue to look at the cardboard cards.)) 

11 
12 

VZ ((Vizzy displays prompt: Is the increase of one more significant than the 
other?)) 

13  ((Both read the prompt and mumble part of they read.)) 
14 
15 
16 

P2 (4.1) What does it mean "one than the other"? It means the developed and 
developing or women and girls? 
(1.6) 

17 P1 Mmh, (1.5) maybe (            ) the question. 
18 P2 Hmm, I’m a bit confused. 
19 P1 ((Both look at different parts of the visualizations for 21 seconds)) 
20 P2 More signi::ifi::icant. 
21  ((Both look at the visualizations for another 14 seconds)) 
22 
23 
24 
25 

P1 Yeah, for me personally I would say the increase of the, of the women 
[are more significant], because... But, we don't, we just know the 
absolute increase is more significant, we don't know the corresponding 
difference. So... 

26 P2 [ Yeah, I think so. ] 
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27 P2 Mmh. 
28 
29 
30 
31 
32 

P1 So, () I cannot really answer this question (0.8) cause [ (0.9) ]... Maybe 
to a simple conclusion, from about 25% to about 35% so it's, it's 10 over 
25 is about 40% (1.5) and for the GIRLS (2.7) it seems a little bit less 
than 40% so I, yeah, so I think the increase of the women is more 
significant than the girls, yeah. So, do you see what I discovered? 

33 P2                                                         [  Mhm. ] 
34 P2 Mmh. 
35 
36 

P1 Yeah, (1.4) yeah, under the condition that my calculation is correct. 
((laughs)) 

37 
38 
39 

P1 
P2 

((Both mumble something and look at the cardboard cards and the tablet 
with the filter menu.)) 
(7.0) 

40 
41 

P1 ((Starts making a selection on the tablet.)) Would we get the same result 
for "male"? 

42  ((Vizzy shows requested visualization.)) 
43 
44 

 ((Both look at the visualization for about 8 seconds and then continue to 
discuss the differences.)) 

Segment 2-SCR: Pair 17, Visualization on display: “women and girls, developed and developing countries”. 

The discussion in this segment was initially more focused on making sense of the prompt (lines 17-21) followed 

by reading the data from the visualizations (lines 22-35). Here, they provide an answer to Vizzy’s prompt but do 

not suggest hypotheses or come up with ideas as to why this might be the case. Instead, they elaborate on 

Vizzy’s prompt, focusing on the visualization itself and the details in the change of the curves in the graphs. In 

doing so, they attempt to quantify the increase in percentage points. After exploring the data in this way, they 

conclude by conferring that there is a more significant increase in women’s obesity as compared to girls. 

Overall, the above four segments illustrate the varied types of conversations that followed after Vizzy’s 

prompts, guiding the participants to think about possible reasons for the trends in the data while orienting them 

towards paying attention to particular aspects of the data. The main behaviors and characteristics identified in 

the qualitative analysis are summarized in Table 2. Some of the findings of the qualitative analysis corroborate 

those found in the quantitative analysis. For example, the pace of the discussion in regards of qualitative aspects 

(“thinking out loud” and quickly start exploring possible answers/ideas) corroborates the quantitative aspects 

described in section 5.1 (more turn-taking). The kinds of ensuing conversations for both the voice and screen 

condition had a similar pattern: after receiving a prompt by Vizzy, participants suggested different reasons, 

asked questions of each other and generated hypotheses. In terms of whether there were any marked 

differences between the screen and voice condition, we observed how participants in the voice condition tended 

to recommence the conversation relatively quickly after Vizzy provided the prompt and did so at a fast pace by 

bouncing ideas off each other, as if they were brainstorming. In contrast, in the screen condition the participants 

often took their time to start up the conversation again after having read the prompt on the screen. Stopping to 

read the prompt, therefore, had the effect of slowing down the conversation; when it resumed, there appeared 

to be less of the rapid and exploratory idea generation found in the voice condition. This finding corroborates 

the differences in turn-taking found in the quantitative analysis in section 5.1. 
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Table 2. Summarized findings of the qualitative analyses of the discussions following agent prompts showing key 

similarities and differences between both conditions. 

Voice Condition  Screen Condition 

Extended discussions exploring various 

hypotheses and possible explanations 

= Extended discussions exploring various hypotheses and 

possible explanations 

After a prompt the discussion recommences quickly ≠ After a prompt the discussion slows down/pauses  

After a prompt quickly starting to explore possible 

or tentative ideas/answers (by “thinking out loud”) 

≠ After a prompt discussing more about what the prompt means 

and how to answer it before discussing possible answers 

 

5.4 Participants’ Reflections on Vizzy 

In the semi-structured interviews following the study, participants reflected upon the role Vizzy played in the 

task. However, as the experiment was designed to be between subjects, each pair only experienced one setting, 

so their reflections only refer to the experience they had. Thus, the interviews provided insights into how 

participants perceived and experienced Vizzy, its prompts and the role it plays – on a general level, independent 

of the condition/modality. Overall, the interviews showed that most of the participants found Vizzy and its 

prompts useful. The section is split into two subsections reflecting two general aspects of how Vizzy’s role was 

understood by participants – how Vizzy’s prompts (i) scaffolded and (ii) “slowed down” their thinking. 

5.4.1 Scaffolding Participants’ Thinking 

About half of the pairs mentioned that it felt like Vizzy is part of the discussion, like a facilitator or even a 

collaborator, that helps them when they needed some input. For example, participant 1 in pair 4 in the voice 

condition (hereafter these identifiers will be abbreviated, in this case VOI-4-1) mentioned: “It’s like talking to a 

colleague, like Vizzy, could you please check…” Furthermore, it also seemed as if most participants understood 

and appreciated Vizzy’s behavior of prompting them to consider when there was a silence, without subsequently 

following up on it, for example participant 2 in pair 5 in the screen condition (SCR-5-2): “The questions were 

interesting, they were all pointing to something that we have missed, for example the steadiness, I wouldn’t 

have analyzed the steadiness myself.” Similarly, VOI-9-2 said: “The suggestions were useful when we were 

having a break; it would help us see what else was there. It was waiting for us.” 

The majority of participants pointed out that the assistant helped them to not get lost or stuck on a particular 

data visualization. It also allowed them to find additional differences or trends in the data when they thought 

that they had already discovered everything or couldn’t find any other patterns, for example VOI-8-1: “I think 

one thing that helped was that when we were kind of stuck and we were not saying anything, it would just 

generate a suggestion. I found that useful.” Another comment by SCR-5-2 illustrates how the prompts helped 

them “open up” their thinking and discussion: “I like the fact that the questions were on finding out more about 

the data so asking like ‘which was more steady, the men or the women?’, by answering the question or even 

by looking at it you would think about the consequences of a steadier line and then you would ask yourself WHY 

is this more steady than the other which wouldn’t necessarily happen without the assistant.” 
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About one third of the pairs mentioned that they would rather not have Vizzy interject, when performing a 

specific, well-defined task/analysis or when they knew what to look for. VOI-8-1 also thought Vizzy could help 

to generate hypotheses (i.e., exploratory analysis) instead of testing existing hypotheses (i.e., confirmatory 

analysis): “If you have a lot of variables and you are not really sure what you are looking for or if you are training 

someone it might be a good thing to use. If I know what I am looking for, I probably won’t use it. (…) I would 

use it to GENERATE hypotheses instead of TESTING my hypotheses.” And similarly, SCR-1-1: “It depends on 

if the data that I am working on is something that I am familiar with. If it is something that I have been working 

on for the past five years probably not [use such a system] – if I am using new data, sure.” These comments 

also suggest that participants consider the system to be more suitable for working with new datasets rather than 

with familiar ones.  

A couple of groups also reflected on how Vizzy helped them remember the data by making them talk about 

it. For instance, SCR-9-1 said: “I am really impressed what we all remember from that, so maybe it is also the 

thing of remembering data by talking about it and having a facilitator.” And similarly, VOI-5-2: “Because it is so 

interactive, I think it stays in my memory as well.” 

However, there were a few of the participants who did not like the way Vizzy prompted them. SCR-3-1 

commented that they were not always helpful: “Sometimes it asked something that we already discussed or 

that we were in the middle of discussing.” (Even if the experimenter tried to provide prompts about aspects that 

participants have not previously discussed, it was not always possible to find prompts without any overlap.) 

SCR-9-2 commented that “it was more like an examiner as we need to find an answer to the question it asks. 

While the guidance is quite minimal.” SCR-7-2 also reflected: “it is like they [Vizzy] are joining the conversation 

and immediately leaving it”. One participant, SCR-7-1 mentioned it would be better to “have it help only when 

we want help” rather than it being proactive. However, this was rather an exception – most of the other groups 

said Vizzy’s interjections were helpful, probing them, steering their thinking and guiding them to know what to 

look for in the data. 

More than half of the pairs in the voice condition mentioned positive aspects related to the shareability of a 

voice interface and its suitability for collaborative situations, which was not the case in the screen condition. 

This corroborates the tendency towards more balanced interactions in the voice condition that was found in the 

quantitative analysis (section 5.2). For example, VOI-7-2 mentioned: “One big advantage is that we are both in 

control, whereas in a typical laptop or tablet scenario it would either be my computer, or his computer and he 

says let’s look at ‘women and girls’ and then I would have to change it. It is a nice interaction when we are both 

in control. We are exploring more actively.” 

5.4.2 Slowing Down Participants’ Thinking  

About a third of the pairs mentioned that they had the impression Vizzy made them do the data analysis task 

more slowly than if they were just doing it by themselves or with common analytics tools. However, most of 

them acknowledged that this slowing down effect can also have benefits, for example, in situations where they 

are exploring a new dataset/topic or getting a new perspective on one they may already be familiar with, such 

as SCR-9-1: “I think it is good [to use this system] if you have time and you are trying to figure out things.” 

Similarly, SCR-2-2: “I mean it was more time-consuming than traditional tools but that also has benefits if you 

are not in a rush.” Related to this, SCR-5-1 also described how they understood the concept of the agent that 

does not follow up: “Instead of an assistant I would say it’s like a tutor, so he or she has the answer already and 



33 

he or she is trying to guide me.” This illustrates the different purposes an agent can have, one that helps to get 

things done (i.e., an assistant) versus one that guides the users in doing the thinking themselves (i.e., a tutor), 

which was our aim in the present scenario. 

Two pairs mentioned that this kind of slower interaction (i.e., “tutor model”) would be most suitable for users 

who are getting familiar with a dataset (or data analysis more generally). Once they have become familiarized, 

they may then prefer for the system to become “faster” (i.e., “assistant model”), by making suggestions about 

what visualizations to look at first and in what sequence or by having additional commands/controls for switching 

between visualizations more quickly. For example, VOI-6-1 mentioned: “If you are looking at the same data for 

an extended period of time, you mostly want it to be very fast to get data out. This isn’t exactly fast. I guess this 

is more suitable if you are introducing a new topic or if you are trying to get a new perspective on the same 

data.” 

This comment summarizes well the main purpose of Vizzy, which is to support users in exploring a (new) 

dataset/topic from different angles. Most participants understood that the purpose of Vizzy is less to enable 

users to quickly and efficiently conduct specific (confirmatory) analyses. They understood that it is mainly 

designed for users, who are not (yet) experts in the dataset and/or data analytics – or it can allow those who 

are experts to approach familiar datasets from a different angle (in the words of VOI-6-1: “to get a new 

perspective”). 

Furthermore, the participants’ comments above illustrate the trade-off between providing an essentially 

proactive agent that probes (i.e., “tutor model”) versus a largely automated reactive one (i.e., “assistant model”), 

that does more of the work. The former can help users to think more for themselves and see connections, 

sequences and use their commonsense knowledge, whereas wanting something more intelligent is based on 

a desire for an agent that can “do the thinking” on their behalf, generating hypotheses they could then concur 

with and accept. Here, our interest was in how agents could act more as facilitators or tutors, probing the users 

so that they get a better understanding and are engaged in the sensemaking activity; in other contexts, it may 

be more desirable if the agent takes more the role of an assistant, doing more of the computation, making 

suggestions and drawing conclusions, rather than prompting the user to do the reasoning, learning or decision-

making themselves. Which kind of agent to model will depend on the role desired of an agent in a given setting. 

Depending on the setting, it may be more important to support users in learning and acquiring new knowledge 

(and in enabling them to transfer that knowledge) or to help them become more effective at solving a specific 

problem. In other settings the goal may be to “just” make users complete a specific task as quickly as possible. 

6 DISCUSSION 

Our study has shown how voice versus screen-based human-agent interaction can affect users’ conversation 

and collaborative sensemaking as well as users’ interactions with the system incorporating an agent. Supporting 

our first hypothesis, we found participant pairs in the voice condition made significantly more requests to Vizzy 

and explored more of the available data visualizations. Supporting our second hypothesis we found participant 

pairs took more turns and asked each other more questions when interacting with the system in the voice 

condition compared with the screen condition. When analyzing the conversations to determine why this was the 

case, we observed the interactions in the voice condition to be at a faster pace with more bouncing off ideas 

between the participants. 
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One possible reason for these differences is the use of voice is more seamless and better aligned with the 

human-human interaction/conversations that took place, in the sense that participants could just “embed” the 

voice requests into their ongoing conversation while keeping their eyes on the screen depicting the 

visualizations. The finding that participants took more turns and asked more questions in the voice condition 

can be further explained by the use of voice being more immediate and direct compared to screen. This may 

have stimulated more discussion and encouraged more turn-taking as participants explored different 

hypotheses and ideas. Furthermore, in the voice condition Vizzy “takes turns” itself by intervening in participants’ 

conversations, which was not the case in the screen condition – where the participants instead had to stop their 

conversation to start reading from the screen. Vizzy actively intervening in the conversation by speaking aloud 

may have motivated participants to proactively take turns and generate ideas or questions like Vizzy did (as it 

can also be seen in segment 1-VOI). However, in the follow-up interviews, some of the participants also 

mentioned challenges of the system and the modality of voice, namely that it was sometimes awkward if the 

system just chimed in, in particular, if it did so in unexpected ways. This could be, for example, when Vizzy 

provided a prompt, which overlapped with what they previously discussed. 

Our findings resonate with those found by Gonzalez and Gordon [25] on the effects of different modalities in 

interactive narratives, where the voice modality resulted in participants understanding their “role” differently and 

behaving in a different way compared to text-based interaction. Also, it concurs with findings from previous 

studies, where participants had more interactions with each other after the system spoke aloud following certain 

actions they made when using a tangible interface (e.g., [20]). Furthermore, voice requires immediate joint 

attention when it occurs, whereas reading text from a screen together requires paying attention in a different 

way. For the latter, there may be a slight delay as one waits for the other to finish reading and knowing when it 

is appropriate to start the conversation again. 

The qualitative analyses also indicated that there were nuanced differences between the conditions in how 

engaged and interactive the discussions were and the extent to which ideas and hypotheses were generated. 

In particular, participants in the screen condition often needed a bit more time to start the discussion and there 

were more silent pauses. In this condition it seemed as if the participants were thinking more about what the 

prompts mean and how they should answer before discussing possible answers, while in the voice condition 

they often immediately started discussing possible answers as if they were “thinking out loud”. It seemed as if 

they were willing to be exploratory in their discussion and less focused on providing a “correct” answer to Vizzy’s 

prompt. 

There could be a number of reasons for the differences mentioned above. Firstly, if a prompt is asked via 

voice, people may feel more compelled to answer it, as it feels more similar to interacting with another human 

being. Thus, the users may adhere more to the rules of human-human conversations where it would be awkward 

or inappropriate to wait more than a few seconds before responding. Text-messages on the other hand, even 

if represented as chat bubbles, feel less human-like and people may feel less compulsion to answer them 

immediately. This suggests that the agent’s modality impacts on how users conceptualize, think of, respond to 

and “treat” the agent. Thus, the difference between conditions in how participants responded to an agent prompt, 

is most likely not just due to how the human mind processes one or the other modality, but also due to how 

people conceptualize the agent depending on the modality. In other words, when an agent feels more human-

like (i.e., because it speaks), people may not want to “let it wait” for too long, when it asks them something. This 

may partly explain the more immediate responses to agent prompts observed in the voice condition, where 
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participants tended to just start thinking out loud and discussing possible answers. Secondly, since in the voice 

condition Vizzy actively intervened in the conversation, participants may have also been more proactive and 

just saying what they think. Text messages, on the other hand, are less of an active intervention in the ongoing 

conversation, which possibly resulted in participants being less proactive themselves. Thirdly, another reason 

may be that when participants were in the middle of a conversation and they were prompted through voice, it 

may have been more natural for them to integrate Vizzy’s prompt into the flow of their conversation. In other 

words, as there is no change in modality (from reading text to speaking and vice versa, as it is the case in the 

screen condition) they could just continue with the discussion. 

However, if the agent is perceived to be “butting in” too often it could become annoying (in particular, in the 

voice condition). Given that we had designed Vizzy to have a minimal level of interaction (i.e., one prompt 

approximately every two minutes), the pairs were usually forgiving on the occasion when being interrupted in 

their ongoing conversation. Moreover, we deliberately designed Vizzy to prompt the participant pairs at 

opportune times rather than “joining in” their ongoing conversation. The pairs quickly understood this underlying 

user model and it seemed from the interviews they were happy with it in general – not wanting or expecting 

Vizzy to be an equal partner in the conversation. This limited form of “proactive agency”, therefore, may in the 

long run be more effective than trying to design the agent to be a human-like conversationalist, at least for group 

settings where it may be undesirable to have a system that intervenes too often in an ongoing conversation 

between humans. 

Taken together, the quantitative and qualitative findings suggest that voice interfaces can enable a faster 

“pace” in the conversation in terms of its structure (turn-taking) but also in terms of its content (responding more 

immediately and “bouncing off “ideas). Furthermore, we found a tendency towards more balanced human-

human and human-agent interactions in the voice conditions. In addition, voice modality seems to lead to more 

exploratory behavior and curiosity in terms of how many questions are being asked but also in how Vizzy’s 

prompts are responded to (coming up with different ideas/hypotheses and “thinking out loud”). Finally, the voice 

modality also showed a higher engagement in terms of interactions with the system (number of visualizations 

requested and explored).  

6.1 Limitations 

The study investigated how an agent could support users in an exploratory task via prompts, which it provided 

proactively at opportune times. It is worth noting that (i) these prompts were prepared prior to the study by the 

research team and (ii) that they were triggered by a human experimenter/the “wizard” (approximately every two 

minutes) based on simple rules, which were (a) the topic of the prompt was not previously discussed by 

participants and if (b) there was a silence of at least three seconds. Hence, there is the aspect of (i) 

appropriateness of the prompt itself given the context (i.e., the ongoing discussion between participants) and 

(ii) appropriateness of its specific timing. If (i) the creation of the prompts would be implemented and automated, 

they may not always reach the same accuracy and quality. However, several prompts in this study were in fact 

not highly complex and usually focused on a distinct pattern in the data (e.g., “Is the increase of one more 

significant than the other?”). Hence, it is likely that a system that scans for certain distinct patterns in the (time 

series) data would be able to come up with prompts similar to those designed in this study. If (ii) the timing of 

prompts would be fully implemented based on monitoring the ongoing conversation (using natural language 

processing), it is likely that the system would not be as accurate in identifying appropriate moments to trigger a 
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prompt – despite the relatively simple rules that were used. However, it is worth noting that in the present 

scenario the effect of potentially inaccurate timing may be smaller compared to others, since the agent prompts 

were designed to be rather infrequent, and our study showed that the majority participants did not mind 

occasional imperfect timing in the given exploratory, open-ended task as seen in the qualitative analyses. 

The study compared two conditions: voice-based agent input and output versus screen-based agent input 

and output (along with the screen-based presentation of visualizations in both conditions). It is likely that some 

of the effects observed were more strongly related to the output than to the input in the specific modality and 

vice versa. With the present study design, it is not possible to fully disambiguate the effects of input and output 

in the respective modalities, given the inclusion of only two modality combinations (for the agent interactions). 

Other possible combinations/permutations may be investigated in future research to understand in more detail 

for which behaviors input and for which output in the respective modality is more relevant. In the present study, 

we intentionally focused on voice-based versus screen-based agent-enabled systems – reflecting the two 

combinations we considered most natural and appropriate for a variety settings and applications. 

With the chosen approach there are also certain limitations concerning the chosen metrics. As such, the 

number of visualizations participants requested and explored need to be understood and interpreted only as 

proxies of participants’ engagement in the data exploration task. It is thus important to interpret these metrics 

in conjunction with the other quantitative and qualitative analyses to get a better understanding of participants’ 

engagement, sensemaking and curiosity. However, since in the present scenario participants were asked to 

discuss the visualizations, which they chose to look at together, it is worth noting that there was always some 

engagement for each requested visualization, and both metrics can thus be considered meaningful proxies for 

task engagement in the given scenario/task. 

Taken together, the metrics of this study were focused on how much participant pairs interact with the system 

and the task material as well as how they interact with each other (in terms of turns taken and questions asked), 

which we triangulated with the qualitative analysis of pairs’ interactions. Although these analyses cover multiple 

aspects that are relevant for the present scenario, there are other behaviors that can be of interest depending 

on the research motivation or approach. Our focus was on how the human-computer and human-human 

interactions were affected by the modality on a general level. However, the data visualization field, for example, 

may also be interested in understanding users’ task-related performance, such as what they infer or conclude 

and how quickly they are able to do so. Although such analyses were outside the scope of this work, future 

research could address the effects of different interaction modalities at a more granular level (e.g., specific to 

the task domain). 

In summary, the findings from our study suggest the use of a limited form of proactive voice agent/interface 

could be preferable compared with a screen-based one for (multi-user) settings where a high level of interaction 

with the tool/system is desired, along with a fast-paced conversation, more questioning, as well as “think aloud” 

and rapid/more immediate answers and idea generation. However, this does not mean that voice will be better 

in every situation; in some cases, it may be desirable to slow down or stop the current discussion by the use of 

screen-based prompts to trigger different types of thinking or to get participants discuss the prompts and build 

a shared understanding before answering. 
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6.2 Design Implications 

Below we present a set of design recommendations, based on the findings from our study, for designing screen 

or voice-based agent interfaces that are specifically intended for supporting groups interacting with a software 

tool for open-ended and exploratory tasks. It assumes that the agent is there to support and facilitate the human 

activity rather than to provide answers. It may be that some of the recommendations are also generalizable to 

other settings, involving different tasks, contexts and individual users. 

Having a voice interface may elicit more (rapid) questioning, idea generation and exploration of the 

provided problem space if the task is open-ended and does not have a specific/well-defined outcome. 

Our study showed that there are differences in how the pairs carry out their task if they are speaking and 

listening to an agent versus selecting commands and reading agent’s prompts from the screen. Participants in 

the voice condition interacted more with the system, explored more of the available visualizations and asked 

more questions. However, differences in the conversation patterns were rather nuanced. Participants in the 

screen condition often needed a bit more time to start off with the discussion after a prompt and had more silent 

pauses. In contrast, in the voice condition the pairs spoke more as if they were “thinking out loud” and were 

more willing to brainstorm and be more exploratory in their discussion. Furthermore, voice prompts could directly 

be responded to by participants in the voice condition, whereas in the screen condition, participants had to first 

decide when to direct their attention to the text prompt and read it. In addition, in the screen condition participants 

seemed to spend more time thinking and discussing about the prompt and building a shared understanding of 

it. In the voice condition, there seemed to be a tendency to avoid longer silences after a prompt and keep the 

conversation going. Thus, it seemed participants spent less time reflecting on the prompt and instead answering 

commenced more immediately by just starting to generate hypotheses and to explore possible answers.  

Having a limited form of proactive agency, in the form of occasional context-specific prompts can be 

effective at scaffolding and steering a conversation in group settings. 

Our study showed that designing the agent’s interventions at a minimal level was generally found not to be 

disruptive or annoying for this open-ended task. The pairs in both conditions readily understood that the agent 

was not designed to have a conversation with them or to be an equal partner in the conversation but that it 

would occasionally prompt them when it appeared that they were in need of help or getting stuck. This meant 

they had no expectation that the agent would be like a human-like conversationalist and therefore did not ask it 

questions it could not answer or get “confused” by. 

It may not be critical for open-ended tasks that the agent identifies the best moment to intervene in 

the human conversation for either voice or screen-based interfaces. 

When designing an agent that intervenes in human-human conversations, potential interventions need to be 

more carefully considered for voice interfaces compared with text-based interfaces, since they are more likely 

to disrupt an ongoing conversation than a text-based one. In our study, sometimes in the voice condition Vizzy 

interrupted when one participant was speaking. But this turned out to not be a problem, as the participants 

generally appeared not to mind. Most pairs either carried on speaking or stopped and listened to Vizzy. In many 

ways this is similar to a human-human conversation, when sometimes two speakers overlap, or another 

interrupts a conversation. In contrast, in the screen condition: When a prompt popped up on the screen, the 

participants could read it when they were ready to do so. However, if there is limited interaction from the agent, 
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interruptions generally do not matter so much at least for open-ended tasks where users do not have a specific 

idea of how they should or have to proceed with the task. 

The interface should be designed to make it easy for all group members to equally interact with the 

agent – whether it is screen or voice-based – so that everyone has equal control. 

Our interactive data analysis tool was designed to provide a familiar style of visualizing data (line graphs) that 

users could request to be generated for different time series. For the screen condition, widely used graphical 

menu/filter interfaces and chatbot-like message display were mimicked. For the voice condition, the way 

requests were made (so-called wake word followed by a request: “Vizzy, show …”) was based on familiar voice 

interfaces. For both conditions, the groups readily learnt how to interact with the agent and did not expect it to 

do more than occasionally prompting them. Enabling each participant to interact with the system by making it 

equally accessible to both of them is important for both interface types though easier to achieve with voice 

interfaces. One reason for choosing a tablet for the screen condition was that it would be easily accessible to 

both participants if it is positioned between them. Nevertheless, it occasionally happened that one participant 

was “taking control” over it (e.g., by bending over the tablet). 

6.3 Future Work 

Our study was limited to exploring how voice versus screen-based interactions compared for a specific kind of 

task. For the findings to be generalizable to other contexts, further research is needed to investigate whether 

similar effects can be found with other tasks (e.g., problem-solving, decision-making, or other types of data 

analysis tasks) which could either be open-ended or well-defined and which users may be familiar with or not. 

This could lead to further insights into which types of tasks proactive/probing agents that take the role of a 

facilitator are most suitable for. For the task it would be interesting to explore different modalities, too. In the 

present study, a visual task (examining data visualizations) was chosen in combination with an agent-enabled 

interface that was screen-based (visual) versus a voice-based (auditory) one. Another avenue of research could 

be to vary the modalities of the task (e.g., an auditory one) to examine the effects different “agent modalities” 

would have when combined with different “task modalities”. Another direction would be to compare how well 

different agent-enabled interfaces and modalities work for different user groups or types of users (e.g., lay 

versus expert). 

The goal of our study was to investigate the differences between screen-based and voice interaction 

modalities at a general level – for both input and output. It would be interesting to see in future research the 

effect of other combinations of modalities – e.g., voice input and screen output or voice output and screen input. 

This would provide further understanding of how the modalities interact with each other (i.e., interaction effects) 

and can complement each other for different tasks and behaviors. For example, for certain tasks it may be 

important that it is easy to make requests to the system while being engaged in a conversation (i.e., voice input) 

but at the same time it may be important that users can carefully read a prompt (i.e., screen output), as it may 

be required that participants consider and discuss in more detail what it means/refers to (e.g., for more complex 

prompts). 

The present study investigated how a specific set of relevant user behaviors can be affected by the 

interaction modality. Future research could examine other behaviors in more detail, such as (non-verbal) 

communication involved in the coordination and the “micro-interactions” involved in agreeing on joint actions, 
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making requests, responding to agent prompts and jointly diverting the attention (e.g., from an agent prompt or 

a visualization and vice-versa). Regarding the design of the interface and agent, future work could investigate 

the effects of using different types of prompts – such as different types of questions to be asked by the agent 

[23,26,61:91] – to further explore how and when the agent needs to intervene so that it optimally integrates into 

and supports users’ ongoing conversations and thinking processes. 

7 CONCLUSION 

Our study has shown how interacting with an interface that incorporates an agent either through a voice or a 

graphical/screen-based interface with chatbot-type messages provides new opportunities for user interactions: 

scaffolding and prompting users when completing an open-ended sensemaking task, such as exploring a 

dataset using a data visualization tool. The agent’s role of being a facilitator that occasionally provides a prompt 

for things to consider and patterns to look at in the data was readily accepted by participants and appears to be 

a promising approach for how agents can be designed to become “part of” and facilitate human-human 

conversation and collaboration in the future, without taking away control from the users. Participants using the 

voice interface were found to be more engaged in the sensemaking task compared with the screen condition 

and interactions tended to be more balanced. Having an agent that speaks directly to them, led to users asking 

more questions and taking more turns, resulting in many of their discussions resuming and progressing more 

rapidly than when reading the same prompt in a chat window on a screen. However, presenting prompts on a 

screen also has potential benefits; users can decide when to read the prompts leading to fewer interruptions of 

their ongoing conversations. Furthermore, having to pause the conversation to read a prompt can have the 

effect of slowing down users’ conversation and thinking, which in some contexts may result in users spending 

more time thinking about what the prompt means and how to answer it. In sum, it can be “good to talk” using 

an agent-enabled interface in either modality: voice-based interactions may encourage more fast-flowing talk, 

while screen-based interactions may slow down the conversation. Which is preferable depends on what the 

activity or task is about. 
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