
More Robust Dense Retrieval with Contrastive Dual Learning
Yizhi Li1∗, Zhenghao Liu1∗, Chenyan Xiong2, and Zhiyuan Liu1

Tsinghua University1, Microsoft Research2
yizhi.li@hotmail.com; liuzhenghao0819@gmail.com; chenyan.xiong@microsoft.com; liuzy@tsinghua.edu.cn

ABSTRACT
Dense retrieval conducts text retrieval in the embedding space and
has shown many advantages compared to sparse retrieval. Existing
dense retrievers optimize representations of queries and documents
with contrastive training and map them to the embedding space.
The embedding space is optimized by aligning the matched query-
document pairs and pushing the negative documents away from
the query. However, in such training paradigm, the queries are only
optimized to align to the documents and are coarsely positioned,
leading to an anisotropic query embedding space. In this paper, we
analyze the embedding space distributions and propose an effective
training paradigm, Contrastive Dual Learning for Approximate
Nearest Neighbor (DANCE) to learn fine-grained query represen-
tations for dense retrieval. DANCE incorporates an additional dual
training object of query retrieval, inspired by the classic informa-
tion retrieval training axiom, query likelihood. With contrastive
learning, the dual training object of DANCE learns more tailored
representations for queries and documents to keep the embedding
space smooth and uniform, thriving on the ranking performance of
DANCE on the MS MARCO document retrieval task. Different from
ANCE that only optimized with the document retrieval task, DANCE
concentrates the query embeddings closer to document represen-
tations while making the document distribution more discrimina-
tive. Such concentrated query embedding distribution assigns more
uniform negative sampling probabilities to queries and helps to
sufficiently optimize query representations in the query retrieval
task. Our codes are released at https://github.com/thunlp/DANCE.
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1 INTRODUCTION
The recent dense retrieval provides an opportunity to conduct
semantic matches and serves lots of applications, such as open
domain question answering [2], conversational search [32, 45],
and fact verification [34]. Instead of using discrete bag-of-word
matching in document retrieval, dense retriever encodes queries and
documents into a high-dimensional embedding space and conducts
text matching in the embedding space, overcoming the vocabulary
mismatch problem of sparse retrieval.

Existing dense retrieval models aim to learn effective represen-
tations of queries and documents and build an embedding space
for the document retrieval task. With the support of approximate
nearest neighbor (ANN) search [11, 15], dense retrievers can effi-
ciently retrieve documents by conducting semantic matching in
the embedding space. To encode queries and documents as dense
representations, dense retrievers usually employ the BERT-Siamese
architecture to provide fully learnable, well pretrained, and effective
representations for queries and documents to construct embedding
space for retrieval [16, 40, 41].

To optimize the embedding space for document retrieval, exist-
ing dense retrieval models usually sample negative documents and
use them to contrastively train dense retrievers to learn query and
document representations [16, 40, 41]. Wang et al. [36] prove that
contrastive representation learning optimizes neural models and
keeps two properties of the document embedding space, “align-
ment” and “uniformity”. The two properties, “alignment” and “uni-
formity”, help to keep a homogeneous and isotropic embedding
space [16, 40, 41] – which is that “alignment” assigns similar em-
bedding features to query and its related documents and conducts
better clustering for similar document representations; “uniformity”
encourages encoders to maintain maximal information for docu-
ments. It helps to form a uniform document embedding space and
better classifies the confusable documents according to queries. The
training object in existing dense retrieval methods [16, 40, 41] is to
train dense retrievers on the document retrieval task and focuses
on optimizing document embeddings. However, such document
retrieval dominated training paradigm only optimizes the queries
aligned to the relevant documents while discarding the unifor-
mity nature in contrastive learning, leading to a non-smooth and
non-uniform query embedding space. Thus, some work [46] solely
optimizes the query representations by training with full retrieved
documents instead of negative sampled documents and fixing the
document representations.

In this paper, we enhance the query representations learning
with a new training paradigm, Contrastive Dual Learning for Ap-
proximate Nearest Neighbor (DANCE). DANCE uses a model-level
dual training object [38] to contrastively train BERT for optimiz-
ing the query and document embedding spaces. It consists of two
optimization directions, document retrieval and query retrieval,
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which are the main training task and dual training task, respec-
tively. Query retrieval learns the query likelihood [18] to retrieve
related queries for documents, and mainly focuses on optimizing
query representations in consideration of the document represen-
tations near to them. Intuitively, DANCE can learn more appropriate
query representations and better keep “alignment” and “uniformity”
of the query embedding space, thus improving the robustness of
the learned representation space. Besides, DANCE also normalizes
the representations to avoid overfitting during training [3]. We
map embeddings into a unit hyperspherical space and calculate the
similarity between embeddings according to their angles.

Experiments on the MS MARCO [1] document retrieval task
show the effectiveness of DANCE. DANCE mainly focuses on optimiz-
ing the query representations by training dense retrievers with
the additional query retrieval task. It helps to build a smooth and
uniform embedding space for text retrieval by pushing the query
embeddings closer to document embeddings. Moreover, DANCE scat-
ters the document distribution to make them more discriminative.
Our analyses find that the queries are assigned with more balanced
and uniform probabilities to be recalled in the contrastive training
of query retrieval task, which sufficiently trains the query represen-
tations. For the documents recalled more easily in the contrastive
training, they are usually distributed in a more concentrated area
in the embedding space, which are confusable. DANCE shows better
performance on these documents by learning more fine-grained
query representations, which helps to distinguish the off-topic and
unrelated documents during retrieval.

2 RELATEDWORK
Based on whether term-level interactions are modeled between
query and documents beyond their final encodings, Neural IR
(Neu-IR) methods can be categorized into representation-based
or interaction-based [10, 28].

Interaction-based models enjoy fine-grained modeling of term-
level interactions between query and documents; thus they are
typically more effective though more expensive and usually used as
re-rankers since that requires scoring candidate documents accord-
ing to the given query [7, 10, 14, 27, 29, 39]. Representation-based
ones, often encode queries and documents as low-dimensional
dense representations without explicit term-level matches. The
representation-based models can achieve more efficient retrieval
with the document representation precomputing and the support
of approximate nearest neighbor (ANN) [9, 16, 17, 19, 26, 40]. The
representation-based models help to achieve an efficient dense
retrieval, benefiting many downstream tasks by providing more
accurate evidence, such as fact verification, conversational dense
retrieval, and open domain question answering [16, 22, 32, 41].

With the development of the deep neural network, pretrained
language models, such as BERT [25] and RoBERTa [8], have been
widely used in both representation-based and interaction-based
Neu-IR models. Dense retrievers also employ the BERT-Siamese
architecture to encode queries and documents as dense representa-
tions to conduct an embedding space for retrieval. To learn query
and document representations, dense retrievers contrastively train
BERT on the document retrieval task with related (positive) doc-
ument and sampled unrelated (negative) documents for the given

queries. While some work [17] proposes a late query–document
interaction paradigm to improve the retrieval effectiveness, many
others focus on learning better representations with contrastive
training. They propose various negative sampling methods during
contrastive training, including in-batch negatives, BM25 retrieved
negatives and random selected negatives [20, 40, 41]. Approximate
Nearest Neighbor Negative Contrastive Learning (ANCE) [40] fur-
ther comes up with a training method that asynchronously updates
the document index and samples negatives from queries’ nearest
areas in the document embedding space to avoid diminishing gra-
dient norms during training [40]. Some work [31] also improves
such training paradigm by alleviating the affect from incomplete
relevant labels.

Recent work in computer vision further discusses how the em-
bedding space is optimized with contrastive training [3]. The con-
trastive learning for dense retrievers optimizes the embedding space
to satisfy two properties, “alignment” and “uniformity” [36], which
aim to align matched query-document pairs and make the em-
bedding space uniform by pushing the negative documents away
from the given queries, respectively. Several work demonstrates
that mapping the representations into a unit hyperspherical space,
where all embeddings are represented as unit vectors, helps to keep
a smooth embedding space and brings improvement for various
tasks [3, 4, 24, 35, 36]. Chen et al. [3] introduce the normalized
temperature-scaled cross entropy loss as the standard contrastive
training loss. Different from the standard cross entropy loss, it uses
the temperature scaling technique to adjust the sharpness of the
softmax distribution, which plays an important role in optimizing
the normalized embedding space [3]. Moreover, Chen et al. [4]
further adjust the temperature and balance the influence of “align-
ment” and “uniformity” to learn a better embedding space with
contrastive training.

In existing dense retrievers, the document embeddings are trained
more sufficiently with the contrastive training of document retrieval
task. Thus, some work fixes the learned document embeddings and
focuses on optimizing the query representations. Such technology
is leveraged to achieve better retrieval performance [46] or con-
duct an effective retriever in language modeling [12] and question
answering system [21], demonstrating the importance of learning
tailored query embeddings in dense retrievers.

To learn more fine-grained query representations, the query re-
trieval task provides an opportunity, which is inspired by the IR
training axiom query likelihood [18]. Contrastively training dense
retriever on the query retrieval task further optimizes the query
embedding space more smooth and uniform, which is a dual task for
the document retrieval task and can be incorporated in the model
optimization with dual learning [13, 23, 37, 38, 43]. Dual learning
is a method to train models of symmetric structures and has shown
promising performance in some NLP tasks, such as machine transla-
tion and image caption [13, 33, 43]. Xia et al. [38] further categorize
dual learning algorithms as task-level dual learning and model-
level dual learning according to whether the prime and dual model
share components. They illustrate that model-level dual learning
performs better compared to task-level dual learning [38]. Query
retrieval and document retrieval are in the symmetric training di-
rections and recent dense retrievers [40] usually share the same



(a) Embedding Space of ANCE. (b) Document Retrieval (Main). (c) Query Retrieval (Dual). (d) Contrastive Dual Learning.

Figure 1: The Illustration of Contrastive Dual Learning for Approximate Nearest Neighbor (DANCE) Training Paradigm.

BERT encoder for queries and documents. Thus, for dense retriev-
ers, training with query retrieval and document retrieval can be
regarded as a model-level dual learning paradigm.

3 METHODOLOGY
This section describes our proposed training paradigm for dense re-
trieval, Contrastive Dual Learning for Approximate Nearest Neigh-
bor (DANCE), as shown in Figure 1. We first introduce the prelimi-
naries of dense retrieval (Sec. 3.1), and then theoretically analyze
how the contrastive training optimizes the query and document
representations (Sec. 3.2). Finally, we describe our contrastive dual
learning mechanism in DANCE (Sec. 3.3).

3.1 Preliminary
Given a query 𝑞 and a document collection𝐷 = {𝑑1, . . . , 𝑑 𝑗 , . . . , 𝑑𝑛},
dense retrievers calculate the ranking score 𝑓 (𝑞, 𝑑) by learning the
representations for documents similar to the intuition of document
likelihood 𝑝 (𝑑 |𝑞).

Dense retrievers [16, 40, 41] leverage the same BERT encoder to
get the representations of queries and documents:

𝐻 (𝑞) = BERT([CLS] ◦ 𝑞 ◦ [SEP]); (1)
𝐻 (𝑑) = BERT([CLS] ◦ 𝑑 ◦ [SEP]), (2)

where ◦ is the concatenation operation. “[CLS]” and “[SEP]” are spe-
cial tokens in BERT. The representations of the first token “[CLS]”
are used as representations of query 𝑞 and document 𝑑 , which are
denoted as𝐻0 (𝑞) and𝐻0 (𝑑), respectively. Then the similarity score
𝑓 (𝑞, 𝑑) of query 𝑞 and document 𝑑 can be calculated with their
dense representations:

𝑓 (𝑞, 𝑑) = 𝑠𝑖𝑚(𝐻0 (𝑞), 𝐻0 (𝑑)), (3)

where 𝑠𝑖𝑚(·) is the similarity function to estimate the relevance
between two embeddings. The efficient calculation of 𝑠𝑖𝑚(·) for
large scale dataset in our method is provided by FAISS1 and the dot
product is usually used as the similarity function [16, 40, 41].

Then we can calculate the ranking loss 𝐿 with both positive
document 𝑑+ and negative document 𝑑− for the given query 𝑞 to

1https://github.com/facebookresearch/faiss

contrastively train BERT:

𝐿 =
∑︁
𝑞

∑︁
𝑑+∈𝐷+

𝑙 (𝑞, 𝑑+, 𝐷−), (4)

where 𝐷+ is the positive document collection for the given query
𝑞 that provided by annotation data. 𝑙 (𝑞, 𝑑+, 𝐷−) is the contrastive
training loss function, which is the same as the state-of-the-art
dense retrievers [40]:

𝑙 (𝑞, 𝑑+, 𝐷−) = − log 𝑒 𝑓 (𝑞
+,𝑑+)

𝑒 𝑓 (𝑞+,𝑑+) + ∑
𝑑−∈𝐷−

𝑒 𝑓 (𝑞+,𝑑−) , (5)

where 𝐷− is the collection of negative documents for query 𝑞 sam-
pled with different retrieval methods, such as BM25 [16] and dense
retriever itself [40].

3.2 Alignment and Uniformity
Dense retrievers are contrastively trained to encode queries and
documents with sampled negative documents as well as keep ben-
eficial properties of the embedding space. As shown in recent re-
search [36], contrastive loss keeps “alignment” and “uniformity”
of the document embedding space for retrieval. Such optimization
progress is visualized in Figure 1a and Figure 1b.

Following previous work [3], we normalize the embeddings with
L2 norm to keep representations of queries and documents in the
unit hyperspherical space and calculate the similarity between the
query 𝑞 and document 𝑑 :

𝑓norm (𝑞, 𝑑) = 𝑠𝑖𝑚(∥𝐻0 (𝑞)∥2 , ∥𝐻0 (𝑑)∥2), (6)
where −1 ≤ 𝑓norm (𝑞, 𝑑) ≤ 1 and ∥·∥2 is the L2 normalization
operation. The similarity function 𝑓norm (𝑞, 𝑑) only focuses on esti-
mating the relevance between query 𝑞 and document 𝑑 according
to the angle of their representations. Then we use the normalized
temperature-scaled cross entropy [3] to replace the regular cross
entropy function in Eq. 5:

𝐿norm = − log 𝑒 𝑓norm (𝑞,𝑑+)/𝜏

𝑒 𝑓norm (𝑞,𝑑+)/𝜏 + ∑
𝑑−∈𝐷−

ANN

𝑒 𝑓norm (𝑞,𝑑−)/𝜏 , (7)

where 𝐷−
ANN is the negative document collection. These documents

are sampled from the ones distributed near to the query 𝑞 in the
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embedding space, which is the same as previous work [40]. 𝜏 is the
temperature hyperparameter used to control the sharpness of the
softmax distribution.

Following Wang et al. [36], the normalized temperature-scaled
loss can be transformed as:

𝐿norm =−𝑓norm (𝑞, 𝑑+)/𝜏︸              ︷︷              ︸
alignment

+

log(𝑒 𝑓norm (𝑞,𝑑+)/𝜏 +
∑︁

𝑑−∈𝐷−
ANN

𝑒 𝑓norm (𝑞,𝑑−)/𝜏 )

︸                                                   ︷︷                                                   ︸
uniformity

, (8)

where the loss function encourages the model to optimize em-
bedding distributions and keeps two important properties of the
embedding space:

• Alignment: the query 𝑞 is distributed closer to the docu-
ment 𝑑 than the negative document 𝑑− in the embedding
space;

• Uniformity: the embedding distribution is encouraged to be
uniform on the hyperspherical space by pushing the negative
documents 𝑑− away from the given query 𝑞.

During contrastive training, dense retriever keeps alignment and
uniformity of the embedding space, which helps to learn discrimi-
native representations for documents.

3.3 Contrastive Dual Learning
To further learn a uniform and smooth embedding space for queries,
we train dense retrievers with a model-level dual learning task [38],
which optimizes dense retrievers with query retrieval task and
document retrieval task. They are inspired by query likelihood
𝑃 (𝑞 |𝑑) and document likelihood 𝑃 (𝑑 |𝑞).

Query likelihood and document likelihood learning are symmet-
ric. And the query likelihood 𝑃 (𝑞 |𝑑) can also be approximated to
the relevance between query and document:

𝑃 (𝑑 |𝑞) = 𝑃 (𝑞 |𝑑) · 𝑃 (𝑑), (9)

where the document distribution 𝑃 (𝑑) can be regard uniformly. To
learn the query likelihood with contrastive training, we use a dual
loss function 𝐿dual:

𝐿dual = − log 𝑒 𝑓norm (𝑑,𝑞+)/𝜏

𝑒 𝑓norm (𝑑,𝑞+)/𝜏 + ∑
𝑞−∈𝑄−

ANN

𝑒 𝑓norm (𝑑,𝑞−)/𝜏 , (10)

where𝑄−
𝐴𝑁𝑁

is the negative query collection and sampled from the
documents distributed near to the document 𝑑 in the embedding
space. Similar to Eq. 8, the contrastive learning for query likelihood
also keeps alignment and uniformity for the query embedding
space:

𝐿dual =−𝑓norm (𝑑, 𝑞+)/𝜏︸              ︷︷              ︸
alignment

+

log(𝑒 𝑓norm (𝑑,𝑞+)/𝜏 +
∑︁

𝑞−∈𝑄−
ANN

𝑒 𝑓norm (𝑑,𝑞−)/𝜏 )

︸                                                  ︷︷                                                  ︸
uniformity

, (11)

Finally, we add the prime training loss 𝐿norm and the dual training
loss 𝐿dual to conduct our contrastive dual learning loss and train
dense retrievers:

𝐿final = 𝐿norm + 𝜆𝐿dual, (12)
where 𝜆 is used to weight the training loss of the dual task.

4 EXPERIMENTAL METHODOLOGY
This section describes the dataset, evaluation metrics, baselines,
and experimental details of our implementation.

Dataset. In all experiments, we use MS MARCO [1] to evaluate
model performance. The dataset consists of massive anonymized
questions sampled from Bing’s search query logs and texts extracted
from 3,563,535 Bing retrieved web pages. For each query, the doc-
uments that have at least one related passage are recognized as
relevant ones. We focus on the full ranking setting of the document
retrieval task and retrieve 100 documents from the whole collection
of 3,213,835 documents for each query to directly evaluate the re-
trieval performance. We keep the same official data partitions, the
training set, development set and evaluation set contain 367,013
queries, 5,193 queries and 5,793 queries, respectively.

Evaluation Metrics. Following the official evaluation of MS
MARCO [1], we use evaluation metrics NDCG@10 and MRR@100
in our experiments, where MRR@100 is regarded as our main eval-
uation. The evaluation of MS MARCO document ranking is a black-
box testing. All the results of submitted runs are available on the
leaderboard2. Statistic significance is tested by permutation test
with 𝑝 < 0.05.

Baselines. Our baselines include two kinds of models: sparse
retrieval models and dense retrieval models. The state-of-the-art
dense retriever ANCE (FirstP) is regarded as the main baseline in
our experiments.

The sparse retrieval baselines include docT5query [30, 42] and
HDCT [6], both of which inherit the discrete bag-of-word matches
of the classical information retrieval method BM25 and focus on
improving the document representations to achieve better retrieval
performance for the sparse retriever. Different from vanilla BM25,
docT5query [30] improves document representations in sparse
retrieval indexing by expanding documents with generated queries.
HDCT uses pretrained language model, BERT [8] to predict the term
weights in passages and then improves document bag-of-words
representations by combining the passage term weights.

Other baselines are dense retrievers. They encode both queries
and documents as dense representations and form an embedding
space to conduct effective document retrieval [16, 26, 40] with ANN
search tools like ScaNN3 [11] and FAISS [15]. DPR first leverages
contrastive training methods to train BERT [8] as the encoder for
queries and documents. It proposes several negative document sam-
pling methods, such as in-batch negatives, BM25 negatives and
random negatives. DPR w. BM25-Rand Neg is compared in our
experiments, which achieves the best retrieval performance among
variants of DPR. To better train dense retrievers, ANCE [40] uses
RoBERTa [25] to learn representations of queries and documents
and then samples negatives from the documents located near to the
queries in the embedding space. Such training method avoids the
2https://microsoft.github.io/msmarco/
3https://github.com/google-research/google-research/tree/master/scann
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Table 1: Overall Performance. All models are evaluated
on the MS MARCO document retrieval task. Superscript
† indicates statistically significant improvement over ANCE
(FirstP)†.

Model Dev Eval
NDCG@10 MRR@100 MRR@100

docT5query [30, 42] - 0.327 0.291
HDCT [6] - 0.300 -
DE-BERT [26] - 0.288 -
ME-BERT [26] - 0.330 -
DE-HYBRID [26] - 0.313 0.287
ME-HYBRID [26] - 0.346 0.310
DPR w. BM25-Rand Neg [16, 26] 0.362 0.312 -
ANCE (FirstP) [40] 0.437 0.373 0.334
DANCE (FirstP) 0.447† 0.383† 0.341

diminishing gradients during training and helps to achieve com-
petitive retrieval performance. Besides, two dense retrieval models,
DE-BERT and ME-BERT, from the previous work [26] are compared
in our experiments. DE-BERT is similar to DPR, and it uses the “[CLS]”
hidden states to represent queries and documents. Different from
DE-BERT, ME-BERT represents documents withmultiple embeddings
of the tokens of different positions learned by pretrained language
models. The two models DE-HYBRID and ME-HYBRID linearly in-
corporate retrieval scores from sparse retriever to DE-BERT and
ME-BERT with learnable weights, which are also compared.

Implementation Details. In our experiments, we follow our
main baseline ANCE [40] and contrastively train DANCE. We globally
sample negatives from the whole collection of queries and doc-
uments to train DANCE and asynchronously update ANN indexes
with the latest saved checkpoint.

We conduct a two-stage training progress to train DANCE on the
full-ranking document retrieval task of MS MARCO, including the
embedding normalization stage and the dual training stage. In the
embedding normalization stage, we start with the checkpoint of
well-trained dense retriever ANCE4, which uses RoBERTa [25] as en-
coder. Then we map the representations of queries and documents
into a hyperspherical embedding space and normalize them with
L2 normalization. To tune the sharpness of softmax distribution
and better train dense retrievers, we replace the standard cross en-
tropy loss with the normalized temperature-scaled loss and set the
temperature 𝜏 as 0.01. Then we leverage the dual training paradigm
to train DANCE, where the additional dual task (query retrieval task)
is incorporated and the dual training loss weight 𝜆 is set to 0.1. The
two models for ablation study, ANCE w. Norm and ANCE w. Dual,
trained with individual steps are also evaluated in our experiments.

Our experiments mainly focus on the FirstP setting proposed
in previous work [5] to evaluate retrieval effectiveness. In FirstP
setting, queries and documents are truncated and padded to the
sequences with the maximum lengths of 64 and 512, respectively.
DANCE is optimized with LAMB [44] optimizer with warming up
step of 3000 and learning rate of 5e-6. The training batch sizes
are set to 4 and 210 for training and inference, respectively. The
gradient accumulation step is set to 2. For other experiments, we
keep the same with ANCE [40] and use the IndexFlatIP in the toolkit
4https://github.com/microsoft/ANCE/

Table 2: The Ranking Performance of Ablation Models of
DANCE on MS MARCO Document Retrieval Task. Super-
scripts †, ‡, § indicate statistically significant improvements
over ANCE (FirstP)†, ANCE w. Norm (FirstP)‡, and ANCE w.
Dual§, respectively.

Model Dev
NDCG@10 MRR@100

ANCE (FirstP) 0.437 0.373
ANCE w. Norm (FirstP) 0.443† 0.380†
ANCE w. Dual (FirstP) 0.444† 0.381†
DANCE (FirstP) 0.447†‡ 0.383†‡

FAISS [15] to build the index for query and document embeddings
during retrieval. Our final model is trained with 110k steps in the
normalization step and 80k in the contrastive dual training. We
train our models with 8 GeForce RTX 2080 Ti GPUs of 11GB with
half-precision setting and the inference program runs on 4 same
GPUs.

5 EVALUATION RESULT
In this section, we present six groups of experiments on the overall
performance of DANCE, the embedding distributions of queries and
documents learned by DANCE, the retrieval effectiveness in different
testing scenarios and case studies.

5.1 Overall Performance
The performance of DANCE (FirstP) and baselines on MSMARCO
document retrieval task is shown in Table 1.

DANCE (FirstP) outperforms the sparse retrievers docT5query
and HDCT, showing the effectiveness of well-trained dense retrieval
models by conducting semantic matches in document retrieval.
Among all the dense retrievers, both DANCE (FirstP) and ANCE
(FirstP) show much better performance by choosing more valu-
able negative documents to contrastively train dense retrievers.
Benefited by the dual training paradigm, DANCE (FirstP) further
improves ANCE (FirstP) with 0.7% MRR@100 score. The improve-
ment demonstrates that the additional query retrieval task can help
dense retrievers learn more tailored representations of queries and
documents.

5.2 Ablation Study
In this part, we conduct ablation studies to further explore the
roles of different components in DANCE on MS MARCO document
retrieval task, as shown in Table 2.

The two individual modules of DANCE, hyperspherical normal-
ization (Norm) and contrastive dual learning (Dual), are evaluated
in this experiment, which are two optimization strategies used in
DANCE to train dense retrievers. Norm and Dual focus on optimiz-
ing the embedding space from different aspects. The Norm module
normalizes the embedding space and maps query and document
representations into a unit hyperspherical space with L2 normaliza-
tion, making the similarity calculation mainly focusing on the angle
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Figure 2: Document Retrieval Performance of ANCE w. Dual
and DANCE during Training. The model performance is eval-
uated on the development set.

between two vectors. And the Dual module incorporates the addi-
tional training object, query retrieval task, in the training process
and mainly optimizes query embedding space for text retrieval.

We first evaluate the retrieval performance of two individual
modules of DANCE, Norm and Dual, on the document retrieval task.
Compared with baseline ANCE (FirstP), ANCE w. Norm (FirstP)
and ANCE w. Dual (FirstP) achieve about 0.7% and 0.8% improve-
ments of MRR@100 score on the development set, demonstrating
their effectiveness on learning a more tailored embedding space for
text retrieval from different aspects. With both individual modules
incorporated into the dense retriever, the performance of DANCE
(FirstP) is further improved and gets the best ranking perfor-
mance among all models.

In our experiments, we find that Norm can alleviate the overfitting
problem during training. As shown in Figure 2, DANCE shows a
more stable performance compared with ANCE w. Dual in the
training process. Some dense retrieval models also face the unstable
training problem, which encourages them to use BM25 negatives
to warm up training [40] and carefully optimize the embedding
space locally with lots of tricks [20]. The Norm module conducts
more stable training progress and may shed some light to deal with
these problems. To evaluate the effectiveness of contrastive dual
training, we regard the ANCE w. Norm (FirstP) model as our
main baseline in the following experiments.

5.3 Learned Embedding Space of DANCE
This set of experiments further explores the embedding distribu-
tions of queries and documents learned by DANCE.

Pairwise Distance of Learned Embeddings. As shown in Ta-
ble 3, we first evaluate the mean and variance of the cosine distances
between query-query pairs, document-document pairs, and query-
document pairs in the hyperspherical embedding spaces learned by
ANCE w. Norm and DANCE. We use all queries from both training
and development sets in this experiment.

By evaluating the change of pairwise distances before and af-
ter adding the Dual module, we find that DANCE shows a statisti-
cal difference of embedding distributions of ANCE w. Norm and
DANCE. First, compared with ANCE w. Norm, the average distance
of document-document pairs becomes larger in the embedding
space learned by DANCE. It shows the document embeddings learned
by DANCE are more scattered, benefiting the document retrieval

Table 3: The Statistics of Embedding Distance on MS
MARCODocumentRetrieval Task. Themean value and vari-
ance value of embedding distances between query-query
pairs, document-document pairs and query-document pairs
in the embedding space are calculated. The mean value rep-
resents the density of embedding distribution. The variance
value represents the uniformity and smooth of the embed-
ding space.

Distance Pair Mean Distance Variance
ANCE w. Norm DANCE Change

Doc-Doc 0.179 0.191 - 1.22e-5
Que-Que 0.299 0.281 - 5.00e-4
Que-Doc 0.251 0.243 - 3.71e-4

in the embedding space. Meanwhile, the mean distance of query-
document pairs shows a contrary trend. DANCE reduces it and gen-
erally concentrates the query embeddings closer to the document
embedding population, apparently leading to a smaller mean dis-
tance of query-query pairs. As shown in the next experiment, such
document embedding distribution derives from the concentrated
query embedding distribution and the contrastive training on doc-
ument retrieval task.

For all three kinds of pairwise distances, the consistently re-
ducing variance value in DANCE further manifests the learned em-
bedding spaces of queries and documents are more uniform and
smooth, which is one of the sources of the effectiveness of DANCE.

Document Embedding Visualization. In this experiment, we
visualize the document embedding space via t-SNE in Figure 3.

We choose one matched query-document pair from the devel-
opment set of MS MARCO document retrieval dataset and select
some documents to plot the embedding space. These documents are
chosen from top-ranked documents of the corresponding model,
top-retrieved documents from BM25, and random sampling. The
embedding spaces of three models, ANCE, ANCE w. Norm and DANCE,
are shown in Figure 3a, 3b, and 3c, respectively.

DANCE shows its ability to position queries and documents appro-
priately in the embedding space when training with the contrastive
dual training paradigm. First, compared with ANCE w. Norm, DANCE
can better align the query-document pairs by pulling the query em-
bedding closer to the related document. Meanwhile, the surround-
ing unrelated documents are pushed away during contrastively
training on the document retrieval task, making them more scat-
tered and discriminative. Such document embedding distribution
intuitively keeps the “uniformity” of embedding space and helps to
distinguish confusable documents during retrieval.

Besides, different with vanilla ANCE, ANCE w. Norm only nor-
malizes the representations of queries and documents and restricts
them in a hyperspherical space. As expected, ANCE w. Norm concen-
trates the embedding space and shares almost the same embedding
distribution of ANCE.

Query Embedding Distribution. In the rest of this set of ex-
periments, we select the same relevant query-document pair as
previous experiments and retrieve top-ranked negative queries
with corresponding models to visualize the query embedding dis-
tributions of ANCE w. Norm and DANCE.
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Figure 3: Embedding Space Distributions of Different Dense Retrieval Models. In Figure 3a, Figure 3b and Figure 3c, we choose
the same case from the development set to visualize the embedding distribution of ANCE, ANCE w. Norm and DANCE, respectively.
For the three figures on the left, visualized embeddings consist of a related query-document pair, top-10 negative documents
retrieved by a dense retriever, top-10 negative documents retrieved by BM25 model and 30 documents that are randomly
sampled from the whole document collection. In Figure 3d, to visualize the query embedding space, a related query-document
pair, top-20 negative queries retrieved by ANCE w. Norm and DANCE are plotted.
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Figure 4: Number Distributions of Queries and Documents
with Different Recall Frequency. All documents and queries
in the development set are divided into three groups accord-
ing to the recall frequency, which include rare, medium and
frequent.

As shown in Figure 3d, DANCE forms a more smooth and uni-
form query embedding space by better keeping the “alignment”
and “uniformity”. First, same as our previous observation, DANCE
positions the related query closer to the document in the learned
embedding space, showing better “alignment” between matched
query-document pairs. Second, DANCE learns a more homogeneous
query embedding distribution derives from contrastive training on
the additional query retrieval task, which helps to better maintain
the “uniformity” of the query embedding space.

5.4 Embedding with Different Recall
Frequency

In this subsection, we further explore how the proposed contrastive
dual training paradigm optimizes the embedding distribution. We
conduct two experiments to study the recall frequencies of queries
and documents during contrastive training and the change of the
embedding distributions with different recall frequencies.

To estimate the probabilities of queries and documents that are
sampled as negative ones in contrastive training, we use the recall
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Figure 5: Detaching Distances of Queries and Documents
with Different Recall Frequency. The recall times of queries
and documents are calculated by query retrieval task and
document retrieval task. All queries and documents are di-
vided into three groups according to the recall frequency,
which include rare, medium and frequent.

frequency for approximation. It calculates the times of queries
and documents that appear in the top-100 retrieved candidates in
the corresponding retrieval tasks, query retrieval, and document
retrieval. All queries and documents in the development set are
used in our experiments and divided into three groups according to
the recall frequency, which includes rare (recalled once), medium
(recalled twice), and frequent (recalled more than twice).

In the first experiment, we plot the number distributions of
documents and queries along with different recall frequencies in
Figure 4. The main difference between ANCE w. Norm and DANCE is
on the query recall frequency distribution. As shown in Figure 4b,
DANCE assigns more uniform recall frequencies to queries, which
balances the sampling probabilities of queries during contrastive
training on the query retrieval task. Such sampling mechanism
optimizes query representations more sufficiently, especially for
those long-tailed queries. Next, we further study how the recall
frequency influences embedding distributions.
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Figure 6: Ranking Performance of Queries and Documents
with Different Recall Frequency. The results of query re-
trieval task and document retrieval task are shown in Fig-
ure 6a and Figure 6b, respectively. All queries and docu-
ments are divided into three groups according to the recall
frequency, which includes rare, medium and frequent.

In the second experiment, we first introduce the detaching dis-
tance to serve for embedding distribution analysis. The detaching
distances of queries and documents are calculated by the mean
distances between one query or document and others in the group
of query or document. The queries or documents with larger de-
taching distances indicate that they are located in a more scattered
area and far from the query or document cluster.

Then we plot the detaching distances of queries and documents
with different recall frequencies in Figure 5. Overall, the queries
and documents with higher recall frequency usually have smaller
detaching distances. The main reason is that the semantic mean-
ings behind these representations are more confusable, leading
to similar representations, concentrated embedding distributions
and higher probabilities to be recalled in the contrastive training.
Compared with ANCE w. Norm, DANCE achieves larger detaching
distances of document pairs and smaller detaching distances of
query pairs. It again demonstrates that DANCE learns more scattered
and discriminative document embeddings and concentrates the
query embeddings in the embedding space, which are observed
in previous experiment (Sec. 5.3). Then we also conduct following
experiments to study how the embedding distribution learned by
DANCE affects the ranking effectiveness.

5.5 Effectiveness in Different Scenarios
We conduct these experiments to evaluate the ranking performance
of DANCE in two testing scenarios, recall frequency and detaching
distance. The NDCG@10 scores on both query retrieval task and
document retrieval task are shown. Three models, ANCE, ANCE w.
Norm and DANCE are evaluated in our experiments.

We first study the ranking performance with different recall fre-
quencies, as shown in Figure 6. As expect, DANCE shows consistent
improvements in the query retrieval task over ANCE and ANCE w.
Norm with different recall frequencies, which derives from training
with the additional training object, query retrieval task. In the doc-
ument retrieval task, DANCE improves the ranking effectiveness on
the queries that are frequently recalled and maintains a comparable
performance on the queries of rare and medium frequencies. The
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Figure 7: Ranking Performance of Queries and Documents
with Different Detaching Distances. The ranking results on
query retrieval task and document retrieval task are shown
in Figure 7a and Figure 7b, respectively. All queries and doc-
uments are divided into three groups, close, medium and
far, according to the detaching distances. These three groups
have almost same numbers of queries or documents. The
queries or documents with larger detaching distances are
farther away from the query or document group.

improvement on frequent queries manifests that DANCE can learn
more fine-grained representations for these queries and position
them more appropriately in the embedding space. The main rea-
son is that DANCE assigns more balanced optimization frequencies
for queries during training with the query retrieval task, which is
revealed in the previous experiment (Sec. 5.4).

In Figure 7, we evaluate retrieval effectiveness with different
detaching distances. All three dense retrievers achieve better per-
formance on both query and document retrieval tasks when the
embedding distributions of queries and documents move towards
detaching direction in the space. These queries and documents with
larger detaching distances are more discriminative and usually posi-
tioned in the scattered area of the embedding space, which derives
from the contrastive learning that pushes the negative queries and
documents away from the related documents and queries, respec-
tively. It is noteworthy that DANCE improves the query retrieval
performance of the documents with closer distances by most, as
shown in Figure 7a. Even though these documents are more confus-
able, DANCE shows its effectiveness in learning fine-grained query
representations and conducting a more effective query embedding
space by aligning the related query-document pairs and pushing
the unrelated queries away from the given document.

5.6 Case Study
Finally, we show three cases that are selected from the development
set of MS MARCO in Table 4 to analyze the ranking effectiveness.

The dense retrievers, such as ANCE, indeed show their effective-
ness in conducting semantic matches and dealing with the vocab-
ulary mismatch problem. As shown in the second case, the given
query asks the safety of the place where the “chernobyl” accident
happened. ANCE ranks the confusing document describing the gen-
eral background of “chernobyl accident” at a top rank. Such a docu-
ment is semantically related but is off-topic to the given query. In
the other cases, the given queries ask about information of “Willie



Table 4: Case Studies. Three cases are selected from the development set of MS MARCO to qualitatively analyze the ranking
effectiveness of DANCE.

Model DANCE ANCE
Query 1101870: willie mays worth
Doc. Retrieval relevant doc rank 1, recall frequency Medium relevant doc rank 8, recall frequency Medium
Que. Retrieval relevant query rank 2, recall frequency Medium relevant query rank 6, recall frequency Rare
ID, Rank D1658662, 1 D1411505, 1
Title Who is Willie Mays? Biography, gossip, facts? Mo Williams Maurice Williams Jr
Snippet ... Advertisement Willie Howard Mays Jr. (born May 6 1931) is

a retired American professional baseball player who spent the
majority of his major league career with the New York and San
Francisco Giants before finishing with the New York Mets....

... Williams (born December 19, 1982) is an American profes-
sional basketball player who currently plays for the Portland
Trail Blazers of the National Basketball Association (NBA) ...

Query 414714: is it still dangerous to go to the place of where the chernobyl happened
Doc. Retrieval relevant doc rank 2, recall frequency Rare relevant doc rank 6, recall frequency Rare
Que. Retrieval relevant query rank 1, recall frequency Medium relevant query rank 2, recall frequency Rare
ID, Rank D1761818, 2 D2092055, 2
Title How radiation-safe are short-term trips to the Chernobyl Zone? .
Snippet ... Up to now in the Zone there are places with considerably ele-

vated and perhaps even deadly radiation. A prolonged, careless
stay at such places can lead to radiation injuries of the body
and, perhaps, even to chronic radiation sickness ...

Preface: The Chernobyl Accident On 26 April 1986, the most
serious accident in the history of the nuclear industry occurred
at Unit 4 of the Chernobyl nuclear power plant in the former
Ukrainian Republic of the Soviet Union ...

Query 764139: what is ladder move
Doc. Retrieval relevant doc rank 3, recall frequency Rare relevant doc rank 10, recall frequency Rare
Que. Retrieval relevant query rank 2, recall frequency Medium relevant query rank 20, recall frequency Rare
ID, Rank D3220966, 3 D3268840, 3
Title Your next career move: The ladder or the lattice? What Is a Lateral Move in Reference to Employment?
Snippet ... Up is not the only way forward Climbing the ladder is the

traditional model for career growth, taking a single pathway
upward through the corporate hierarchy ...

... A lateral move in employment is when an employee transfers
to a different department in the same company or to a different
company – without any significant change in his salary ...

May” and “ladder move”, but ANCE ranks documents that are about
“Maurice Williams” and “lateral move” with higher ranks. These
documents are unrelated and off-topic to the given queries, but ANCE
shows less effectiveness to distinguish the actually matched docu-
ments from such confusable documents, making the performance
of dense retriever worse than matching with discrete bag-of-words.

Different from ANCE, DANCE incorporates an additional query re-
trieval task training object, which mainly focuses on learning query
representations and optimizing the embedding space. Under the
contrastive training, the query retrieval task learns query likelihood
and keeps the “uniformity” and “alignment” in the embedding space.
It benefits all three cases and helps to achieve better ranking per-
formance on both query retrieval task and document retrieval task
compared with ANCE. To sufficiently train the query representations,
DANCE increases the recall frequency of these queries in the query
retrieval task, making these queries have more probabilities to be
sampled during the contrastive training. Our case studies show that
DANCE can assign the matched documents with top ranks, manifest-
ing DANCE can better “align” the matched query-document pairs
from confusable document clusters by learning more fine-grained
query representations.

6 CONCLUSION
In this paper, we propose a training paradigm, Contrastive Dual
Learning for Approximate Nearest Neighbor (DANCE), to train dense
retrievers. DANCE introduces the additional training object, query

likelihood, in dense retriever training to learn query and document
representations. Different from ANCE, DANCE concentrates the query
embeddings and assigns more uniform recall frequency to queries
to sufficiently optimize their representations, while the document
embedding distribution is optimized to be more scattered and dis-
criminative. Through such embedding space optimization, DANCE
achieves better ranking performance than the previous state-of-the-
art dense retriever ANCE, especially for the documents that are more
frequently recalled during contrastive training on the document
retrieval task. Even these documents have smaller detaching dis-
tances and are hard to distinguish, DANCE shows better performance
on them by learning more fine-grained query representations, bet-
ter aligning related query-document pairs, and forming a more
uniform and smooth embedding space for retrieval tasks. The ob-
servations of our work provide some possible directions to further
improve dense retriever effectiveness and sufficiently optimize the
embedding space by learning more effective query and document
representations during contrastive training.
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