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ABSTRACT
Interesting approaches to counteract performance variability within
cloud datacenters include sendingmultiple request clones, either im-
mediately or after a specified waiting time. In this paper we present
a performance model of cloud applications that utilize the latter
concept, known as speculative execution. We study the popular
Join-Shortest-Queue load-balancing strategy under the processor
sharing queuing discipline. Utilizing the near-synchronized service
property of this setting, we model speculative execution using a
simplified synchronized service model. Our model is approximate,
but accurate enough to be useful even for high utilization scenar-
ios. Furthermore, the model is valid for any, possibly empirical,
inter-arrival and service time distributions. We present preliminary
simulation results, showing the promise of our proposed model.

CCS CONCEPTS
• Computer systems organization → Cloud computing; Re-
dundancy; Reliability.
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1 INTRODUCTION
Speculative execution is a popular method employed by cloud
providers as a tool for increasing predictability of the execution
time of jobs [3, 7]. Redundancy is introduced by launching copies
of tasks that have been running for an unusually long time. The
general idea is that the unpredictability of task execution times
due to effects such as resource contention or network queues, can
be mitigated by identifying slow running instances and launching
copies that will hopefully complete before the original.

A closely related topic which has recently received increased
attention from researchers is cloning. As explained by Ganesh et
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al. [2], cloning can be seen as a special case of speculative execution
with no speculation time, i.e. all clones are sent immediately. We
refer to [6] for more related work on this topic.

Much of the research on speculative execution have been done
considering the case of straggler mitigation in distributed comput-
ing using big data frameworks such as MapReduce [4]. Here a job is
split into several tasks, and is not considered completed until all, or
a subset, of tasks have been completed. The ultimate response time
of a job is thus highly sensitive to slow running tasks. Modeling
and analysis of such systems often either assume that each server
can only take a single job at a time [8], or that the introduction
of redundancy does not affect the service times of other jobs. An
exception for the latter is the recent contribution of Aktas et al. [1],
which shortly considers the effect of redundancy on the response
time distribution of tasks.

In this work we instead consider the case of replicated cloud
applications subject to independent user requests, and seek tomodel
the behaviour of such systems under speculative execution from a
queuing model perspective. Our approach is dependent on two key
concepts from [6], summarized in the following paragraph.

Near-Synchronized Service. The concept of synchronized ser-
vice was introduced in [6] to simplify modeling of request cloning.
Its full definition is given in [6], but in short, cloning under synchro-
nized service implies that the clone that completes first is the one
that receives the shortest service time. For the processor sharing (PS)
queuing discipline, synchronized service implies that all n request
clones rc1:n of an original request ro experience identical processor
shares across all n servers. As synchronized service is very difficult
to achieve in practice, the concept of near-synchronized service was
further introduced in [6] to model scenarios that include imperfec-
tions such as arrival and cancellation delays. Additionally, it was
shown empirically that the widely used load-balancing strategy
Join-Shortest-Queue (JSQ) provides near-synchronized service for
all request clones rc1:n , when using PS as queuing discipline. This
property is very interesting as it allows for accurate approximate
performance modeling of JSQ cloud applications subject to cloning,
by using a simplified synchronized service model.

Contributions.Using the near-synchronization property of JSQ
under PS, we (i) derive a novel performance model for replicated
cloud applications subject to speculative execution; (ii) assuming
Poisson arrivals, use existing results from queuing theory to obtain
an approximate yet accurate expression for the average response
time; and (iii) empirically demonstrate the potential of our model
through simulations.

2 MODEL
We consider performance modeling of a cloud application repli-
cated overm homogeneous servers, modeled using the PS queuing
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Figure 1: Speculative cloning for an example scenario S2 = {s1, s2}. From F 0r at s1, three intermediate CDFs are formed using
equations (2)-(4). Then F 1c is added to F 0r at s1 according to Eq. (1) to form F 1r . The procedure is then repeated at s2 to form F 2r .

discipline with service rate µ. User requests ro with rate λ enter at
the load balancer, leading to a system utilization ρ = λ/(mµ). The
requests are dispatched to the servers using the JSQ strategy, that
always chooses the least occupied server. We do not assume any
specific distributions, however, for simplicity we require the service
times to be independent and identically distributed (i.i.d.) across all
m servers. When a specified amount of service time has been pro-
cessed for an original request ro , a speculative clone r is is dispatched
to a unique server, again using JSQ. This server system under JSQ
and PS was shown in [6] to provide near-synchronized service,
while our modeling approach is performed assuming synchronized
service. Our derived performance metrics, including utilization ρ
and average response time T , are thus approximate.

Define si as the service time when the speculative clone r is is
dispatched to the server system and Sn = {s1, s2, . . . , sn } as the
ordered set of the service times of all speculative cloning instances
with si−1 ≤ si . Denote by F (x) the cumulative distribution function
(CDF), and F 0r as the original service time CDF. Using Theorem 2
in [6], the following iterative formula (1) can be used to determine
the resulting service time CDF Fnr for the speculation scenario Sn :

F ir (x) =


F 0r (x), x ≤ s1
F 0r (s1) + (1 − F 0r (s1)) · F

1
c (x), s1 < x ≤ s2

...

F i−1r (si ) + (1 − F i−1r (si )) · F
i
c (x), si < x

(1)

with the intermediate CDF F ic (x) determined as

F ia (x) = F i−1r (x |si < x) (2)

F ib (x) = F 0r (x − si ) (3)

F ic (x) = 1 − (1 − F ia (x)) · (1 − F ib (x)). (4)

The algorithm is visualized in Figure 1 for an example scenario S2.
From (1), we can calculate the new average service rate µ(Sn ) for a
scenario using n speculative clones as

µ(Sn ) =

(∫ ∞

0
(1 − Fnr (x))dx

)−1
. (5)

We define the service factor fµ (Sn ) as the normalized increase of
µ(Sn ) compared to the original µ(S0) = µ:

fµ (Sn ) =
µ(Sn )

µ
. (6)

To model the changes to the server system load, we need to consider
the amount of speculative clones sent for each original request ro
and the time they spend in the system. We define the speculation
factor f ip for a speculative clone at time si as the probability f ip =

1 − F ir (si ) that the clone is sent. Furthermore, we define the sojourn
factor f is for a speculative clone sent at time si as its time spent in
the system compared to the original request ro

f is =

∫ ∞

si
(1 − Fnr (x |si < x))dx∫ ∞

0 (1 − Fnr (x))dx
. (7)

Now we define the arrival factor fλ(Sn ) for the total contributions
to system load from all n speculative clones as

fλ(Sn ) = 1 +
n∑
i=1

f ip · f is . (8)

Finally, the load factor fρ (Sn ) can then be defined as

fρ (Sn ) =
fλ(Sn )

fµ (Sn )
. (9)

fρ (Sn ) > 1 thus means that speculative cloning under scenario
Sn results in an increase of the original system load ρ(S0) = ρ,
whereas fρ (Sn ) < 1 represents a decrease. Also, we can define the
modeled utilization of scenario Sn as

ρ(Sn ) = fρ (Sn ) · ρ. (10)

Equation (10) is very useful as it allows us to determine stability
for the scenario Sn by studying if ρ(Sn ) < 1. Note that the arrival
factor fλ(Sn ) > 1 does not imply an increase in the arrival rate
of original requests ro , i.e. λ(Sn ) = λ(S0) = λ for all n. Instead, it
represents the contributions to the system load from all speculative
clones. We model this as a decrease in the number of available
serversm(S0) =m as

m(Sn ) =
m

fλ(Sn )
. (11)

As a result,m(Sn ) ∈ R+ is defined as a positive real number. Note
that for non-speculative cloning (with all clones sent at si = 0),
fλ(Sn ) and m(Sn ) assume integer values. The clone-to-clusters
model in [6], which divides n servers intom clusters thus fits as a
special case in our speculative execution model.

To be able to get explicit response time measures, we need to
assume Poisson arrival rates for λ(Sn ). This allows us to utilize the



0.4 0.6 0.8
0.98

0.99

1

1.01

1.02

Utilization ρ(Sn )

ρ
(S

n
)s
im

/ρ
(S

n
)

S1 S2 S3

(a) Simulated vs modeled ρ(Sn ).

0.4 0.6 0.8
0.85

0.9

0.95

1

1.05

Utilization ρ(Sn )

T
(S

n
)s
im

/T
(S

n
)

(b) Simulated vs modeled T (Sn ).

0.4 0.6 0.8
0.8

0.9

1

1.1

1.2

Utilization ρ(S0)

T
(S

n
)s
im

/T
(S

0)
si
m

(c) Speculation scenarios Sn vs S0.

Figure 2: Simulation results using 20 repeated runs with 106 requests. Confidence intervals are tight and left out for readability.

very accurate (within 2-3%) approximate response time model for
JSQ under PS from [5]. It provides average response times T (Sn )
from the inputs (i) arrival rate λ(Sn ); (ii) service rate µ(Sn ); and
(iii) number of serversm(Sn ).

Using a simplified synchronized service approach, we are thus
able to approximately model utilization, stability and average re-
sponse times for a replicated cloud application under a speculation
scenario Sn , assuming a JSQ+PS setup. The model accuracy is a po-
tential issue that is examined in the next section. Another drawback
with our approach is that it might be complicated to implement
triggering of speculative clones at processed service times si as
these can be cumbersome to keep track of in a real system.

3 EVALUATION
We evaluate our model using a discrete-event simulator, based on
the cloning-simulator from [6] but extended with support for
speculative execution.We use Poisson arrivals and our service times
are distributed as Pareto (Type 1, shape=2.1, scale=0.5). We simulate
usingm = 10 servers under system loads ρ(Sn ) from 0.3 to 0.9 and
consider three different speculation scenarios: (i) S1 = {1.5}; (ii)
S2 = {0.7, 1.0}; and (iii) S3 = {0.3, 0.6, 0.9} (all units in seconds).

Figure 2 shows our preliminary results. In Figure 2a, the simu-
lated system utilization ρ(Sn )sim is normalized against our modeled
ρ(Sn ). The results are very close to 1 for all scenarios and loads,
which points towards that our model is very accurate at predicting
utilization and stability. Figure 2b shows the results of the simulated
average response times T (Sn )sim normalized against our modeled
T (Sn ). As can be seen, the accuracy of our model is very high for
low to medium loads for all three speculation scenarios. However,
for higher loads our model accuracy is worse (but still reasonable)
for the more complicated scenarios. A probable explanation is that
the service is further away from synchronization here. The final
Figure 2c shows the results of the simulated average response times
T (Sn )

sim for the speculation scenarios normalized againstT (S0)sim,
where no speculation is present. A value below 1 indicates that the
speculation scenarios are beneficial, and as can be seen all three
scenarios perform well for low loads. Scenario S1 distinguishes
itself from the the other two by actually outperforming the no spec-
ulation case at all system loads. The reason is that its load factor
fρ (S1) is below 1, i.e. it always decreases the system load. This is
very interesting as it can be shown, using techniques from [6], that

standard cloning (all si = 0) under this particular Pareto distribu-
tion is only beneficial for low loads. Speculative execution thus has
the potential to be more useful than cloning under high loads.

4 CONCLUSION
We have presented a novel model of a replicated cloud applica-
tion subject to speculative execution, that looks promising in our
preliminary evaluation. We plan to expand our evaluation to be
more general, and to use our model to find optimal speculation con-
figurations S⋆

n , providing the shortest response times. A possible
approach could be to search for the configurations that minimize the
system utilization, in order to provide performance enhancements
even for server systems under high load.
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