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ABSTRACT

Many of the successful multimedia retrieval systems foausl®
veloping efficient and effective video retrieval solutionith the
help of appropriate index structures. In these systemgyubeyis

an example video and the retrieved results are similar vitips
which are availablepriori in the database. In this paper, we ad-
dress a complementary problem of filtering a video streanedas
on a set of given examples. By filtering, we mean to detecgptcc
or reject the part of a video stream matching any of the given e
amples. This requires matching of example videos with théren
video stream. Since the concepts of interest could be compie
avoid explicit learning of a representation from the exanptieos
to characterize the visual event present in the examplesnbtidel
the problem as simultaneous on-line spotting of multipleregles

in a video stream. We employ a vocabulgiig for the filtering pur-
pose and demonstrate the applicability of the techniquevariety

of situations.

Categories and Subject Descriptors

H.3.1 [Content Analysisand Indexing]: Indexing methods; H.3.3
[Information Search and Retrieval]: Clustering, Information fil-
tering; 1.4 [Computing Methodologies]: Image Processing and
Computer Vision—Applications

General Terms
Algorithms, Experimentation, Performance

Keywords

Video filtering, Indexing and retrieval, Vocabulary Triegpfy De-
tection

1. INTRODUCTION

In this paper, we address the problemvifeo filtering the on-
line process of identifying video segments from a contirsugtoeam
of videos, which are similar to a given set of examples. Trawial
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Figure 1. Overview of the Example-based Video Filtering

filtering approaches were aimed at accepting or rejectidgovin-
formation by manipulating the video in spatial or frequermntty
main [29]. They extensively used the mathematical modddsae
to signal processing for filtering (say low-pass or highsg)asy
manipulating pixel values. However, our approach to fittgris
more “semantic” in hature, where we would like to filter videegy-
ments based on the visual content present in them. In thik,wor
the visual content to filter, is implicitly characterized hyset of
examples availablapriori. Like many other semantic tasks (eg.
content-based retrieval), our method also depends on thehing
of videos.

Example-based content-level processing of multimedispean
popular in video and image retrieval literature [22, 27,. 30je fo-
cus has been on identifying appropriate descriptors [3@]davel-
oping scalable systems which enable efficient retrievahfroil-
lions of images or video key-frames [22, 27]. There has akenb
significant interest in characterizing and recognizingvis and
semantic concepts from video examples [15]. This classgd-al
rithms, first learn to characterize the events from trairdata by
computing a classifier, and then apply the learned conceptew
situations.

However, many concepts of practical interest are not easgpto
resent and learn. For example, the concept of violence iffieudt
concept to characterize, even for the state-of-the-arhinadearn-
ing algorithms. One may also come across categories likerem
cials in video streams which have high within class variaace
relatively small inter-class variance. On the other handnynof
these concepts can be described with the help of examplds. Th
allows us to model the problem asnultaneous spottinig a video
stream. This approach could meet the immediate requirenfent
filtering the video stream based on the visual content.

In many practical situations, a human is present within topl
of a video processing system. For example, a human opegator i
often associated with surveillance video processing fiiraiimg
actions based on the video content. In such casetine spotting
of relevant information from a video sequence can be of imsaen



help. We demonstrate that this is feasible even when a robcmsg-
nition of the specific concept is probably impossible.

We model the problem of video filtering in a manner complimen-
tary to that of video retrieval. We begin with a set of exarsftea-
ditional “queries”) which are indexed in the database. Tdrgédr
video collection, which needs to be processed, is unseéngiine
offline indexing phase. The video collection is processediram
to identify the concepts represented by the given set of plesn
In a way, what we are interested is in spotting rather tharereng.
Traditional retrieval systems focus on scalability to adatabases
for efficiency in retrieval. Our focus is on enhancing theotigh-
put of the system and making the algorithm capable of simelta
ous spotting of multiple examples. Our formulation alseefifrely
utilizes the sequence information of the video stream,eratian
treating it as a set of frames.

The notion of video filtering is highly related to image andeo
retrieval. Some of the related directions of research agdlypre-
viewed in Section 2. Basic idea of example based video filteri
is presented in Figure 1. On-line video is matched with a §et o
indexed examples for locating their possible presenceesT(eg.
KD Tree, Vocabulary Tree) have been popular for indexingdar
video/image collections and processing smaller queries.ugé¢ a
Trie data structure to index the examples and processing the vide
stream. Details of our indexing scheme is presented in Gesti
We, then demonstrate the application of the video filterorgtiree
different tasks in Section 4. We conclude the paper in Se&iby
describing some of the future extensions.

2. RELATED WORK

Most of the content based image and video retrieval systems
identify similar objects to a given query [7]. Both query atadabase
objects are represented with the help of a set of featureigtss.
Earlier approaches used color, texture and shape dessripgim-
puted globally or locally to describe the visual contenthof tm-
ages. This has been successful in retrieving images witbepia
which are rather weak, (for example, “images with red flowers
"scene of a sun-set next to water"). With this initial suscabe
focus shifted to retrieving specific objects (under widedyying
imaging conditions) or object categories. Invariant digsion of
interest points and patches have been the key to the sucdbese
situations.

Image and video retrieval has been successfully attemjoted f
retrieving objects of interest invariant to scale, ori¢éiotaand il-
lumination [22, 27, 32] in diverse multimedia collection§hese
methods primarily addressed the scalability issue towiaidisxing
in large databases. The videos are represented by thefrdmes,
which in turn are described as a bag-of-interest-regioreatutes
describing regions-of-interest are quantized using Ksmaex hier-
archical K-means, in an offline phase to build a visual-votaty
for the given data set. The video collection is then inde)gairest
this visual vocabulary. Once indexed, the database caievetr
videos corresponding to “short” queries, such as a (pafimn-
age or key-frame selected by the user. Another set of wodists
on building efficient indexing schemes for multimedia cciens.
Successful examples include LSH [11], min-hash [3, 4], pyca
match hashing [9], vocabulary forest [32], etc. Vocabulaeg has
been used for efficiently indexing and retrieving large nemabf
images [22]. A hierarchical partitioning of the feature apanakes
the quantization efficient. Also the retrieval and rankiriglocu-
ments are simultaneously achieved by traversing the tree.

has received very little attention. One of the related mobivhich
received some interest in recent past is that of adaptingnthex
structure with changes in visual content. In this directideh et
al. [32] extended the notion of vocabulary tree to vocabulargso
while making the indexing process applicable to dynamidrenv
ments. Yanet al.[31] performed content based copy detection over
streaming videos. In this paper, we aim at defining a trieethas-
chitecture for content-based processing of video stre@uos.trie
based solution allows simultaneous matching of multipneples.

An important requirement in on-line processing is to regie
video clips of interest as and when they arrive. This is ginmid
the concept okeyword-spottingpopular in speech processing and
document image retrieval [24]. Keyword spotting method=sate
the possible occurrence of the query word by matching wignev
possible words in the database. In the case of documeravaitri
words are often segmented first and indexed using a set ofjappr
ate features. However such methods are not directly afyidar
video data, due to the difficulty of characterizing the viantent
corresponding to each concept.

Content-based filtering of images and videos are attempted i
literature for applications like adult content detecti@ B4], re-
moval of commercials [5, 28], event detection [20], copyedet
tion [17] etc. Most of these methods formulate this problenaa
object/scene recognition or detection by using an appaitglas-
sifier in the right feature space. For example, the filtersedirat
removal of adult content or detection of fire formulate thelgpem
in an appropriate color space [20, 33]. In general, examjoleos
frames are used in an offline situation to learn the right rhode
a classifier. Then the new unseen video frames are classfied u
the learnt model/classifier. Accept and reject filters usgadtdm-
mercial removal also employ similar techniques. Colorabal.[5]
attempt to characterize the commercials with the help oflwel
features and classify the video segmente categories With the
category of commercials becoming more and more diversdy suc
classification models in simple feature spaces are founc tm-b
sufficient. Content-based copy detection (CBCD) techrichave
received significant attention in recent years [12, 16].usSaaf re-
search has been on defining the right set of descriptors varieh
invariant to the allowable set of transformations [17]. fehbas
also been significant concern about the computational cexitpl
of this class of algorithms because of the practical apfitina in
video sharing systems.

In this work, we would like to retrieve concepts from streaqi
videos, based on the similarity of a video sub-sequenceami¢hof
the given examples. This similarity has to be efficiently pomed
for each given example, for each incoming frame. To addigss t
we use thélrie data structure. Trie has been extensively used as an
index structure in the area of string matching [26]. Trie su#fix
tree representation which can be used to find the stringsitbax-
actly or approximately matched to a given query string. Saffer
text searches (exact or approximate) with costs which alepen-
dent of the size of the document being searched. By posing the
problem of indexing multimedia data for video processirignilgr
to indexing in document search, the Trie can be used for vieo
dexing [2, 23]. We describe our Trie construction in thedaling
section.

3. VOCABULARY TRIE

Popular video retrieval systems aim at indexing large dqtiest
of images and videos, and serving a small set of queries \wéitey

Focus of most of these approaches has been on indexing largedeployed on the field. Focus has been on the efficiency irevedri

amount of multimedia data to efficiently search within theegi
collection. However, on-line structures for indexing \ad&reams

and scalability to large video databases. These formulsitigp-
ically employs trees [22], hashes [9] or inverted indiceg] [fr



the indexing of the visual data. Our objective is to procéien)
large amount of videos with the help of an index structureciviig
built out of a relatively small set of example videdkhe indexing
scheme that we require should be capable of

1. indexing relatively small number of examples availape-
ori

2. processing of large amount wfiseervideos

3. avoiding explicit segmentation of video stream for matgh
with example videos and

4. employing any generic comparison scheme for comparing

frames/sequences.

We achieve these objectives with the help of a trie data tstreic
Tries are ordered tree data structures popular for a nunfhasks
related to information retrieval [14]. They are useful foatch-
ing, based on some similarity measure, for sequences ofagmb

in a language. A path from the root to a leaf represents a symbo

sequence inserted into a trie, during the indexing. Thernedes
store the identifiers of symbol sequences. An example ofigrie
shown in Figure 2. Tries get constructed from a sequence-of al
phabets. An alphabet can be a scalar or vector or even a set rep
sentation. When trie is used for detection in an on-linaragtthe
stream of data gets matched/aligned with the sequence @snod
and any successful termination at the leaf is treated asic ded
tection. Tries are also used for approximate string matc2e].
Importantly, tries are not sensitive to the curse of dimemality
problems which is a challenge in multimedia computing.
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Figure2: Example Triefor set of words

based on color could be quite insufficient. One could alsokthi
of representing the video frame(s) with the help of a set tdrin
est points and their representations such as SIFT for nmatemd
detection.

We represent the video at frame level using the featureatsait

A video (or even a key frame) can be represented as sequence ofor the given task. The feature space is quantized kitbins us-

symbols or visual words and indexed into a Trie structurds T
made possible by the quantization of the visual data to mredLfi-
nite set of alphabets from a given video sequence [22, 27gtAfs
videos to be indexed results in an appropriate vocabulaoydsy
and define the problem space. Traditional quantizationreeke
employ K-Means or its variants for the quantization and boea
lary construction. The resulting symbols/alphabets arméal by
representing quantization cells or clusters in the feapeee.

In our case, number and diversity of examples could be signif
icantly smaller than the total amount of video that trie reeéal
process. In such cases, adding negative examples into aiméizar
tion step allows one to control the detection (false positind false
negative) rates. When the examples are diverse enougheriogéu
of the negative examples seems to be negligible. Sinceithéstr
represented in terms of index of clusters, representatiomepen-
dent of the dimensionality of the feature space, as is the icaany
bag of words representation.

There are two basic problems in formulating the on-line eide
processing problem using Trie: (i) representation of viseguences
with the help of discrete symbols (ii) computing similag#iof two
video frames.

3.1 Representation and Matching of Videos

It is intuitive to use a temporal representation for vidagdjke
the popular representation as a set of key-frames [27],inikinot
suitable for on-line processing of videos. Let us considsingple
representation. A video frame is represented as the aveaige

of the frame and video clip is represented as a sequence bf suc

color descriptors. Such a frame-level representationdcbalsen-
sitive to the temporal sampling/segmentation process. conél
also represent the averaged color over a set of consecudine$
(overlapping or non-overlapping) as another measure ferde:
scription. For many practical applications, a simple repreation

ing features extracted from a limited set of training datsing a
clustering algorithm. Each feature is then indexed to tlosedt
quantized bin, each frame then represented as a set of thase q
tization indexes. The sequence of the frame features isinded
trie construction and look-up.

Exact matching of two words or bag of words for detecting iden
tical content could be relatively straightforward with ammason-
ably invariant representation. In many practical situaioone is
interested in matching which allows partial and inexactahes
of two representation of words. When the alphabets are itbescr
by a set of interest point descriptors, one could define atmaic
score based on the cardinality of intersection of the reptagions
in the video stream and in the trie. Such a similarity score used
earlier in [3].

3.2 TrieConstruction

The given set of example videos are indexed in a trie. Voeaiul
trie construction from example videos, is pictorially shoin Fig-
ure 3. During the construction phase, the trie is increniigriailt
from each example. The common prefix sub-sequences aredlign
for those examples which have similar frames to begin with.

The trie has a heiglit and a breadth. Each frame of an example
video occurs at different depths from the node. Hence, tighhef
the Trie is the length of the longest example video. Each gkam
video constitutes a path from the root to a leaf of the Triee THaf
is labeled with the concept of the example. Example videasesh
the nodes corresponding to “similar” frames at the samehddjte
total number of leaves in the trie is the number of given eXas)p
N. In the worst case, each example will constitute a distimth p
from the root to the leaf. In this case, the storage complexiuld
be O(h.N) and the time for building the trie would b&(N?)
requiring only the first frame to be compared with the presigu
built trie. The ideal case is a balanced trie, with equal ditea
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Figure 3: Building a Vocabulary triefor video sequencesand using it for processing the input video stream.

at all depths. The storage complexity in the ideal case wbeald
O(h.b) (b << N), while the time complexity would b&(h.b.N),
since each frame is matched witimodes at each depth.

Each edge of the vocabulary trie is a symbol. An input seqeienc
of words takes the path along the edge, symbol corresporiding
which is most similar to it and the similarity is above a carta
threshold. During detection, each frame is checked for aiples
match with any of the nodes dt= 1. Whenever there is a match,
the subsequent frames are matched down the vocabularamde,
so on. If the sequence of frames from the on-line video teatsm
in aleaf node, the appropriate concept is said to have beeatdd.

Algorithm 1 summarizes the trie construction and detection pro-
cess. During the off-line phase, examples are inserted theo
database. During the on-line phase, the trie allows fastgaging
of the given video sequences.

Such a trie can introduce a latency equal to the maximumtengt
among the example videos, in the worst case. Matching iridrie
efficient, since only a few set of nodes will be evaluated farstn
frames. Such a sequential matching, in general, favorsetealse
positives. However, the matching threshold can be variedmdrol
the detection rates, depending on the application.

The score/matching performance of a video sequence depend
on (i) the length of the sub-sequence which it matches, nerma
ized with respect to the length of possible paths in the ttiécty
has this as a sub-path (ii) the quality of match of each of the a
phabets/symbols. (iii) Number of tries which generatesnivays/
detections. Score of the query video is equal to the numbtreof
frames that match with the examples in database. If the ssore
above a threshold, then the video is blocked.

4. APPLICATIONS

We now demonstrate the application of vocabulary trie oreasp
trum of situations. We start by demonstrating the applidstof
this method to the detection and removal of a seafori known

commercials from a broadcast video stream. The task is to de-

tect the possible presence of a sequence of video frame$ atec
identical or highly similar to those available in the datsdaln the
second application, we address the problem of detectingsab
videos where a larger set of transformations are possifzle Qur
method allows the detection of copies of multiple videos single
pass (processing cycle). We then demonstrate the appiigaidi
vocabulary trie in situations where relatively complex ogpts of
human activity, is spotted in images and videos.

4.1 Commercial Removal

Removal of commercials (or a set of example videos) helpgn se
menting, summarizing, storing and processing of broadgesbs
[19, 28]. They are also an integral part of information eatal
systems designed for broadcast videos. Identificationeoégam-
ples could be done either manually or with the help of audsorad
clues. Given a set of commercials, we index them into a vocabu
lary trie in the offline phase and use it for detecting the @nes
of similar video segments from the “test” videos. Duringarihg,
we extract color histogram features and build an associateabu-
lary by clustering them using K-Means, to 500 clusters. Tikaal
Swords (or the cluster indices) are then used to construdtithe

The trie is tested over a video sequence of 300 hours duration
(or approximately 300 GB in MPEG) captured from 10 different
broadcast news channels. We detect the possible preserece of
commercial in this video sequence in about a second (exdudi
the feature extraction time). The false positive rate oédng the
commercials is about 28%. The false positive rate could theasd
further by using more complex and discriminative featuse® the
next sub-section). Our method scales to large number of @mm
cials without any significant loss in computational effi@grmor the
precision as demonstrated in Figure 5. The exact time rexpgnt
depends on the percentage of commercials in the video seguen
In our case, commercials occupied 16% time of the video durat

To further evaluate the performance of the vocabulary mide-
tection of commercials, we manually ground truth-ed a degatof



Algorithm 1 Vocabulary Trie

Trie-Construction In the offline phase, trie is constructed
from example video sequences for the given examples:
Vi,Va...

e Initialize an empty trie. For the given examples:
1,2, ...

e Find the longest prefix sequence which is common
to the trie and the th example video. When a mis-
match takes place in the sequence, initiate a new
path resulting in termination of the leaf node labeled
with this example.

Online-Detection In the on line phase, video stream is pro-
cessed for the possible presence of the examples.

e For the given sequence of words, pass through the
trie until either we get a leaf node or no path is avail-
able.

¢ If we reach the leaf node, return back success with
the detail of the example and the location from
where the possible sequence started.

20Hrs with 250 commercials. In addition to the label, stad and

groupingp consecutive frames together and obtain the word corre-
sponding to the mean of their feature descriptors. We detraias
the variation of false-negative rate within Figure 6(c). We can ob-
serve that false-negative rate increases with temporaitigagion
parametep.

Thus, it can be seen that the vocabulary trie allows efficiot
scalable spotting of commercials in a video stream withifigmt
amount of flexibility on false positives/false negatives.

4.2 Content Based Copy Detection (CBCD)

Content-based copy detection has received significanttate
in recent years due to its immediate practical applicatj@8s17].
On-line CBCD [31] is becoming an important problem, to filter
duplicates in multimedia collections. The vocabulary &pgroach
is directly applicable to the problem of on line CBCD.

Popular methods for CBCD extract a small number of pertinent
features (called signatures or fingerprints) from images wideo
stream and then match them with the database according -a de
icated voting function [17]. An important requirement whibas
come to existence in this problem is the capability to defect
match) possible copies of multiple video clips with minincaim-
putational overhead. There are two important steps insglthis
problem: (i) efficient methods for similarity computatidi) @etec-
tion of copies by accumulating the similarity scores. Sttéhe-
art methods focus on solving the first part efficiently. Outtmod
is also capable of addressing the scalability in numberdéas to
be matched as demonstrated in the last section.

In the CBCD setting, one needs to allow larger amount of vari-

frames were also annotated. Some example frames from the com ability for defining duplicates. A copy could be a video clipieh

mercial videos used can be seen in the Figure 4. The detquion
formance of the commercials depends on various paramatéss.
use F-score as evaluation measure, which takes both thisiprec
and the recall into account. It is defined as

P 2 * (precision * recall)

(precision + recall)

In Figure 6(a), we demonstrate the effect of length of commer
cial on the detection rate. In general, it is observed thagéo the
duration of the commercial, better the detection rate. Risr éx-
periment, we have used the number of clusters (visual woodsg
500. Number of visual words used for representation of tlewi
sequence also affect the detection rates. In Figure 6 (bjlenen-
strate the effect of number of clusters on the detection fafith
increase in number of clusters, the detection rate alseases.

Many practical situations for video filters require conlirgj of
the false positive/false negative rates depending on thkcagion.
As mentioned in the previous section Vocabulary Trie allfes-
ibility in design, and thereby parameters which can diyeaffect
these rates. We vary the length of the example and query violeo

Figure4: Example frames from the Commercial Videos used

is modified in appearance (eg. color, contrast), geometyyrde
size, cropping) or re-capturing (eg. perspective effeoterlaid
text) etc. [18]. To accommodate these variabilities, weSIsd [21]
and SURF [1] feature descriptors computed over interesttpod
describe the frames. The visual vocabulary is built usireyar:
chical K-Means algorithm. In most situations, vocabularygon-
structed by quantizing the feature descriptors obtainaah fexam-
ple videos. In our case, Trie is supposed to function on aimil
examples as well as large number of non-example situatiinss
we tried introducing feature descriptors from non-examydeos
while quantizing. While clustering we weigh the distancenir
non-example videos by, a measure of importance. We build the
trie with a symbol/alphabet represented frames, which exds\a
video into a sequence of sets (bags) of visual words. Given tw

‘Time vs No. of commercials False Positives vs No. of commercials

M,

Filtering time for 300hrs of video(seconds)
False Positives

L
250 0 50

L L L
100 150 200
No. of commercials in the Trie
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L L L
100 150 200
No. of commercials in the Trie

(@)

L
0 50 250

Figure 5. Scalability of Trie for detecting commercials in
broadcast TV. (a) Time Vs No. of commercials and (b) False
positives Vs No. of commercials. One can observe the scalabil-
ity of the system to large number of examples
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Figure 6: Effect of (a) duration of commercials, (b) number of visual words on F-score and (c) Temporal quantization parameter p
on false-negativerate

elements of the sequencé,and B, we define the similarity as:

. _ |ANn B|
Sim(A, B) = A0 B| Q)

In our first experiment on CBCD, we compare the performance
of different features and trie parameters for a set of 10@@wi
clips. Original video clips were obtained from broadcasivsie
channels. Video clips were manipulated by blurring, addiotge,
cropping, resizing, gamma correction etc. We use averagggion
for performance evaluation as used in most of the CBCD tds}s [

We compare the performance of the above two features and Trie
parameters, and present the results in Table 1. The inpabvid
stream is formed by 100 transformed example videos and sideo
not present in the database which constitute a total of 46Kiés
when sub-sampled at the rate 2fps. Times reported do not in-
clude the time taken for feature extraction. It can be oleskthat
the performance in general improves with Vocabulary si¢eRe-
sults are also not much affected by increasing the numbetaohe
ples, N, to build the trie though the time of processing increases.

In a generic video filtering situation, there are other pcatt

Figure 8. Examples of original and transformed video frames
of Muscle data-set

Forest of Tries To deal with the case (ii), we build a forest of N
tries numbered from 1 t&/, each of maximum deptP. For
building the forest of tries any example from the database is
first inserted in the trie 1, after insertirig frames we move
to next trie and so on. Finally we g&f = [L/D] tries,
wherelL is the length of longest example in the database.

challenges. Such as, (i) If a symbol matching fails someevioer While processing the query video stream we initially start
(if) when sequence in the query is a copy of some sub-sequence from trie 1. If any mismatch happens after starting from the
an example, a naive implementation of the video filter coalid f it" trie, then we again start from thg + 1)** trie and con-
We address these problems using the following methods: tinue until a sequence from the query is accepted or we reach
the last trie. We move to the first trie when a mismatch occurs
Mean Score Decision to traverse further at any node in the trie will in the last trie or a sequence is accepted. By this we ensure
have to depend on the scores of symbol matching done from that we don’t miss any sub-sequencd@fgth > F + D in
the root to the current node. Therefore, we keep a threshold the query (assuming that when correct frames are compared
on the mean of these scores to make the sequence matching they do match). This is because we can miss a maximum of
robust to any rare symbol matching failure. We also keep a D initial frames of any example when a forest of depths
threshold,F', on the number of frames matched to detect the used.D (can vary from 1 tdl) acts as a trade-off parameter
sequence as a copy. between performance and time which can be observed in our
Vocabulary Number of Mean Trie
Size (N=210) Examples (K20%) Score Forest
Feature| K | Average | Time [ N | Average | Time Feature| Average | Time | D | Average | Time
Precision| (secs) Precision| (secs) Precision| (secs) Precision| (secs)
97 0.7273 59 [ 100 0.7907 28 50 | 0.9011 36
SIFT | 10" | 0.7778 | 62 | 150| 0.7799 | 44 SIFT | 0.8182 19 | 100| 0.9011 51
11* | 0.8007 64 | 210| 0.7778 62 200 | 0.9011 26
9% 0.7236 40 | 100| 0.7633 20 50 | 0.9011 35
SURF | 10* 0.7656 42 150 | 0.7647 30 SURF | 0.8012 9 100 | 0.8182 21
11* | 0.7509 42 | 210| 0.7656 42 200 | 0.8012 11

Table 1: Performance of Triefor copy detection Table 2: Results of Copy Detection on MUSCLE data-set
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Figure 7: Processing a query with forest of tries: Thetop row shows that a mismatch occurs when we start searching from trie 7'1.
The bottom row showsthat a copy of sub-sequence of an example can be detected by starting from the next trie.

next experiment.

An example of how forest of tries work is shown in Figure 7,
the brown part of the input video stream is a copy of sub-secpie
of an example video in the database (brown colored nodesein th
forest). When processing starts from ffi¢ it leads to mismatch as
shown by red path. The actual copy of sub-sequence of an égamp
is found when we search by starting from the trie next'tq i.e.,

the actions. This can be achieved by representing each pase i
action using an appropriate feature.

We demonstrate the utility of the proposed architecturettier
task of human activity spotting. Influenced by the recentess of
Histogram of Oriented Gradients(HoG) in human/object ctita
tasks[6, 10], we represent each frame (pose) of an actidm avit
HoG descriptor.

Given any video, we initially localize the moving person,dup-

T2, as shown by green path. Detecting copy of such sub-segsience tracting previous frame of the video from current frame.urég 9

of examples is not possible with a single trie.

shows the frames of an action in the first row and the correspon

For our second experiment we use MUSCLE-VCD-2007 databaseng regions of localized person in the bottom row. We exttoG
[18]. This database is composed of about one hundred hours ofdescriptors from the localized regions of the moving pessarex-

videos spread over 101 different files and it's ST1 querysedim-
posed of 15 videos of total length of about two and a half hours
Out of these 15 videos, 10 are transformed from some videuein t
database and rest five are not from the database. Some egahple
original and transformed frames from Muscle data-set ave/shn
Figure 8.

ample video frames and build a vocabulary by clusteringeliea-
tures using K-Means algorithm. The dimension of HoG desarip
is kept constant even if the size of the localized window dlesn
We achieve this by choosing appropriate cells per block, barm
of overlapping blocks per row and column, number of bins. Any
video can now be represented with the sequence of clusteemd

We use the ST1 query set as our database and join 101 videos\Ne refer these cluster indices as pose words.

from MUSCLE database to form a 100 hour input video stream.
This is according to our objective of filtering large amouftideos
with the help of trie which is built out of a relatively smaktsof
example videos. Feature descriptors computed over inteoads
of frames from 15 videos of the database (sub-sampled aatbe r
of 0.5fps ) are quantized into 10K visual words and a Trie or a
Forest of tries is built as explained above.

Results of this experiment using Trie and Forest of trieshosvn
in table 2. We can see the improvement in the performance by us
ing Forest of tries. Performance improves by decreasirig case
of Forest of Tries at the expense of time. We can observe itathe
ble that it improves for SURF and remains constant for SIFe T
above experiments show how our approach provides an efficien
and accurate solution to the problem of CBCD.

4.3 Activity Spotting

We now show the applicability of our method in a more complex
problem of spotting the actions which plays a crucial rolgideo
surveillance and monitoring. This task is more semanticaiture.

As any action is an ordered sequence of poses, a trie data stru
ture can be employed to index and capture the temporal paifer

Atrie is built from example videos of different actions pmrhed
by different people. We have used videos containing "Rugihin
and "Hand Waving" actions performed by different peoplarfro
KTH data-set [25]. When two different people perform the eam
action, length of the action period may differ, also the sempe of
pose words may not be exactly aligned. Therefore, we us@zppr
imate matching in the trie by allowing some mismatches [26].

Test video stream is prepared by inserting 35 video segsence
of the above actions at different places in a video strearh mdt
human activity. These video sequences inserted in test adenot
present in the database. We are able to detect 31 video seguen
correctly with 6 false positives and 28 without any falseifpees.
The average precision obtained is 0.812.

For all the three applications described here, we obtaimtitua
tative results (detection rates) which are comparabledctate of
the art. However, our detection architecture is computatiy at-
tractive since it demands only minimum number of compasson
for the spotting purpose. Our trie based filtering schemis @ple
to process the video stream in an on-line manner (ii) it cg® su
port a variety of features (traditional color/texture dgsors as
well as the invariant interest point descriptors) (iii) iIsacompat-



Figure 9: Localization of moving person in a video of running
action

ible with the visual bag of words models for describing theusil
content. (iv) avoids learning an explicit representationdharac-
terizing the visual content of the examples. Thus, the psegdrie
based video filtering scheme makes the content-level psogesf
video streams feasible in an on-line manner.

5. CONCLUSIONS

In this paper, we have addressed the problem of video stream

filtering given a set of example videos. We have proposedea tri
based architecture for on-line processing of the vide@streT his
architecture allows simultaneous spotting (or matchirfg@xam-

ple videos in a stream of video frames. We have shown the-appli

cability of a vocabulary trie in a variety of situations riha to the
example based video filtering problems.

Processing of on-line video sequences for informationaextr
tion and data mining has many significant applications ireeid
retrieval. We are working towards designing appropriatecess-
ing (indexing, matching, ranking) architectures for imf@tion re-
trieval tasks from broadcast and other similar on-line viseeams.
One of the challenges in obtaining real-time solutions ® dh-
line processing tasks is the computational efforts requfioe fea-
ture extraction and matching. Our proposed architectuhégisly
parallelizable and a GPU based implementation can speedeup t
solution significantly.
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