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Abstract

Motivated by applications in imaging nonlinear optical absorption by photoacoustic to-
mography (PAT), we study in this work inverse coefficient problems for a semilinear radiative
transport equation and its diffusion approximation with internal data that are functionals of
the coefficients and the solutions to the equations. Based on the techniques of first- and second-
order linearization, we derive uniqueness and stability results for the inverse problems. For
uncertainty quantification purpose, we also establish the stability of the reconstruction of the
absorption coefficients with respect to the change in the scattering coefficient.

Key words. semilinear radiative transport, inverse coefficient problem, inverse diffusion, uniqueness and
stability, uncertainty quantification, quantitative photoacoustic imaging
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1 Introduction

This paper is devoted to the study of inverse coefficient problems in quantitative photoacoustic
imaging of optically heterogeneous materials, such as biological tissues, with a nonlinear absorption
effect. To describe the problem, let us denote the underlying medium to be probed by Ω ⊆ Rd
(d ≥ 2), an open bounded convex domain with smooth boundary ∂Ω. We denote by Sd−1 the unit
sphere in Rd, and define the phase space X := Ω × Sd−1 as well as the incoming boundary of the
phase space

Γ− := {(x,v) | (x,v) ∈ ∂Ω× Sd−1 s.t. − ν(x) · v > 0},

where ν(x) is the unit outer normal vector at x ∈ ∂Ω. In a photoacoustic experiment, we send near
infra-red (NIR) photons into the media Ω. The density of the photons at x ∈ Ω traveling in the
direction v ∈ Sd−1, u(x,v), solves the following semilinear radiative transport equation [3, 6, 56]

v · ∇u(x,v) + σa(x)u(x,v) + σb〈u〉u(x,v) = σs(x)K(u)(x,v), in X
u(x,v) = g(x,v), on Γ−

(1)
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where σa, σb are the single-photon and two-photon absorption coefficients, respectively, and σs is
scattering coefficient. We denote by 〈u〉 the integral of u(x,v) over the variable v, that is,

〈u〉 :=

∫
Sd−1

u(x,v)dv ,

with dv being the normalized surface measure on Sd−1 (that is,
∫
Sd−1 dv = 1). The linear scattering

operator K is defined through the relation

K(u)(x,v) :=

∫
Sd−1

{
Θ(v,v′)u(x,v′)−Θ(v′,v)u(x,v)

}
dv′,

with the non-negative kernel Θ(v,v′) ≥ 0 satisfying the normalization conditions∫
Sd−1

Θ(v,v′)dv′ =

∫
Sd−1

Θ(v,v′)dv = 1.

The pressure field generated by the photoacoustic effect can be written as [21]

HT (x) = Ξ(x)
[
σa(x)〈u〉(x) + σb(x)〈u〉2(x)

]
, x ∈ Ω̄. (2)

where Ξ is the Grüneisen coefficient that describes underlying medium’s photoacoustic efficiency.
This initial pressure field generated by single-photon and two-photon absorption processes evolves,
in the form of ultrasound, according to the classical acoustic wave equation [9, 21]. Through the
measurement of the ultrasound data reaching the surface of the medium, one can reconstruct the
internal information HT (x). This is by now a well-established process; see, for instance, [2, 12, 16,
24, 27, 34, 37, 59] and references therein for more details.

The objective of this paper is on the second step of the photoacoustic imaging technology:
to reconstruct the optical coefficients σa, σb, σs and possibly Ξ from the internal information HT

reconstructed from the acoustic measurement. What makes our study different from existing results
on quantitative photoacoustic imaging, for instance those in [8, 9, 22, 48, 49, 51, 55, 57], is that the
transport model (1) we consider here contains the semilinear term that describes the two-photon
absorption effect of the underlying medium [10, 54]. This additional nonlinearity makes the analysis
of the inverse problem much more complicated [56, 60].

Diffusion approximation. When the underlying medium has very strong scattering but weak
absorption, one can approximate the transport equation model with a diffusion equation model
that is easier to deal with. This is a well-established result in kinetic theory in the absence of
the semilinear term σb〈u〉u in (1); see for instance [17] for a detailed mathematical derivation. In
the presence of the semilinear term σb〈u〉u, the diffusion approximation follows straightforwardly
from the classical theory under the assumption that the transport solution is at most O(1). This
is indeed the regime where our study in the rest of the paper will be, that is, for small boundary
data. Therefore, we write down the following semilinear diffusion approximation without further
justification, and with a little bit abuse of notations:

−∇ · γ(x)∇u(x) + σa(x)u(x) + σb(x)u(x)u(x) = 0, in Ω
u(x) = g(x), on ∂Ω

(3)

where γ is related to σa, σb and σs. The internal data in the diffusion approximation now take the
form

HD(x) = Ξ[σa(x)u(x) + σb(x)u(x)u(x)] x ∈ Ω̄. (4)
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The inverse problem in this case is to reconstruct information on Ξ, γ, σa and σb from the data in
the form of HD.

Note that the diffusion model we take here has the semilinear term u(x)u(x) instead of
|u(x)|u(x) as in [54]. Using the |u(x)|u(x) term will force the solution to the diffusion equa-
tion to be non-negative, a property that is desired for the problem to be physically relevant. The
perturbative argument we have in this work will implicitly ensure the non-negativity of the diffusion
solution when we select appropriate point of linearization.

In the rest of the paper, we study the inverse problems in the transport regime in Section 2
and in the diffusion regime in Section 3. Concluding remarks are offered in Section 4. Throughout
the paper, we assume that all the coefficient functions are bounded in L∞(Ω):

(a) 0 < c0 ≤ Ξ(x), σa(x), σs(x), σb(x) ≤ C0, ∀x ∈ Ω (5)

for some positive constants c0 and C0. It is convenient in later discussion to extend these functions
Ξ(x), σa(x), σs(x), σb(x) by 0 outside Ω. For technical reasons, we assume further that

(b) σa and σs are known in a δ-vicinity of ∂Ω for some δ > 0, (6)

which, in the diffusion approximation, translates to the assumption

(b′) σa|∂Ω and γ|∂Ω are known. (7)

While assumption (b) (and therefore (b′)) does not look harmful from the practical point of view, it
is needed to ensure the correctness of the results we will present (see for instance [52] for discussions
on how to remove assumption (b′) in the diffusive regime by introducing additional data).

2 Inverse problems in the radiative transport regime

We start with inverse problems to the semilinear transport model (1) with internal data of the
form (2). We denote by L∞dξ(Γ−) the usual space of L∞ functions on Γ− with measure dξ =
|ν(x) · v|dµ(x)dv, dµ(x) being the surface Lebesgue measure on ∂Ω.

Let us assume that we have the data encoded in the map:

ΛT : g ∈ L∞dξ(Γ−) 7→ HT ∈ L∞(Ω). (8)

For any sufficiently small g(x,v) ∈ L∞dξ(Γ−), the well-poseness result in Theorem A.3 ensures that
there exists a unique solution u to (1). Therefore the map ΛT in (8) is well-defined for small g in
L∞dξ(Γ−).

The inverse coefficient problem we are interested in solving is the following:

Inverse Problem: Determine the triplet (σa, σb, σs) in (1) from the data encoded in ΛT defined
in (8).

Note that theory developed in [54] based on the diffusion approximation implies that one can not
reconstruct all four coefficients (Ξ, σa, σb, σs) simultaneously, no matter how much data we have.
Therefore, we assume that Ξ is known in the rest of the paper.

Our main strategy is to use the linearization technique of Isakov and others [28, 29, 30, 31, 32]
in dealing with nonlinear equations to decompose the inverse problem to the semilinear radiative
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transport equation (1) into an inverse coefficient problem for the linear transport equation where
we reconstruct σa and σs by the result of Bal-Jollivet-Jungon [6], and an inverse source problem for
the linear transport equation where we reconstruct the two-photon absorption coefficient σb. This
is the same type of strategy that have been successfully employed to solve many inverse problems
for nonlinear PDEs recently; see for instance [4, 11, 13, 14, 15, 18, 20, 25, 26, 33, 35, 36, 38, 39,
40, 41, 43, 44, 45, 46, 47, 50, 58, 61, 62, 63] and reference therein.

2.1 1st-order linearization to recover σa and σs

Let ε > 0 be a small parameter. We consider the following boundary value problem:

v · ∇u(x,v; ε) + σa(x)u(x,v; ε) + σb〈u〉u(x,v; ε) = σs(x)K(u)(x,v; ε), in X
u(x,v; ε) = εg(x,v), on Γ−.

(9)

For g ∈ L∞dξ(Γ−) and ε sufficiently small, the boundary value problem (9) is well-posed according
to Theorem A.3. Moreover, the solution u(x,v; ε) of (9) satisfies u(x,v; 0) = 0 when ε = 0 due to
the well-posedness. We denote the associated data by HT (x; ε).

Following Proposition A.4, we know that u is twice differentiable with respect to ε. Therefore,
we can perform the following linearization.

Based on Proposition A.4, let u(1)(x,v) := ∂εu(x,v; ε)|ε=0. By the first-order linearization, we
have that u(1) satisfies the linear transport equation:

v · ∇u(1)(x,v) + σa(x)u(1)(x,v) = σs(x)K(u(1))(x,v), in X

u(1)(x,v) = g(x,v), on Γ−
(10)

where we used the fact that u(x,v; 0) = 0.

For the internal data defined in (2), we also linearize it and then obtain that

H
(1)
T (x) := ∂εHT (x; ε)|ε=0 = Ξσa〈u(1)〉(x). (11)

It turns out that data encoded in the operator,

Λ
(1)
T : g(x,v) ∈ L∞dξ(Γ−) 7→ H

(1)
T ∈ L∞(Ω), (12)

which is well-defined [5, Theorem 1.3], are sufficient to determine σa and σs, under the assumption
that Ξ is known, according to a result of Bal-Jollivet-Jugnon [6].

Proposition 2.1 (Theorem 2.6 of [6]). Under the assumptions in (5) and (6), the albedo operator

Λ
(1)
T uniquely determines σa and σs in Ω, and the following stability holds:

‖σ − σ̃‖W−1,1(Ω) + ‖σs − σ̃s‖L1(Ω) ≤ ‖Λ(1) − Λ̃(1)‖L(L∞dξ(Γ−);L∞(Ω))

where (σ := σa + σs, σs) and (σ̃ := σ̃a + σ̃s, σ̃s) are coefficients corresponding to Λ(1) and Λ̃(1)

respectively.

We refer interested reader to [6] for the a more general version of this result as well as several
other related stability results.
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Remark 2.2. Theorem 2.6 of [6] was derived under the framework where Λ
(1)
T is viewed as an

operator Λ
(1)
T : L1

dξ(Γ−) 7→ L1(Ω). With the assumptions we have, the result in [5, Theorem
2.1] ensures the well-posedness of the linear transport equation (10) in the L∞dξ(Γ−) 7→ L∞(X)

framework. This allows Theorem 2.6 of [6] to be reproduced in the Λ
(1)
T : L∞dξ(Γ−) 7→ L1(Ω)

framework which then leads to Proposition 2.1 by standard bounds.

2.2 2nd-order linearization to recover σb

We now differentiate (9) twice with respect to ε, and obtain that

v · ∇u(2)(x,v) + σa(x)u(2)(x,v) + 2σb〈u(1)〉u(1)(x,v) = σs(x)Ku(2)(x,v), in X

u(2)(x,v) = 0, on Γ−
(13)

where the solution u(2)(x,v) := ∂2
εu(x,v; ε)|ε=0 and σb is the only to-be-recovered coefficient.

Similarly, the internal data is linearized to the second order, that is,

H
(2)
T (x) := ∂2

εHT (x,v)|ε=0 = Ξ
(
σa〈u(2)〉+ 2σb〈u(1)〉〈u(1)〉

)
(x). (14)

From Proposition 2.1, we have determined σ and σs from the first-order term in linearization.
It remains to recover σb. Let u and ũ be solutions to (9) with coefficients (σa, σb, σs) and (σa, σ̃b, σs)
respectively. We denote the corresponding data by HT and H̃T . Then we have that u(1) = ũ(1)

and u(2) and ũ(2) are solutions to (13) with σb and σ̃b, respectively.

For any coefficient and data pair (σa, σb, HT ), we define

A1 :=

{
(σa, σb, HT ) | inf

Ω

(
σa + v · ∇ ln

H
(1)
T

Ξσa

)
≥ α > 0

}
for some positive constant α, and also define

A2 := {(σa, σb, HT ) | 0 ≤ Π < 1},

where we denote

Π := C2C0‖
Ξσag

H
(1)
T

‖L∞dξ(Γ−) ,

with the constant C2 defined in Proposition A.1 and the constant C0 defined in (5).

Note that in Proposition A.2, for suitable chosen g ∈ L∞dξ(Γ−), there exists a unique positive

solution u(1) to (10) such that u(1) ≥ ε′ > 0 for some constant ε′ > 0 depending on g,Ω, σa, σs. We

now let ϕ =
u(1)

〈u(1)〉
. Then ϕ solves the following transport equation:

v · ∇ϕ+ (σa + v · ∇ ln〈u(1)〉)ϕ = σsKϕ(x,v), in X

ϕ(x,v) =
Ξσag

H
(1)
T

, on Γ− .

Lemma 2.3. If (σa, σb, HT ) ∈ A1, then

‖ϕ‖L∞(X) ≤ ‖
Ξσag

H
(1)
T

‖L∞dξ(Γ−) .
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Proof. Since (σa, σb, HT ) ∈ A1, the proof follows immediately from the maximum principle; see for
instance Proposition A.1.

We are ready to determine σb provided that (Ξ, σa, σs) is known. More precisely, we have the
following result.

Theorem 2.4. Let HT and H̃T be the internal data corresponding to the coefficient sets (Ξ, σa, σb, σs)
and (Ξ, σa, σ̃b, σs), both satisfying (5), respectively. Assume that the coefficient-datum pairs (σa, σb, HT )

and (σa, σ̃b, H̃T ) are both in the class of A1 ∩ A2. Then σb and σ̃b can be reconstructed from H
(2)
T

and H̃
(2)
T , that is,

‖(σb − σ̃b)〈u(1)〉u(1)‖L2(X) ≤ C‖H
(2)
T − H̃

(2)
T ‖L2(Ω) (15)

for some constant C = 1
2c0(1−Π)‖

Ξσag

H
(1)
T

‖L∞dξ(Γ−) ≥ 0.

Moreover, due to the positive lower bound of u(1), we have

‖σb − σ̃b‖L2(Ω) ≤ C‖H
(2)
T − H̃

(2)
T ‖L2(Ω). (16)

Proof. From the data (14) and the fact that u(2), and ũ(2) are solutions to (13) with the same σa,
we have that

‖2(σb − σ̃b)〈u(1)〉u(1)‖L2(X)

≤ ‖ u
(1)

〈u(1)〉
‖L∞(X)‖

H
(2)
T − H̃

(2)
T

Ξ
‖L2(Ω) + ‖σa

u(1)

〈u(1)〉
(〈u(2)〉 − 〈ũ(2)〉)‖L2(X)

≤ 1

c0
‖ u

(1)

〈u(1)〉
‖L∞(X)‖H

(2)
T − H̃

(2)
T ‖L2(Ω) + ‖σa

u(1)

〈u(1)〉
‖L∞(X)‖〈u(2) − ũ(2)〉‖L2(Ω). (17)

We observe also that, for any φ(x,v) ∈ L2(X), by Jensen’s inequality, we have that

‖〈φ〉‖2L2(Ω) ≤ ‖φ‖
2
L2(X). (18)

Therefore, (17) can be written as

‖2(σb − σ̃b)〈u(1)〉u(1)‖L2(X)

≤ 1

c0
‖ u

(1)

〈u(1)〉
‖L∞(X)‖H

(2)
T − H̃

(2)
T ‖L2(Ω) + ‖σa

u(1)

〈u(1)〉
‖L∞(X)‖u(2) − ũ(2)‖L2(X). (19)

Let w = u(2) − ũ(2). We verify that w solves the transport equation

v · ∇w(x,v) + σa(x)w = σs(x)Kw − 2(σb − σ̃b)〈u(1)〉u(1), in X
w(x,v) = 0, on Γ− .

Therefore, we have that, for some constant C2 > 0 in Proposition A.1,

‖w‖L2(X) ≤ C2‖2(σb − σ̃b)〈u(1)〉u(1)‖L2(X). (20)

By Lemma 2.3, we have

C2‖σa
u(1)

〈u(1)〉
‖L∞(X) ≤ C2C0‖

Ξσag

H
(1)
T

‖L∞dξ(Γ−) = Π < 1
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provided that (σa, σb, HT ) ∈ A2. Hence, (19) and (20) lead to

‖(σb − σ̃b)〈u(1)〉u(1)‖L2(X) ≤
1

2c0(1−Π)
‖Ξσag

H
(1)
T

‖L∞dξ(Γ−)‖H
(2)
T − H̃

(2)
T ‖L2(Ω).

This completes the proof.

Remark 2.5. To reconstruct σb, we have to make the assumption that the coefficient-datum triplet
(σa, σb, HT ) satisfies the constraints in A1 and A2. We do not have a precise characterization
of the coefficients and the boundary conditions needed to make the constraints realizable at the
moment. However, in the linearization technique, we reconstruct (σa, σs) before we reconstruct σb.
With (σa, σs) known, it seems possible to select boundary conditions, following the constructions
of [5], to have the transport solution u(1) with small gradient relative to its size so that A1, which is
equivalent to infΩ

(
σa+v·∇ ln〈u(1)〉

)
≥ α > 0, is achievable. In the regime of practical applications,

we have σa � σs. In such a case, A2 roughly simplifies to C0
c0
‖ g

〈g〉+〈u(1)
Γ+
〉
‖L∞dξ(Γ−) < 1. This might

be achievable when the contrast of σa is small (that is, C0/c0 is close to 1), in which case we try

to select isotropic boundary sources that generate solutions with large outgoing component, u
(1)
|Γ+

,
on the boundary. It is of great interest, both on the technical and on the practical aspects, to see if
one can find methods to relax (or even remove) the assumptions A1 and A2.

2.3 A result on uncertainty quantification in transport regime

Our result in the previous section allows us to reconstruct all three coefficient σa, σb and σs when we
have data encoded in the full operator ΛT . In practical applications, one might only have a limited
number of data sets to use. In such cases, it is not realistic trying to reconstruct all the coefficients.
In many biological imaging applications, the absorption coefficients are of great interests since they
are very sensitive to pathological changes in tissues while the scattering coefficient σs is much less
sensitive. One therefore often tries to reconstruct σa and σb assuming σs is known. An important
issue in this approach is to characterize the impact of the inaccuracy in the value of σs on the
reconstruction of (σa, σb). In the next theorem, we give a sensitivity result for such an uncertainty
quantification issue.

Theorem 2.6. Let (σa, σb) and (σ̃a, σ̃b) be reconstructed with σs and σ̃s respectively, from the same
data set HT . Assume that the coefficient data pairs (σa, σb, HT ) and (σ̃a, σ̃b, HT ) are both in the
class of A1 ∩ A2. Then we have that,

‖σa − σ̃a‖L2(Ω) + ‖σb − σ̃b‖L2(Ω) ≤ c‖σs − σ̃s‖L2(Ω) (21)

for some constant c > 0.

Proof. (1). Estimate for σa. We start with the problem of reconstructing σa from the first-order

data H
(1)
T . Since the same data set is used for the reconstructions, we have that

Ξσa〈u(1)〉 = Ξσ̃a〈ũ(1)〉 = H
(1)
T .

This leads to the equality

(σa − σ̃a)u(1) = σ̃a
u(1)

〈u(1)〉
〈ũ(1) − u(1)〉, (22)
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which thus gives the bound

‖(σa − σ̃a)u(1)‖L2(X) ≤ ‖σ̃a
u(1)

〈u(1)〉
‖L∞(Ω)‖〈ũ(1) − u(1)〉‖L2(Ω)

≤ C0‖
u(1)

〈u(1)〉
‖L∞(Ω)‖ũ(1) − u(1)‖L2(X), (23)

where the last follows from (18).

Let us define w̃ := u(1) − ũ(1). Then w̃ solves the following transport equation:

v · ∇w̃ + σ̃a(x)w̃ = σ̃s(x)Kw̃(x,v)− (σa − σ̃a)u(1) + (σs − σ̃s)K(u(1)), in X
w̃(x,v) = 0, on Γ− .

This equation gives us that, for some constant C2 > 0 as in Proposition A.1,

‖w̃‖L2(X) ≤ C2

(
‖(σa − σ̃a)u(1)‖L2(X) + ‖(σs − σ̃s)K(u(1))‖L2(X)

)
. (24)

The combination of (23) and (24) then implies the bound:

‖(σa − σ̃a)u(1)‖L2(X)

≤ C2C0‖
u(1)

〈u(1)〉
‖L∞(Ω)

(
‖(σa − σ̃a)u(1)‖L2(X) + ‖(σs − σ̃s)K(u(1))‖L2(X)

)
. (25)

This, together with the assumption that

Π := C2C0‖
Ξσag

H
(1)
T

‖L∞(Γ−) < 1,

leads to the bound

‖(σa − σ̃a)u(1)‖L2(X) ≤
Π

1−Π
‖(σs − σ̃s)K(u(1))‖L2(X). (26)

Since u(1) is positive and bounded away from zero, we thus have

‖σa − σ̃a‖L2(Ω) ≤ c1‖σs − σ̃s‖L2(Ω). (27)

(2). Estimate for σb. In a similar manner, we can bound the uncertainty in the reconstruction
of σb with the uncertainty in σs. We again start with the fact that the same data set is used in
the reconstructions with different σs. This leads to the relation:

σa〈u(2)〉+ 2σb〈u(1)〉2 = σ̃a〈ũ(2)〉+ 2σ̃b〈ũ(1)〉2 = H
(2)
T /Ξ.

This relation gives us the bound:

‖2(σb − σ̃b)〈u(1)〉u(1)‖L2(X)

≤ ‖(σ̃a − σa)
u(1)

〈u(1)〉
〈u(2)〉‖L2(X) + ‖2σ̃b

u(1)

〈u(1)〉
(〈u(1)〉2 − 〈ũ(1)〉2)‖L2(X)

+ ‖σ̃a
u(1)

〈u(1)〉
(〈u(2)〉 − 〈ũ(2)〉)‖L2(X) =: I1 + I2 + I3. (28)
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To estimate I1 and I2, we apply (18), (24), and (27) to get that

I1 + I2 = ‖(σ̃a − σa)
u(1)

〈u(1)〉
〈u(2)〉‖L2(X) + ‖2σ̃b

u(1)

〈u(1)〉
(〈u(1)〉2 − 〈ũ(1)〉2)‖L2(X)

≤ c1‖σs − σ̃s‖L2(Ω).

To estimate I3, we only need to control the term ‖u(2)− ũ(2)‖L2(X). Let ŵ := u(2)− ũ(2). Then
w solves:

v · ∇ŵ + σaŵ = σsKŵ − (σa − σ̃a)ũ(2) + (σs − σ̃s)K(ũ(2)) + 2σ̃b〈ũ(1)〉ũ(1) − 2σb〈u(1)〉u(1), in X
ŵ(x,v) = 0, on Γ− .

From Proposition A.1, we have

‖ŵ‖L2(X) ≤ C2

(
‖(σa − σ̃a)ũ(2)‖L2(X) + ‖(σs − σ̃s)K(ũ(2))‖L2(X) + ‖2σ̃b(〈ũ(1)〉ũ(1) − 〈u(1)〉u(1))‖L2(X)

+ 2‖(σ̃b − σb)〈u(1)〉u(1)‖L2(X)

)
. (29)

In particular, the first three terms on the right-hand side of (29) are bounded by ‖σs − σ̃s‖ only.
This yields that

I3 = ‖σ̃a
u(1)

〈u(1)〉
(〈u(2)〉 − 〈ũ(2)〉)‖L2(X)

≤ ‖σ̃a
u(1)

〈u(1)〉
‖L∞(X)‖u(2) − ũ(2)‖L2(X)

≤ c1‖σs − σ̃s‖L2(Ω) + 2C2C0‖
u(1)

〈u(1)〉
‖L∞(X)‖(σ̃b − σb)〈u(1)〉u(1)‖L2(X).

From (28) and estimates for I1, I2, I3, we finally have

‖2(σb − σ̃b)〈u(1)〉u(1)‖L2(X)

≤ c1‖σs − σ̃s‖L2(Ω) + 2C2C0‖
u(1)

〈u(1)〉
‖L∞(X)‖(σ̃b − σb)〈u(1)〉u(1)‖L2(X). (30)

We can now apply again the hypothesis

C2C0‖
u(1)

〈u(1)〉
‖L∞(X) ≤ Π < 1,

to obtain that
‖(σb − σ̃b)〈u(1)〉u(1)‖L2(X) ≤

c1
2(1−Π)

‖σs − σ̃s‖L2(Ω).

The factor 〈u(1)〉u(1) can again be removed using the fact that u(1) is positive and bounded away
from zero. The proof is complete.

The above result says that the reconstruction of (σa, σb) is reliable if we do not make a large
error in the scattering coefficient σs we assumed in the reconstruction.
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3 Inverse problems in the diffusive regime

We reproduce the results in the previous section in the diffusive regime. Throughout this section,
we make the following assumptions on the coefficients:

Ξ, γ(x), σa(x), σb(x) ∈ C2(Ω)

0 < c0 ≤ ‖Ξ‖C2(Ω), ‖γ‖C2(Ω), ‖σa‖C2(Ω), ‖σb‖C2(Ω) ≤ C0,
(31)

for some constants c0, C0 > 0. Under this assumption, it is shown in Theorem B.1 that there
exists a unique solution u ∈ W 2,p(Ω) to (3) with Dirichlet boundary condition g ∈ W 2−1/p,p(∂Ω)
for small enough g. In fact, it is straightforward to verify that

‖HD‖Lp(Ω) ≤ C
(
‖u‖Lp(Ω) + ‖u‖L∞(Ω)‖u‖Lp(Ω)

)
≤ C

(
1 + ‖u‖W 2,p(Ω)

)
‖u‖W 2,p(Ω).

Note that since u ∈W 2,p(Ω), Sobolev embedding yields u ∈ C1,1−d/p(Ω). Then we have

‖∇HD‖Lp(Ω) ≤C
∥∥∇(σau) + u2∇σb + σb∇(u2)

∥∥
Lp(Ω)

+ C‖σau+ σbu
2‖Lp(Ω)

≤C
(
‖u‖Lp(Ω) + ‖∇u‖Lp(Ω) + ‖u‖L∞(Ω)‖u‖Lp(Ω) + ‖∇u‖Lp(Ω)‖u‖L∞(Ω)

)
≤C

(
1 + ‖u‖W 2,p(Ω)

)
‖u‖W 2,p(Ω).

Similarly, we can also show the second derivatives satisfy

‖∂jkHD‖Lp(Ω) ≤ C
(
1 + ‖u‖W 2,p(Ω)

)
‖u‖W 2,p(Ω) for j, k = 1, . . . , d.

Therefore, we have

‖HD‖W 2,p(Ω) ≤ C
(

1 + ‖f‖W 2−1/p,p(Ω)

)
‖f‖W 2−1/p,p(Ω).

This shows that for g sufficiently small, the data encoded in the map

ΛD : g ∈W 2−1/p,p(∂Ω) 7→ HD ∈W 2,p(Ω), (32)

are well-defined.

The inverse coefficient problem we are interested in solving is the following:

Inverse Problem: Reconstruct the triplet (γ, σa, σb) in (3) from data encoded in ΛD defined
in (32).

This problem has been investigated in [54] where uniqueness and stability are established for the
problem linearized around a known background coefficient.

3.1 The reconstruction of (γ, σa, σb)

We conduct higher-order linearization steps to the following boundary value problem with g ∈
W 2−1/p,p(∂Ω) and small ε > 0:

−∇ · γ∇u(x; ε) + σa(x)u(x; ε) + σb(x)u(x; ε)u(x; ε) = 0, in Ω
u(x; ε) = εg(x), on ∂Ω.

(33)
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Indeed one can show that u(x; ε) is twice differentiable with respect to ε by following a similar
argument as in the proof of Proposition A.4 for the transport equation. Therefore one can perform
the following linearizations.

Denote the associated internal data by HD(x; ε). By the first-order linearization, we have
u(1) := ∂εu|ε=0 satisfying the linear diffusion equation:

−∇ · γ∇u(1)(x) + σau
(1)(x) = 0, in Ω

u(1)(x) = g(x), on ∂Ω .
(34)

For the internal data, we also linearize it and then obtain that

H
(1)
D (x) := ∂εHD(x; ε)|ε=0 = Ξσau

(1)(x). (35)

When Ξ is known, we can apply the result in [9, 7] to obtain the following lemma.

Proposition 3.1 ([9, 7]). Under the assumptions in (5) and (7), there exists a pair of boundary
conditions (g1, g2) such that the coefficient pair (γ, σa) is uniquely determined by the linearized

internal data (H
(1)
D,1, H

(1)
D,2).

The construction of the boundary condition pair (g1, g2) is highly non-trivial. We refer to [9, 7]
for the technical details and [1] for an alternative approach to relax some of the strong conditions
needed for the theory to work. Note also that with the assumption that HD is known on the

boundary ∂Ω, σa|∂Ω can be reconstructed by H
(1)
D /(Ξg). This would allow us to remove the

assumption that σa|∂Ω is known on the boundary in the diffusive regime.

Next we perform the second linearization. Set

u(2)(x) := ∂2
εu(x; ε)|ε=0.

It satisfies

−∇ · γ∇u(2)(x) + σau
(2)(x) + 2σbu

(1)u(1)(x) = 0, in Ω

u(2)(x) = 0, on ∂Ω .
(36)

The second order linearization of the internal data gives

H
(2)
D (x) := ∂2

εHD(x; ε)|ε=0 = Ξ
(
σau

(2) + 2σbu
(1)u(1)

)
(x).

From Proposition 3.1, the coefficients γ and σa have been uniquely recovered in the first lin-
earization. Hence it remains to recover σb, which appears in the source term in (36). To this end,
let u and ũ be solutions to (33) with coefficients (γ, σa, σb) and (γ, σa, σ̃b) respectively. We denote
the corresponding data by HD and H̃D. Then the first differentiation of u and ũ satisfy u(1) = ũ(1)

and also u(2), and ũ(2) are solutions to (36) with σb and σ̃b, respectively.

Then we have the following stability result for σb.

Theorem 3.2. Let HD and H̃D be the internal data corresponding to the coefficient sets (γ, σa, σb)
and (γ, σa, σ̃b), both satisfying (31), respectively. Then we have

‖(σb − σ̃b)(u(1))2‖Lp(Ω) ≤ C‖H
(2)
D − H̃

(2)
D ‖W 2,p(Ω). (37)
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If, in addition, we have that g := inf
∂Ω
g > 0, then

‖σb − σ̃b‖Lp(Ω) ≤ C‖H
(2)
D − H̃

(2)
D ‖W 2,p(Ω) (38)

where the constant C > 0 depends on Ω, γ,Ξ and σ.

Proof. Let U :=
H

(2)
D

Ξσa
= u(2) + 2σb

σa
u(1)u(1). It is a known W 2,p(Ω) function in Ω since H

(2)
D ,Ξ, σa

are known. Let ψ = 2σb
σa
u(1)u(1). It solves the following problem:

−∇ · γ∇ψ = −∇ · γ∇U + σaU, in Ω
ψ = U, on ∂Ω .

(39)

Since U , γ and σa are all known, solving the boundary value problem (39) recovers ψ in Ω.
Therefore, we can recover σb at the point where u(1) is not vanishing. More precisely, reconstructing
σb through σb = ψσa/(2u

(1)u(1)). Indeed given a nonzero boundary condition g, by the unique

continuation, the set of points in Ω where u(1) = 0 has measure zero. This shows that H
(2)
D

determines σb.

To prove the stability estimates, we use the fact that

−∇ · γ∇
(

2(σb − σ̃b)u
(1)u(1)

σa

)
= −∇ · γ∇

(
H

(2)
D −H̃

(2)
D

Ξσa

)
+ 1

Ξ(H
(2)
D − H̃

(2)
D ), in Ω

2(σb − σ̃b)u
(1)u(1)

σa
= 0, on ∂Ω ,

(40)

and elliptic regularity to have∥∥∥∥∥(σb − σ̃b)
u(1)u(1)

σa

∥∥∥∥∥
W 2,p(Ω)

≤ C

∥∥∥∥∥−∇ · γ∇
(
H

(2)
D − H̃

(2)
D

Ξσa

)
+

1

Ξ
(H

(2)
D − H̃

(2)
D )

∥∥∥∥∥
Lp(Ω)

≤ C‖H(2)
D − H̃

(2)
D ‖W 2,p(Ω).

. (41)

This proves (37).

When we have additionally that g := inf
∂Ω
g > 0, we conclude from [1, Proof of Claim 4.2] (see

also a summary in [54, Theorem 2.4]) that

u(1) ≥ ε′ > 0

for some constant ε′ > 0. Together with the boundedness of σa, this allows us to remove the factor
u(1)u(1)

σa
in (41) to get (38).

3.2 Parametric uncertainty in diffusive regime.

We consider here the stability of reconstructing (σa, σb) with respect to changes in the diffusion
coefficient γ.

We first derive the following estimates, which will be applied later to show the uncertainty
result.
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Lemma 3.3. Let HD be the internal function associated with both (Ξ, γ, σa, σb) and (Ξ, γ̃, σ̃a, σ̃b).
Then we have

‖u(1) − ũ(1)‖W 2,p(Ω) ≤ C
∥∥∥∥ γ̃ − γγ̃

∥∥∥∥
W 1,p(Ω)

, (42)

and

‖u(2) − ũ(2)‖W 2,p(Ω) ≤ C
∥∥∥∥ γ̃ − γγ̃

∥∥∥∥
W 1,p(Ω)

, (43)

for some positive constant C depending on Ω, γ, g.

Proof. First, we have σau
(1) = σ̃aũ

(1). Let w := u(1) − ũ(1). Then w solves the diffusion equation:

−∇ · γ∇w = ∇ · (γ − γ̃)∇ũ(1), in Ω, w = 0, on ∂Ω.

This leads to the fact that, for some constant C > 0 depending on Ω and γ,

‖u(1) − ũ(1)‖W 2,p(Ω) ≤ C‖∇ · (γ − γ̃)∇ũ(1)‖Lp(Ω). (44)

Following [53], we verify that:

∇ · (γ̃ − γ)∇ũ(1) = ∇ · γ̃ − γ
γ̃

γ̃∇ũ(1) =
γ̃ − γ
γ̃
∇ · γ̃∇ũ(1) + γ̃∇ũ(1) · ∇ γ̃ − γ

γ̃

=
H̃

(1)
D

Ξ

γ̃ − γ
γ̃

+ γ̃∇ũ(1) · ∇ γ̃ − γ
γ̃

.

This implies that

‖∇ · (γ̃ − γ)∇ũ(1)‖Lp(Ω) ≤ C

(∥∥∥H̃(1)
D

∥∥∥
L∞(Ω)

∥∥∥∥ γ̃ − γγ̃
∥∥∥∥
Lp(Ω)

+ ‖∇ũ(1)‖L∞(Ω)

∥∥∥∥∇ γ̃ − γγ̃
∥∥∥∥
Lp(Ω)

)

≤ C
(∥∥∥H̃(1)

D

∥∥∥
W 2,p(Ω)

+ ‖ũ(1)‖W 2,p(Ω)

)∥∥∥∥ γ̃ − γγ̃
∥∥∥∥
W 1,p(Ω)

≤ C ‖g‖W 2−1/p,p(∂Ω)

∥∥∥∥ γ̃ − γγ̃
∥∥∥∥
W 1,p(Ω)

for some constant C. This can be combined with (44) to obtain (42). Meanwhile, we can verify
that

−∇ · γ∇(u(2) − ũ(2)) = ∇ · (γ − γ̃)∇ũ(2) in Ω.

In a similar manner, we can derive the estimate for u(2) in (43).

We are now ready to show the sensitivity result for uncertainty quantification.

Theorem 3.4. Let HD be the internal data associated with both (Ξ, γ, σa, σb) and (Ξ, γ̃, σ̃a, σ̃b). If
we have that g := inf

∂Ω
g > 0, then

‖σa − σ̃a‖Lp(Ω) + ‖σb − σ̃b‖Lp(Ω) ≤ C
∥∥∥∥ γ̃ − γγ̃

∥∥∥∥
W 1,p(Ω)

, (45)

where C is a positive constant depending on Ω, γ, g, σa and σb.
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Proof. (1). Estimate for σa. Let u and ũ be the solutions to the diffusion equation corresponding
to (γ, σa, σb) and (γ̃, σ̃a, σ̃b) respectively. Given that the corresponding data are the same, we have

σau
(1) = σ̃aũ

(1), (46)

giving
(σa − σ̃a)u(1) = −σ̃a(u(1) − ũ(1)).

This leads to

‖(σa − σ̃a)u(1)‖W 2,p(Ω) ≤ C‖u(1) − ũ(1)‖W 2,p(Ω) ≤ C
∥∥∥∥ γ̃ − γγ̃

∥∥∥∥
W 1,p(Ω)

(47)

for some constant C > 0, by Lemma 3.3. This yields that

‖σa − σ̃a‖Lp(Ω) ≤ C
∥∥∥∥ γ̃ − γγ̃

∥∥∥∥
W 1,p(Ω)

since u(1) is positive and bounded away from zero provided that g := inf
∂Ω
g > 0.

(2). Estimate for σb. Similarly, given the same data,

σau
(2) + 2σbu

(1)u(1) = σ̃aũ
(2) + 2σ̃bũ

(1)ũ(1).

This gives

2(σb − σ̃b)u(1)u(1) = −(σa − σ̃a)u(2) − σ̃a(u(2) − ũ(2))− 2σ̃b

[
(u(1) − ũ(1))u(1) + ũ(1)(u(1) − ũ(1))

]
.

Due to elliptic regularity, the solution u(2) to (36) satisfies ‖u(2)‖W 2,p(Ω) ≤ C‖g‖2
W 2−1/p,p(Ω)

. Then

Lemma 3.3 yields that

‖(σb − σ̃b)u(1)u(1)‖Lp(Ω) ≤ C
(
‖u(2)‖L∞(Ω)‖σa − σ̃a‖Lp(Ω) + ‖u(2) − ũ(2)‖Lp(Ω)

+
∥∥∥u(1) − ũ(1)

∥∥∥
L∞(Ω)

(
‖u(1)‖Lp(Ω) + ‖ũ(1)‖Lp(Ω)

))
≤ C

(
1 + ‖g‖W 2−1/p,p(Ω) + ‖g‖2

W 2−1/p,p(Ω)

)∥∥∥∥ γ̃ − γγ̃
∥∥∥∥
W 1,p(Ω)

≤ C
∥∥∥∥ γ̃ − γγ̃

∥∥∥∥
W 1,p(Ω)

.

We apply u(1) ≥ ε′ > 0 for some ε′ > 0 again. This proves (45).

4 Concluding remarks

In this work, we studied inverse coefficient problems for a semilinear radiative transport equation
as well as its diffusion approximation. The aim was to reconstruct the first- and second-order ab-
sorption coefficients and the scattering coefficient from internal functionals of the coefficients and
the solutions to the equations. The main applications we have in mind are those in quantitative
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photoacoustic imaging of optically heterogeneous media. Using the techniques of model lineariza-
tion, we derived uniqueness as well as stability results on the reconstructions. In the transport
regime, our results, based on the data encoded in the full albedo operator, supplement those in [56]
where uniqueness can only be derived for the reconstruction of the absorption coefficients, not the
scattering coefficient, with finite number of internal data sets. In the diffusion regime, our result
improved the linearized inversion of [54], again with more data.

There are many aspects of our results that can be improved. For instance, our results are
obtained under the assumption that the boundary sources for the transport equation are small.
This is far from what is required by real-world applications. It is assumed in practice that one
has sufficiently strong sources to make the second-order effect in the transport equation (i.e. the
quadratic term σb〈u〉u) strong enough to be detected. Up to now, we do not even have a well-
posedness theory, if it exists at all, for the semilinear transport equation with large boundary
data. Moreover, our result requires data encoded in the full albedo operator (or generated from
a 1-parameter family of boundary sources in the diffusive regime) to reconstruct three unknown
coefficients. It would be very interesting to see if it is possible to reconstruct the three coefficients
with only three data sets (possibly generated from three specially selected boundary illuminations).

For applications in uncertainty quantification, we also derived the stability of reconstructing
the absorption coefficients with respect to changes in the scattering coefficient; in Theorem 2.6 and
Theorem 3.4 respectively. These results show that in the case that we do not have enough data
to reconstruct all the coefficients, we can focus on the reconstruction of the absorption coefficients
(which are often the mostly relevant ones in practical applications) while replacing the scattering
coefficient with a good value from a priori information. The error in the reconstruction in this
case will not be too bad if the value of the scattering coefficient is not very different from its true
value. Numerically uncertainty quantification, that is, evaluating the size of the constants in the
stability bounds in (21) and (45), following for instance the methods in [53], would be of great
practical interests.
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A Appendix: The well-posedness result for the transport equa-
tion

Here we show the well-posedness of the semilinear transport equation (1) for small boundary data.
For simplicity, we use the notation

σ(x) := σa(x) + σs(x).

We denote by dΩ the diameter of the spatial domain Ω, that is,

dΩ := diam(Ω).
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Based on the a-priori assumptions on σa and σs, there is some constant ν > 0 so that

0 < ν ≤ σa(x)

σa(x) + σs(x)
< 1 for all x ∈ Ω,

which implies that
σs(x)

σa(x) + σs(x)
≤ 1− ν for all x ∈ Ω.

Let Lpdξ(Γ−) be the usual space of Lp functions on Γ− with measure dξ = |ν(x) · v|dµ(x)dv,
dµ(x) being the surface Lebesgue measure on ∂Ω. Then we have the following result from [19].

Proposition A.1. [19, Theorem 1.2] Let Ω be bounded with Lipschitz boundary. Suppose that
C∞ = ‖σsdΩ‖L∞(X) < +∞. For any g ∈ Lpdξ(Γ−) and S ∈ Lp(X), 1 ≤ p ≤ +∞, there exists a
unique solution u to the radiative transport equation

v · ∇u(x,v) + σa(x)u(x,v) = σsK(u) + S(x,v), in X
u(x,v) = g(x,v), on Γ−

(48)

and u satisfies
‖u‖Lp(X) ≤ C2‖S‖Lp(X) + c̃‖g‖Lpdξ(Γ−),

where C2 := 1
νc0

, and c̃ := 1√
νc0

when p = 2 and c̃ = 1 when p =∞. Here c0 is defined in (5).

We need the following result on the existence of positive solutions for (48) when S(x,v) ≡ 0.

Proposition A.2. Let S(x,v) ≡ 0 in (48), and g ∈ L∞dξ(Γ−) be given such that g := infΓ− g > 0.
Then, under the same assumptions in Proposition (A.1), then there exists an ε′ > 0 such that the
solution u to (48) satisfies

u(x,v) ≥ ε′ > 0, in X.

Proof. Proposition A.1 ensures that there exists a unique solution u satisfying

‖u‖L∞(X) ≤ ‖g‖L∞dξ(Γ−).

From standard transport theory [17], we know also that u ≥ 0. Let us re-write (48), with S ≡ 0,
into the form

v · ∇u(x,v) + (σa + σs)(x)u(x,v) = σs

∫
Sd−1

Θ(v,v′)u(x,v′)dv′, in X

u(x,v) = g(x,v), on Γ− .

We can then integrate the equation by the method of characteristics to obtain that

u(x,v) = e−
∫ τ−(x,v)

0 σ(x−ηv)dηg(x− τ−(x,v)v,v)

+

∫ τ−(x,v)

0
σs(x− sv)e−

∫ s
0 σ(x−ηv)dη

∫
Sd−1

Θ(v,v′)u(x− sv,v′)dv′ds

where σ := σa + σs. Using u ≥ 0 and Θ ≥ 0, we conclude that the second term is nonnegative.
Therefore

u(x,v) ≥ e−
∫ τ−(x,v)

0 σ(x−ηv)dηg(x− τ−(x,v)v,v) ≥ g e−dΩσ

where σ := supΩ σ. The proof is complete if we define ε′ := g e−dΩσ.
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We have the following well-posedness result for (1) with small data.

Theorem A.3. Let Ω ⊂ Rd (d ≥ 2) be an open convex bounded domain. Suppose that σa, σb, σs
satisfy (5). Then there exists a small parameter 0 < ε < 1 such that when

g ∈ Xε := {g ∈ L∞dξ(Γ−) : ‖g‖L∞dξ(Γ−) ≤ ε},

the problem (1) has a unique small solution u ∈ L∞(X) satisfying

‖u‖L∞(X) ≤ C‖g‖L∞dξ(Γ−),

with the constant C > 0 being independent of u and g.

Proof. We first consider the linear equation

v · ∇u0 + σau0 = σsK(u0), in X
u0 = g, on Γ− .

By Proposition A.1 with p =∞, there exists a unique solution u0 that satisfies

‖u0‖L∞(X) ≤ ‖g‖L∞dξ(Γ−). (49)

Let us now consider w := u− u0. If such function w exists, then w satisfies the problem:

v · ∇w + σaw = σsK(w)−G(w), in X
w = 0, on Γ−

(50)

with
G(w) := σb〈u0 + w〉(u0 + w).

The problem is now to show the unique existence of w to (50). To this end, we will construct a
contraction map and then apply the Contraction Mapping Principle. We first introduce the set of
functions:

M := {φ ∈ L∞(X) : φ|Γ− = 0, ‖φ‖L∞(X) ≤ δ},

where parameter δ will be determined later. For φ ∈ L∞(X), the source term G(φ) is also in
L∞(X). Therefore, the problem

v · ∇w̃ + σaw̃ = σsK(w̃)−G(φ), in X
w̃ = 0, on Γ−

(51)

is uniquely solvable due to Proposition A.1. We can therefore define the solution operator

T −1 : G(φ) ∈ L∞(X) 7→ w̃ ∈ L∞(X)

to (51). Moreover, by Proposition A.1 again, we have

‖T −1(G(φ))‖L∞(X) ≤ C2‖G(φ)‖L∞(X). (52)

Let us define the operator F by

F (φ) := T −1(G(φ))
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for any φ ∈ M. In what follows, we will show that F is contractive on the set M for appropriate
parameter δ.

In the first step, we show that F (M) ⊂M. In fact, for any φ ∈M, we have, by (52), that

‖F (φ)‖L∞(X) ≤ C2‖G(φ)‖L∞(X)

≤ C2‖σb〈u0 + φ〉(u0 + φ)‖L∞(X)

≤ C2C0(ε+ δ)2 (53)

where C0 is the constant introduced in (5). We can then take ε, δ sufficiently small so that C2C0(ε+
δ)2 < δ. This yields F (φ) ∈M.

In the second step, we show that F is contractive on M, that is, ‖F (φ1) − F (φ2)‖L∞(X) <
‖φ1 − φ2‖L∞(X) for any φ1, φ2 ∈M. This follows from the following calculation:

‖F (φ1)− F (φ2)‖L∞(X) ≤ C2‖G(φ1)−G(φ2)‖L∞(X)

≤ C2‖σb〈u0 + φ1〉(u0 + φ1)− σb〈u0 + φ2〉(u0 + φ2)‖L∞(X)

≤ C2C0(ε+ δ)‖φ1 − φ2‖L∞(X).

By taking ε and δ small enough, we can make C2C0(ε + δ) < 1. In this case, F is contractive on
M.

By applying the Contraction Mapping Principle, there exists a fixed point w in M so that
F (w) = w. Then w is the solution to (50) and satisfies

‖w‖L∞(X) ≤ C2(ε+ δ)(‖u0‖L∞(X) + ‖w‖L∞(X))

due to (53). By taking ε, δ even smaller if needed, we have C2(ε + δ)‖w‖L∞(X) can be absorbed
into the left-hand side, and thus,

‖w‖L∞(X) ≤ C‖u0‖L∞(X).

We then conclude that u = u0 + w is the solution to (1) and in particular,

‖u‖L∞(X) ≤ ‖u0‖L∞(X) + ‖w‖L∞(X) ≤ C‖u0‖L∞(X) ≤ C‖g‖L∞dξ(Γ−)

by combining (49) and the estimate above.

In the following, we discuss briefly the differentiability of the solution. For a nonzero g ∈
L∞dξ(Γ−) and small enough ε0 > 0, let uε = u(x,v; ε) be the solution to the problem (9) with
boundary data εg ∈ Xε0 .

We define the k-th derivative of uε with respect to (w.r.t.) ε by u
(k)
ε := ∂kεuε(x,v; ε) for k = 1, 2.

In particular, the k-th derivative of uε at ε = 0 is denoted by u(k), instead of u
(k)
ε |ε=0 = ∂kεuε|ε=0

for simplicity. We also define the linear operator L by

Lu := v · ∇u+ σa(x)u− σs(x)K(u).

Proposition A.4. For ε sufficiently small, u
(1)
ε exists and satisfies

Lu
(1)
ε (x,v) + σb〈uε〉u

(1)
ε (x,v) + σb〈u

(1)
ε 〉uε(x,v) = 0, in X

u
(1)
ε (x,v) = g(x,v), on Γ−.

(54)
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Moreover, u
(2)
ε exists and satisfies

Lu
(2)
ε (x,v) + σb〈uε〉u

(2)
ε (x,v) + σb〈u

(2)
ε 〉uε(x,v) = −2σb〈u

(1)
ε 〉u(1)

ε (x,v), in X

u
(2)
ε (x,v) = 0, on Γ−.

(55)

In particular, u(1) satisfies (10) and u(2) satisfies (13).

Proof. Let ∆ε 6= 0 and let ũ =
uε+∆ε−uε

∆ε , where uε+∆ε, uε ∈ Xε0 . Then ũ satisfies the linear
transport equation with zero source

Lũ(x,v) + σb〈ũ〉uε+∆ε(x,v) + σb〈uε〉ũ(x,v) = 0, in X
ũ(x,v) = g(x,v), on Γ−.

Thus from Proposition A.1, we have

‖ũ‖L∞(X) ≤ C‖g‖L∞dξ(Γ−),

which yields that
‖uε+∆ε − uε‖L∞(X) ≤ C|∆ε|‖g‖L∞dξ(Γ−).

Let w = ũ− v, where v is the solution to (54). Then w satisfies

Lw(x,v) + σb〈uε〉w(x,v) + σb〈w〉uε(x,v) = −σb〈ũ〉(uε+∆ε − uε)(x,v), in X
w(x,v) = 0, on Γ−

and also
‖w‖L∞(X) ≤ C‖σb(uε+∆ε − uε)〈ũ〉‖L∞(X) ≤ C|∆ε|‖g‖2L∞dξ(Γ−).

Therefore when ∆ε→ 0, ũ converges to v in L∞(X), which implies that uε is differentiable w.r.t.

ε and thus u
(1)
ε = v exists.

Let ũ(1) =
u

(1)
ε+∆ε−u

(1)
ε

∆ε . Following a similar argument as above, we can also derive that ũ(1)

converges in L∞(X) and thus u
(2)
ε exists. This completes the proof.

B Appendix: The well-posedness result for the diffusion equation

Here we establish the well-posedness result for the boundary value problem (3) with small boundary
data. Let Ω be a bounded domain in Rd with smooth boundary ∂Ω. We have the following theorem.

Theorem B.1. Assume that γ, σa, σb satisfy (31). Let p ∈ R+ be such that p > d. Then there
exists a small parameter 0 < ε < 1 such that when f ∈W 2−1/p,p(∂Ω) satisfies ‖f‖W 2−1/p,p(∂Ω) ≤ ε,
the problem (3) has a unique solution u ∈W 2,p(Ω) satisfying

‖u‖W 2,p(Ω) ≤ c‖f‖W 2−1/p,p(∂Ω)

for some constant c > 0 independent of u and f .
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Proof. Similar as the transport case above, we apply the standard Contraction Mapping Theorem.
We define the set of functions:

MD := {v ∈W 2,p(Ω) | v|∂Ω = 0, ‖v‖W 2,p(Ω) ≤ δ},

where δ > 0 will be determined later. By standard theory on the well-posedness of linear elliptic
equations (see for instance [23, Theorem 9.15 and Lemma 9.17]), we have that for S(x) ∈ Lp(Ω),
the second-order equation

−∇ · γ∇v + σav = S, in Ω
v = f, on ∂Ω

(56)

admits a unique solution v ∈W 2,p(Ω) satisfying

‖v‖W 2,p(Ω) ≤ c(‖f‖W 2−1/p,p(∂Ω) + ‖S‖Lp(Ω))

for some constant c > 0. Let u0 be the solution to (56) with S = 0 and set w = u− u0. Then we
are set to find w ∈MD for δ > 0 small enough such that

−∇ · γ∇w + σaw = GD(w), in Ω
w = 0, on ∂Ω

where
GD(w) := −σb(u0 + w)2.

This is equivalent to find a fixed point inMD to the contractive operator FD := T −1
D ◦GD, where

T −1
D : Lp(Ω)→W 2,p(Ω) denotes the bounded operator S 7→ uS with uS being the solution of (56)

with f = 0.

We first show that FD(MD) ⊂ MD. By the Sobolev Embedding Theorem, when p > d, we
have W 2,p(Ω) ↪→ C1,1−d/p(Ω). Therefore, for φ ∈MD, we obtain

‖GD(φ)‖Lp(Ω) ≤ c‖u0 + φ‖L∞(Ω)‖u0 + φ‖Lp(Ω)

≤ c‖u0 + φ‖2W 2,p(Ω)

≤ c(‖f‖2
W 2−1/p,p(∂Ω)

+ ‖φ‖2W 2,p(Ω)) ≤ c(ε
2 + δ2).

(57)

Hence,
‖FD(φ)‖W 2,p(Ω) ≤ c‖GD(φ)‖Lp(Ω) ≤ c(ε2 + δ2) < δ

when δ > 0 and δ > ε > 0 are small enough. This then leads to FD(φ) ∈MD.

Next we show that the map FD is contractive on MD. Take any φ1, φ2 ∈MD, we have

‖FD(φ1)− FD(φ2)‖W 2,p(Ω) ≤ c‖GD(φ1)−GD(φ2)‖Lp(Ω).

Using the fact that

|GD(φ1)−GD(φ2)| = |σb||(u0 + φ1)2 − (u0 + φ2)2|
≤ c|φ1 − φ2|(2|u0|+ |φ1|+ |φ2|),

we obtain

‖GD(φ1)−GD(φ2)‖Lp(Ω) ≤ c‖φ1 − φ2‖Lp(Ω)

(
2‖u0‖L∞(Ω) + ‖φ1‖L∞(Ω) + ‖φ2‖L∞(Ω)

)
≤ c‖φ1 − φ2‖W 2,p(Ω)

(
2‖u0‖W 2,p(Ω) + ‖φ1‖W 2,p(Ω) + ‖φ2‖W 2,p(Ω)

)
≤ c(ε+ δ)‖φ1 − φ2‖W 2,p(Ω),
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which leads to
‖FD(φ1)− FD(φ2)‖W 2,p(Ω) ≤ c(ε+ δ)‖φ1 − φ2‖W 2,p(Ω).

This implies that FD is a contraction on MD when δ, ε are sufficiently small. The Contraction
Mapping Theorem then concludes that FD has a unique fixed point v ∈MD such that FD(v) = v.
Therefore u = u0 + v is the solution to (3). Moreover, following a similar argument as in (57), we
can derive

‖v‖W 2,p(Ω) = ‖FD(v)‖W 2,p(Ω) ≤ c‖GD(v)‖Lp(Ω) ≤ c(ε+ δ)(‖u0‖W 2,p(Ω) + ‖v‖W 2,p(Ω)).

Choosing δ > ε > 0 small enough, the term containing ‖v‖W 2,p(Ω) on the right-hand side of the
above estimate can be absorbed by the left-hand side. Therefore, this implies

‖v‖W 2,p(Ω) ≤ c‖u0‖W 2,p(Ω).

Finally we have

‖u‖W 2,p(Ω) = ‖u0 + v‖W 2,p(Ω) ≤ c‖u0‖W 2,p(Ω) ≤ c‖f‖W 2−1/p,p(∂Ω).

The proof is complete.
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[14] C. I. Cârstea, G. Nakamura, and M. Vashisth, Reconstruction for the coefficients of a
quasilinear elliptic partial differential equation, Appl. Math. Lett., 98 (2019), 121-127.

[15] X. Chen, M. Lassas, L. Oksanen, and G. Paternain Detection of Hermitian connections
in wave equations with cubic non-linearity, arXiv:1902.05711, (2019).

[16] B. T. Cox, S. R. Arridge, and P. C. Beard, Photoacoustic tomography with a limited-
aperture planar sensor and a reverberant cavity, Inverse Problems, 23 (2007), pp. S95–S112.

[17] R. Dautray and J.-L. Lions, Mathematical Analysis and Numerical Methods for Science
and Technology, Vol VI, Springer-Verlag, Berlin, 1993.

[18] H. Egger, J.-F. Pietschmann, and M. Schlottbom, Simultaneous identification of diffu-
sion and absorption coefficients in a quasilinear elliptic problem, Inverse Problems, 30 (2014).
035009.

[19] H. Egger and M. Schlottbom, An Lp theory for stationary radiative transfer, Applicable
Analysis, 93 (2014), pp. 1283–1296.

[20] A. Feizmohammadi and L. Oksanen, An inverse problem for a semi-linear elliptic equation
in Riemannian geometries, Journal of Differential Equations, 269(6) (2020), 4683-4719.

[21] A. R. Fisher, A. J. Schissler, and J. C. Schotland, Photoacoustic effect for multiply
scattered light, Phys. Rev. E, 76 (2007). 036604.

[22] H. Gao, S. Osher, and H. Zhao, Quantitative photoacoustic tomography, in Mathematical
Modeling in Biomedical Imaging II: Optical, Ultrasound, and Opto-Acoustic Tomographies,
H. Ammari, ed., vol. 2035 of Lecture Notes in Mathematics, Springer, 2012, pp. 131–158.

[23] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations of Second Order,
Springer-Verlag, Berlin, 2000.

[24] M. Haltmeier, T. Schuster, and O. Scherzer, Filtered backprojection for thermoacoustic
computed tomography in spherical geometry, Math. Methods Appl. Sci., 28 (2005), pp. 1919–
1937.

[25] A. Hannukainen, N. Hyvonen, and L. Mustonen, An inverse boundary value problem
for the p-Laplacian: a linearization approach, Inverse Problems, (2018).

22

http://arxiv.org/abs/1902.05711


[26] D. Hervas and Z. Sun, An inverse boundary value problem for quasilinear elliptic equations,
Commun. PDE, 27 (2002), pp. 2449–2490.

[27] Y. Hristova, Time reversal in thermoacoustic tomography - an error estimate, Inverse Prob-
lems, 25 (2009). 055008.

[28] V. Isakov, On uniqueness in inverse problems for semilinear parabolic equations, Arch. Ra-
tional Mech. Anal., 124 (1993), pp. 1–12.

[29] , Uniqueness of recovery of some quasilinear partial differential equations, Commun. PDE,
26 (2001), pp. 1947–1973.

[30] , Uniqueness of recovery of some systems of semilinear partial differential equations,
Inverse Problems, 17 (2001), pp. 607–618.

[31] V. Isakov and A. Nachman, Global uniqueness for a two-dimensional elliptic inverse prob-
lem, Trans. AMS, 347 (1995), pp. 3375–3391.

[32] V. Isakov and J. Sylvester, Global uniqueness for a semilinear elliptic inverse problem,
Comm. Pure Appl. Math., 47 (1994), pp. 1403–1410.

[33] H. Kang and G. Nakamura, Identification of nonlinearity in a conductivity equation via
the Dirichlet-to-Neumann map, Inverse Problems, 18 (2002), pp. 1079–1088.

[34] A. Kirsch and O. Scherzer, Simultaneous reconstructions of absorption density and wave
speed with photoacoustic measurements, SIAM J. Appl. Math., 72 (2013), pp. 1508–1523.

[35] K. Krupchyk and G. Uhlmann, Partial data inverse problems for semilinear elliptic equa-
tions with gradient nonlinearities, arXiv:1909.08122v1, (2019).

[36] , A remark on partial data inverse problems for semilinear elliptic equations, Proceedings
of the AMS, (2019).

[37] P. Kuchment and L. Kunyansky, Mathematics of thermoacoustic tomography, Euro. J.
Appl. Math., 19 (2008), pp. 191–224.

[38] Y. Kurylev, M. Lassas, and G. Uhlmann, Inverse problems for Lorentzian manifolds
and non-linear hyperbolic equations, Invent. Math., 212(3) (2018), pp. 781–857.

[39] R.-Y. Lai and Y.-H. Lin, Inverse problems for fractional semilinear elliptic equations,
arXiv:2004.00549, (2020).

[40] R.-Y. Lai and Laurel Ohm, Inverse problems for the fractional Laplace equation with lower
order nonlinear perturbations, accepted in Inverse Problems and Imaging, arXiv:2009.07883,
(2020).

[41] R.-Y. Lai, G. Uhlmann, and Y. Yang, Reconstruction of the collision kernel in the non-
linear Boltzmann equation, SIAM J. Math. Anal., 53(1) (2021), pp. 1049–1069.

[42] R.-Y. Lai and T. Zhou, Partial data inverse problems for nonlinear magnetic Schrödinger
equations, arXiv:2007.02475, (2020).

[43] R.-Y. Lai and T. Zhou, An inverse problem for non-linear fractional magnetic Schrödinger
equation, arXiv:2103.08180, (2021).

23

http://arxiv.org/abs/1909.08122
http://arxiv.org/abs/2004.00549
http://arxiv.org/abs/2009.07883
http://arxiv.org/abs/2007.02475
http://arxiv.org/abs/2103.08180


[44] M. Lassas, T. Liimatainen, Y.-H. Lin, and M. Salo, Inverse problems for elliptic equa-
tions with power type nonlinearities, J. Math. Pures Appl., 145 (2021), pp. 44–82.

[45] , Partial data inverse problems and simultaneous recovery of boundary and coefficients
for semilinear elliptic equations, Rev. Mat. Iberoam., (2020), doi: 10.4171/rmi/1242.

[46] M. Lassas, T. Liimatainen, L. Potenciano-Machado, and T. Tyni Uniqueness and
stability of an inverse problem for a semi-linear wave equation, arXiv:2006.13193, (2020).

[47] M. Lassas, G. Uhlmann, and Y. Wang, Inverse problems for semilinear wave equations
on Lorentzian manifolds, Comm. Math. Phys., 360(2) (2018), pp. 555–609.

[48] J. Laufer, B. T. Cox, E. Zhang, and P. Beard, Quantitative determination of chro-
mophore concentrations from 2D photoacoustic images using a nonlinear model-based inversion
scheme, Applied Optics, 49 (2010), pp. 1219–1233.

[49] A. V. Mamonov and K. Ren, Quantitative photoacoustic imaging in radiative transport
regime, Comm. Math. Sci., 12 (2014), pp. 201–234.

[50] C. Munoz and G. Uhlmann, The Calderón problem for quasilinear elliptic equations,
arXiv:1806.09586, (2018).

[51] A. Pulkkinen, B. T. Cox, S. R. Arridge, J. P. Kaipio, and T. Tarvainen, A
Bayesian approach to spectral quantitative photoacoustic tomography, Inverse Problems, 30
(2014). 065012.

[52] K. Ren, H. Gao, and H. Zhao, A hybrid reconstruction method for quantitative photoa-
coustic imaging, SIAM J. Imag. Sci., 6 (2013), pp. 32–55.

[53] K. Ren and S. Vallélian, Characterizing impacts of model uncertainties in quanti-
tative photoacoustics, SIAM/ASA J. Uncertainty Quantification, 8 (2020), pp. 636–667.
arXiv:1812.02876.

[54] K. Ren and R. Zhang, Nonlinear quantitative photoacoustic tomography with two-photon
absorption, SIAM J. Appl. Math., 78 (2018), pp. 479–503.

[55] K. Ren, R. Zhang, and Y. Zhong, Inverse transport problems in quantitative PAT for
molecular imaging, Inverse Problems, 31 (2015). 125012.

[56] K. Ren and Y. Zhong, Unique determination of absorption coeffients in a semilinear trans-
port equation, SIAM J. Math. Anal., arXiv:2007.09516, (2021).

[57] T. Saratoon, T. Tarvainen, B. T. Cox, and S. R. Arridge, A gradient-based method for
quantitative photoacoustic tomography using the radiative transfer equation, Inverse Problems,
29 (2013). 075006.

[58] R. Shankar, Recovering a quasilinear conductivity from boundary measurements, Inverse
Problems, 37 (2021). 015014.

[59] P. Stefanov and G. Uhlmann, Thermoacoustic tomography with variable sound speed,
Inverse Problems, 25 (2009). 075011.

[60] P. Stefanov and Y. Zhong, Inverse boundary problem for the two photon absorption trans-
port equation, arXiv:2104.06566, (2021).

24

http://arxiv.org/abs/2006.13193
http://arxiv.org/abs/1806.09586
http://arxiv.org/abs/1812.02876
http://arxiv.org/abs/2007.09516
http://arxiv.org/abs/2104.06566


[61] Z. Sun, On a quasilinear inverse boundary value problem, Math. Z., 221 (1996), pp. 293–307.

[62] Z. Sun, Inverse boundary value problems for a class of semilinear elliptic equations, Adv.
Appl. Math., 32 (2004), pp. 791–800.

[63] Z. Sun and G. Uhlmann, Inverse problems in quasilinear anisotropic media, Amer. J. Math.,
119 (1997), pp. 771–797.

25


	1 Introduction
	2 Inverse problems in the radiative transport regime
	2.1 -order linearization to recover  and 
	2.2 2nd-order linearization to recover b
	2.3 A result on uncertainty quantification in transport regime

	3 Inverse problems in the diffusive regime
	3.1 The reconstruction of (, a, b)
	3.2 Parametric uncertainty in diffusive regime.

	4 Concluding remarks
	A Appendix: The well-posedness result for the transport equation
	B Appendix: The well-posedness result for the diffusion equation

