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6 ROBINSON-SCHENSTED-KNUTH ALGORITHM,

JEU DE TAQUIN AND KEROV-VERSHIK MEASURES
ON INFINITE TABLEAUX

PIOTRŚNIADY

ABSTRACT. We investigateRobinson-Schensted-Knuthalgorithm(RSK)
and Schützenberger’sjeu de taquinin the infinite setup. We show that the
recording tableau inRSK defines anisomorphismof the following two
dynamical systems: (i) a sequence of i.i.d. random letters equipped with
Bernoulli shift, and (ii) a random infinite Young tableau (with the distri-
bution given byVershik-Kerov measure, corresponding to some Thoma
character of the infinite symmetric group) equipped with jeude taquin
transformation. As a special case we recover the results on non-colliding
random walks and multidimensional Pitman transform.

1. INTRODUCTION

We start with a rather informal introduction; the formal definitions and
some missing notation are postponed until Section 2.

1.1. Characters of the infinite symmetric groups. The notion ofirre-
ducible representationsturns out to be not very suitable in the case of infi-
nite groups and it is more convenient to replace it by the notion of indecom-
posable characters(the nameextremal charactersis also frequently used).
The indecomposable charactersof the infinite symmetric groupS∞ were
classified by Thoma [Tho64]; he showed that there is a bijective correspon-
dence between such characters and triples(α, β, γ) such that

α = (α1, α2, . . . ) with α1 ≥ α2 ≥ · · · ≥ 0,

β = (β1, β2, . . . ) with β1 ≥ β2 ≥ · · · ≥ 0,

are weakly decreasing sequences of non-negative numbers and γ ≥ 0 is a
non-negative number such that

α1 + α2 + · · ·+ β1 + β2 + · · ·+ γ = 1.
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1 2 7 24 29 40

3 8 13 33 52 71

4 9 20 62 78 99

5 12

6 21

10 22

(a)

1 2 5 10 32 34

3 7 13 22 38 39

4 12 15 37 47 52

6 14 20 54 56 62

8 21 25 79 85 93

9 26 33 87 89 133

(b)

Figure 1. Simulated infinite Young tableaux, sampled ac-
cording to Vershik-Kerov measureMα,β,γ for two choices
of the parameters: (a)α = (0.1, 0.1, 0.1, 0, 0, . . . ), β =
(0.5, 0.2, 0, 0, . . . ), γ = 0; (b) α = (0, 0, . . . ), β =
(0.5, 0, 0, . . . ), γ = 0.5.

∅

· · ·

Figure 2. The Young graph. The highlighted diagrams form
a path corresponding to the infinite Young tableau from Fig-
ure 1a.

The corresponding character will be denoted byχα,β,γ. The set of such
triples(α, β, γ) is calledThoma simplex.

The meaning of the parameters in Thoma’s characterization remained
rather mysterious until Vershik and Kerov [VK81] related them to asymp-
totics of some randominfinite Young tableaux. We shall review this rela-
tionship in the following.
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1.2. Infinite Young tableaux and Vershik-Kerov measures. Vershik and
Kerov [VK81] noticed that there is a natural bijective correspondence be-
tween the indecomposable characters of the infinite symmetric groupS∞
andindecomposable central measureson the setT of infinite Young tableaux;
thus Thoma’s classification is equivalent to studying properties of someran-
dom infinite Young tableaux(see Figure 1). These indecomposable central
measures are in the focus of the current paper. The measure onT corre-
sponding to the characterχα,β,γ will be denoted byMα,β,γ; we will call it
Vershik-Kerov measure.

Any infinite Young tableaut ∈ T can be alternatively viewed as an in-
finite path(∅ = λ0 ր λ1 ր · · · ) in Young graph, see Figure 2. In the
same paper [VK81], Vershik and Kerov found a beautiful interpretation
of the parametersα and β in Thoma simplex asasymptotic frequencies
of boxes appearing in appropriate rows and columns in such a sequence
(λ0 ր λ1 ր · · · ) of Young diagrams. We postpone the details of this
result and we provide it as Fact 5.1.

1.3. GeneralizedRSK algorithm. Usually, asemistandard tableau— or,
shortly, tableau— is defined as a filling of the boxes of a Young dia-
gram (with the letters from some alphabet) in such a way that the rows
and columns are,roughly speaking, increasing. This definition creates no
difficulties as long as we consider tableaux in which the entries do not re-
peat. If the entries repeat, the traditional approach is to require that each
row should beweakly increasingand each columnstrongly increasing; in
other words a letter can appear several times in one row and can appear at
most once in one column.

Kerov and Vershik [KV86] took a different approach: they declared that
each letter of the alphabet can be either arow letter(such a letter can appear
several times in a row but can appear at most once in a column) or acolumn
letter (such a letter can appear several times in a column but can appear at
most once in a row). They also described howRobinson-Schensted-Knuth
algorithm(RSK) can be adapted to this more general setup; we recall this
construction in Section 3.4. As we shall see below, this generalization was
essential in order to give a new interpretation of the parameters of Thoma
simplex.

This generalization ofRSK appeared also in the work of Berele and Rem-
mel [BR85] as well as Berele and Regev [BR87], but only in a special case
of finite alphabets in which any row letter is smaller than anycolumn letter
which is not sufficient for our purposes.

1.4. RSK and Vershik-Kerov measures.
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1.4.1. RSK as a homomorphism.In the usual setup, Robinson-Schensted-
Knuth algorithm applied to afinite sequence gives as an output apair of
tableaux, namely theinsertion tableauand therecording tableau. Kerov
and Vershik [KV86] applied Robinson-Schensted-Knuth algorithm to an
infinitesequence(w1, w2, . . . ) of letters from an arbitrary alphabetA which
consists of row letters and column letters. In this infinite setup the notion
of the insertion tableau does not make sense and the outcome of Robinson-
Schensted-Knuth algorithmRSK(w1, w2, . . . ) ∈ T is defined as just the
recording tableau(which is aninfinite Young tableau, see Figure 1).

Kerov and Vershik [KV86] proved that if(W1,W2, . . . ) is a sequence of
random, independent, identically distributed letters with the distributionM,
then the distribution of the random infinite Young tableauRSK(W1,W2, . . . )
coincides with theindecomposable central measureMα,β,γ (Vershik-Kerov
measure)corresponding to some element(α, β, γ) of Thoma simplex given
as follows:α1 ≥ α2 ≥ · · · are the probabilities of the atoms of the measure
M on the row letters;β1 ≥ β2 ≥ · · · are the probabilities of the atoms
of the measureM on the column letters;γ is the total probability of the
continuous part ofM. We present this result in full detail in Fact 3.1. This
result gives another interpretation of the parameters in Thoma simplex as
probabilities of atoms of the measureM on the alphabetA.

Notice that the extension ofRSK algorithm tocolumn letterswas essen-
tial in order to recover all elements of Thoma’s simplex. It is worth pointing
out that the above result of Kerov and Vershik [KV86] — contrary to the re-
sults presented in the current paper — holds in general and does not require
any additional assumptions on the alphabetA and the probability distribu-
tionM of the letters.

The above result of Kerov and Vershik provides a very concrete real-
ization (or, viewed alternatively, an equivalent definition) of all indecom-
posable central measures on the setT of infinite Young tableaux. In other
words:RSK provides a convenienthomomorphismbetween the following
two probability spaces: from (i) the very simpleproduct space(AN,B,MN)
(i.e., i.i.d. letters), to (ii) the probability space(T,F ,Mα,β,γ) of infinite
Young tableaux equipped with some Vershik-Kerov measure. The original
paper Kerov and Vershik [KV86] presents some applications of this homo-
morphism.

1.4.2. RSK as an isomorphism.It is a natural to ask if this homomorphism
is, in fact, anisomorphism. In the current paper we give a positive answer to
this question under additional assumptions about the structure of the alpha-
bet and the probability measure on it. Namely, for a special choice of the
alphabetJ (the jeu de taquin alphabet) which can be informally visualized
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as
(1.1)
1 < 2 < 3 < · · ·
︸ ︷︷ ︸

row letters

< · · · < 0.1 < · · · < 0.9 < · · · < · · · < −3 < −2 < −1
︸ ︷︷ ︸

column letters

,

and with a special choice of the probability distributionMJ

α,β,γ on J (for
details see Section 3.2) the following result holds true.

Theorem 1.1(RSK is an isomorphism of probability spaces). Let (α, β, γ)
be an element of Thoma simplex. ThenRSK is anisomorphismbetween the
following two probability spaces:

•
(
JN,B, (MJ

α,β,γ)
N
)
, i.e., a sequence of i.i.d. random letters of the

jeu de taquin alphabet with the distributionMJ

α,β,γ;
• (T,F ,Mα,β,γ), i.e., infinite Young tableaux with Vershik-Kerov mea-

sureMα,β,γ.

Here and through the whole paper the symbolB will refer to the product
σ-algebra on appropriate product space. Theσ-algebraF on T will be
defined in Section 2.2.

So, it is natural to askwhat is the inverse to this isomorphism?In order to
answer this question we will have to studyjeu de taquinfor infinite Young
tableaux.

1.5. Jeu de taquin. Jeu de taquin(literally, teasing game) was introduced
by Schützenberger [Sch77] for finite (semistandard) tableaux. It turned out
to be a powerful tool of algebraic combinatorics, in particular for problems
related to the representation theory of symmetric groups and Robinson-
Schensted-Knuth algorithm. In our previous paper [RŚ15] we investigated
a generalization of jeu de taquin to the setup ofinfinite Young tableaux. We
will recall it briefly.

Consider aninfinite Young tableaut ∈ T, see Figure 3a. We remove
the bottom-left corner box (the box which contains the number 1); in this
way an empty space is created. We start sliding the boxes according to the
rules presented in Figure 4, i.e., we always slide one of the following two
boxes: the one on the right or the one on the top of the empty space, always
choosing the box which has smaller contents. As we continue sliding, the
empty space keeps moving to the top or to the right, see Figure3b.

The outcome of jeu de taquin is twofold. Firstly, it is the path of the
empty spacep(t) =

(
p1(t),p2(t), . . .

)
, which will be calledjeu de taquin

path. (A careful reader might object that for some tableaux the jeu de taquin
path is afinitesequence, see Figure 5. We will show in Theorem 1.4 that in
the cases of our interest this is not the case.)
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1 2 3 8 16 21 28

4 6 7 11 26 27 41

5 9 14 22 30 48 58

10 15 17 25 42 61 119

12 19 20 47 57

13 24 35 56 83

18 29 43 66 85

(a)

2 3 7 8 16 21 28

4 6 11 22 26 27 41

5 9 14 25 30 48 58

10 15 17 42 57 61 119

12 19 20 47 83

13 24 35 56 85

18 29 43 66 110

(b)

Figure 3. (a) A part of an infinite Young tableaut. The high-
lighted boxes form the beginning of the jeu de taquin path
p(t). (b) The outcome of sliding of the boxes along the high-
lighted jeu de taquin path. The outcome of the jeu de taquin
transformationJ(t) is obtained by subtracting1 from every
entry.

r

s

(a)

r s

(b)

r

s

(c)

Figure 4. Elementary step of the jeu de taquin transforma-
tion: (a) the initial configuration of boxes, (b) the outcome
of the slide in the case whenr < s, (c) the outcome of the
slide in the case whens < r.

Secondly, after performing all slides of jeu de taquin, we obtain an object
which looks almost like an infinite Young tableau (see Figure3b) except
that the numbering of boxes starts with2 instead of1. Let us subtract1
from every entry of this “tableau”; the outcome is a true infinite Young
tableau which we denote byJ(t). The mapt 7→ J(t) will be calledjeu de
taquin transformation.

These two outcomes of jeu de taquin are in the focus of the current paper.
In the following we will discuss them in more detail.
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1 2 3 16 19 23 27

4 7 8 17 20 24 30

5 9 13 21 60 61 89

6 32 41 50

10 42

11 47

12 53

Figure 5. Example of an infinite Young tableaut for
which the corresponding jeu de taquin pathp(t) =
(
p1(t), . . . ,pℓ(t)

)
is finite. Theorem 1.4 shows that this can-

not happen for the random Young tableaux considered in the
current paper.

1.6. The dynamical system of jeu de taquin.As we just mentioned, one
of the outcomes of jeu de taquin applied to an infinite tableaut ∈ T is
another infinite tableauJ(t) ∈ T. This setup naturally raises questions
about the iterations of the jeu de taquin map

t, J(t), J
(
J(t)

)
, . . .

or, in other words, about thedynamical system of jeu de taquin.More pre-
cisely, we consider the setT of infinite Young tableaux equipped with some
Vershik-Kerov measureMα,β,γ, thus we consider themeasure-preserving
dynamical system(T,F ,Mα,β,γ, J). Some basic properties of this dynami-
cal system are summarized by the following theorem.

Theorem 1.2. Jeu de taquin transformationJ : T → T on the probability
space(T,F ,Mα,β,γ) of infinite Young tableaux equipped with an arbitrary
Vershik-Kerov measure is

• measure preserving,
• ergodic (i.e., every measurable setE ∈ F which isJ-invariant ful-

fills Mα,β,γ(E) ∈ {0, 1}; for an introduction to the ergodic theory
see[Sil08]).

The following extension of Theorem 1.1 holds true.
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Theorem 1.3(RSK is an isomorphism of dynamical systems). Let(α, β, γ)
be an element of Thoma simplex. ThenRSK is an isomorphismof the fol-
lowing dynamical systems:

•
(
JN,B, (MJ

α,β,γ)
N, S

)
, i.e., a sequence of i.i.d. random letters from

the jeu de taquin alphabet, equipped with Bernoulli shiftS : JN →
JN, defined by

S(w1, w2, . . . ) := (w2, w3, . . . );

• (T,F ,Mα,β,γ, J), i.e., infinite Young tableaux with Vershik-Kerov
measureMα,β,γ equipped with jeu de taquin transformation.

In the following we will show explicitly the inverse map to this isomor-
phism. In order to do this we will have to investigate jeu de taquin paths.

1.7. Asymptotes of jeu de taquin paths.For a box� = (x, y) of a tableau
we denote byx(�) := x the index of column of the box and byy(�) := y
the index of row of the box (the numbering of rows and columns starts with
1).

As we already mentioned, one of the outcomes of jeu de taquin applied
to an infinite tableaut ∈ T is the jeu de taquin pathp(t). The following
theorem describes the asymptotic behavior of jeu de taquin paths on random
tableaux.

Theorem 1.4(Asymptotics of a jeu de taquin path). Let T be a random
infinite Young tableau distributed according to some Vershik-Kerov measure
Mα,β,γ.

Then, almost surely, jeu de taquin pathp(T ) =
(
p1(T ),p2(T ), . . .

)
is

an infinite sequence (i.e., the situation from Figure 5 is not possible).
Furthermore, almost surely, exactly one of the following three events

holds true.
(A) The path stabilizes in some rowk; in other wordsy

(
pi(T )

)
= k

holds true for almost alli. This event happens with probabilityαk.
(B) The path stabilizes in some columnk; in other wordsx

(
pi(T )

)
= k

holds true for almost alli. This event happens with probabilityβk.
(C) The path has some asymptotic slope; in other words the limit

lim
i→∞

pi(T )

‖pi(T )‖
exists and thus is equal to

(
cosΘ(T ), sinΘ(T )

)
for some0 <

Θ(T ) < π
2
. This event happens with probabilityγ.

This theorem is illustrated in Figure 6 where some sample jeude taquin
paths are shown together with their asymptotes (dashed lines). The set of
all possible asymptotes is visualized in Figure 7.
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Figure 6. Simulated jeu de taquin paths and their asymp-
totes (dashed lines). Horizontal asymptotes correspond to
case(A), vertical asymptotes correspond to case(B), sloped
asymptotes correspond to case(C) of Theorem 1.4.

The probability distribution of slopesΘ of jeu de taquin paths in case(C)
is universal (in the sense that it does not depend onα, β, γ) and is known
explicitly; we postpone presentation of its details until Proposition 7.2.

1.8. The inverse ofRSK. Recall thatJ is the jeu de taquin alphabet shown
in Eq. (1.1); the details of its definition are postponed to Section 3.2. We
shall define now a functionΨ : T → J. Let t be an infinite Young tableau.
We will use notations of Theorem 1.4.

Ψ(t) :=







k if case(A) holds,

−k if case(B) holds,

FΘ

(
Θ(t)

)
if case(C) holds,

whereFΘ is the cumulative distribution function of the distribution of Θ
(see Proposition 7.2).
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0.6 0.5

0.4

1

2

3

−1 −2 −3

Figure 7. Possible asymptotes for ajeu de taquin pathand
the corresponding values (elements of the alphabetJ) of the
functionΨ. For details see Theorem 1.4.

0.4 0.5

0.6

−1

−2

−3

1 2 3

Figure 8. Possible asymptotes forSchensted insertionand
the corresponding values (elements of the alphabetI) of the
letterw. For details see Theorem 6.4.
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This functionΨ is visualized in Figure 7. Theorem 1.4 shows that (with
respect to the probability measureMα,β,γ) this function is well-defined al-
most everywhere.

Theorem 1.5.The inverse ofRSK map from Theorem 1.1 and Theorem 1.3
is given (almost surely) by asymptotic slopes of jeu de taquin in consecutive
iterations of jeu de taquin transformationJ . More explicitly,

(1.2) RSK−1(t) :=
(

Ψ(t),Ψ
(
J(t)

)
,Ψ

(
J(J(t))

)
, . . .

)

∈ J
N.

It should be stressed that the above theorem holdsonly in the almost sure
sense, i.e., it states that the equalities

RSK ◦RSK−1 = Id,

RSK−1 ◦RSK = Id,

hold true except for measure-zero sets.

1.9. Special case: Plancherel measure.One of Thoma characters, the one
corresponding toα = β = (0, 0, . . . ), γ = 1 plays a special role. The
corresponding indecomposable central measure is the celebratedPlancherel
measureon the setT of infinite Young tableaux. The jeu de taquin alphabet
J in this case can be identified simply with the unit interval(0, 1) equipped
with the Lebesgue measure and one does not have to consider the subtleties
related to row letters and column letters. This case was considered in our
previous paper [ŔS15]; in particular Theorems 1.1 to 1.5 were all proved
there in this special case. The proofs for the general case presented in the
current paper will heavily use the results from that paper (see Fact 5.5).

1.10. Special case: non-colliding random walks and Pitman transform.
We consider the special case whenα = (α1, . . . , αℓ, 0, 0, . . . ) has only
finitely many non-zero entries, andβ = (0, 0, . . . ), γ = 0 are zero. In
particular, this means that as the jeu de taquin alphabet we can takeJ =
[ℓ] = {1, . . . , ℓ}, thus we recover the usual version ofRSK without column
letters.

In this case, a random infinite word(W1,W2, . . . ) of i.i.d. letters with
distributionMJ

α,β,γ can be identified with a random walkX in Zℓ
+. The

recording tableauRSK(W1,W2, . . . ) has boxes only in the firstℓ rows, thus
the corresponding path(λ0 ր λ1 ր · · · ) := RSK(W1,W2, . . . ) in the
Young graph can be also viewed as a random walkΛ in Zℓ

+.
This setup has been studied by O’Connell and Yor [OY02] who intro-

duced a certain path-transformationG(ℓ), calledgeneralized Pitman trans-
form, with the property that the transformed walkG(ℓ)(X) has the same law
as the original walkX = (X1, . . . , Xℓ) conditioned never to exit the Weyl
chamber{x : x1 ≥ · · · ≥ xℓ}; such a walk can be alternatively viewed



12 PIOTRŚNIADY

as a collection ofℓ random walksX1, . . . , Xℓ which are conditioned to be
non-colliding, i.e.X1 ≥ · · · ≥ Xℓ. This path-transformation has been fur-
ther studied by O’Connell [O’C03] who has shown that Pitman transform
is nothing else butRSK transform in disguise, i.e.,Λ = G(ℓ)(X). He also
proved that the inverse of the mapG(ℓ) = RSK exists and he found it ex-
plicitly. Clearly, his result is a special case of Theorem 1.1, however it is not
immediate that his formula [O’C03, Corollary 3.2] forRSK−1 is equivalent
to the one given in the current paper (Theorem 1.5).

1.11. Outline of the paper. The main results of the paper (which were
presented in this Introduction) will be proved in Section 7.All proofs will
base on key Theorem 7.1 which gives a detailed information about the jeu
de taquin path for some special random infinite Young tableau. It will be
convenient to prove this result in an equivalent form as Theorem 6.4; es-
sentially most of the current paper is just a preparation forthe proof of this
Theorem 6.4. We review it briefly.

Section 2 contains some missing notation from this Introduction and
presents some wider context.

In Section 3 we present how some classical combinatorial notions can be
adapted to the more general setup of alphabets containing row letters and
column letters.

Section 4 concerns some basic properties of jeu de taquin.
Section 5 concerns typical shape of some random Young diagrams and

the asymptotic determinism of Schensted insertion in the special case re-
lated to the Plancherel measure.

In Section 6 we show the key technical result, Theorem 6.4 which con-
cerns asymptotic determinism of Schensted insertion in thegeneral case.

Finally, Section 7 contains the proofs of the main results.

2. PRELIMINARIES:
YOUNG DIAGRAMS, YOUNG TABLEAUX

2.1. Young diagrams, Young graph. The set of Young diagrams withn
boxes will be denoted byYn; the set of all Young diagrams will be denoted
byY.

The setY of Young diagrams carries in a natural way the structure of a
directed graph, which will be calledYoung graph, see Figure 2. Namely, for
a pair of Young diagrams we writeλր µ if the diagramµ is obtained from
λ by adding exactly one box. Theempty Young diagramwith no boxes will
be denoted by∅.
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From the perspective of the asymptotic representation theory, it is very
interesting to investigate the boundary of this graph. Thismotivates inves-
tigation of infinite paths in this graphwhich, as we shall see, correspond to
infinite Young tableaux.

2.2. Infinite Young tableaux. We use the notationN = {1, 2, 3, . . .} for
the set of the natural numbers. We use so defined natural numbers to index
rows and columns of Young diagrams and tableaux; in particular the first
row (column) corresponds to the number1, etc.

An infinite Young tableaut is a functionN2 ∋ (x, y) 7→ tx,y ∈ {1, 2, 3, . . . ,∞}.
We interpret it as a filling of the boxes of the first quadrant ofthe plane; the
boxes filled with the symbol∞ can be interpreted as empty boxes (see Fig-
ure 1a). We require that each finite entry (an element of the set {1, 2, . . .})
appears inexactlyone box and that each row and each column is weakly
increasing (from left to right and from bottom to top). This definition dif-
fers slightly from the one from our previous paper [RŚ15], where no empty
boxes were allowed.

An infinite Young tableau can be viewed alternatively, as follows. There
is a bijective correspondence between infinite Young tableaux andinfinite
paths in the Young graph

(2.1) ∅ = λ0 ր λ1 ր · · · .
This correspondence is defined as follows: for an infinite tableaut we define
the Young diagramλi as the collection of boxes with entries≤ i.

The set of infinite Young tableauxwill be denoted byT. It is equipped
with its natural measurable structure, namely, the minimalσ-algebraF of
subsets ofT such that all the coordinate functionst 7→ tx,y are measurable.

3. ALPHABETS WITH ROW LETTERS AND COLUMN LETTERS

3.1. Alphabets with row letters and column letters. LetA = Ac⊔Ar be
analphabet(i.e., a linearly ordered set). The elements ofAr will be called
row letterswhile the elements ofAc will be calledcolumn letters(in the
original paper [KV86, Section 1] these were called, respectively, positive
andnegative, which is not very convenient for our purposes). We define the
relationships<r and<c by

a <r b ⇐⇒ (a < b) ∨
[
(a = b) ∧ a ∈ Ar

]
,

a <c b ⇐⇒ (a < b) ∨
[
(a = b) ∧ a ∈ Ac

]

for anya, b ∈ A. Notice that for anya, b ∈ A exactly oneof the following
statements is true:a <r b or b <c a.

We may also considerA = Ac ⊔ A0 ⊔ Ar; the elements ofA0 will be
calledneutral letters. In this case the relationshipsa <r a anda <c a are
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not well-defined fora ∈ A0. This will not create any problems as long as
any element ofA0 appears in the words and tableaux which we consider at
most once. Alternatively, any element ofA0 can be regarded either as an
element ofAr orAc.

3.2. The jeu de taquin alphabet. For our purposes, the most important
example of an alphabet isJ = Jr ⊔ J0 ⊔ Jc with Jr = {1, 2, 3, . . . },
J0 = (0, 1) ⊂ R andJc = {. . . ,−3,−2,−1} with the linear order de-
fined as follows: on each of the setsJr, J0, Jc we consider the natural
order; we declare any element ofJr smaller than any element ofJ0, which
is smaller than any element ofJc. This alphabet will be calledthe jeu de
taquin alphabet; it can be visualized informally as Eq. (1.1).

If (α, β, γ) belongs to Thoma simplex, we define the following probabil-
ity measureMJ

α,β,γ onJ:

• for i ∈ {1, 2, 3, . . .} = Jr we setMJ

α,β,γ(i) = αi;

• for −i ∈ {−1,−2,−3, . . . } = Jc we setMJ

α,β,γ(−i) = βi;

• onJ0 = (0, 1) we take asMJ

α,β,γ the absolutely continuous measure
on the unit interval(0, 1) with constant densityγ.

This alphabet and probability measure were used in Theorem 1.1 and
Theorem 1.3.

3.3. Tableaux. A (semistandard) tableauin our new set up is defined as a
filling of the entries of a Young diagram with the property that each row is
<r-increasing(from left to right) and each column is<c-increasing(from
bottom to top), see Figure 9. This definition is equivalent tothe one of
Kerov and Vershik [KV86, Section 2].

3.4. Robinson-Schensted-Knuth algorithm.We assume that the reader
is familiar with the details of Robinson-Schensted-Knuth algorithm, which
are described in several well-known sources such as [Ful97,Knu73, Sta99,
Sag01]. We provide only a brief overview below.

The (row) insertion procedureapplied to a tableaut and a letterw ∈ A

produces a new tableau denotedt ← w. The new tableau is computed by
performing a succession of bumping steps wherebyw is inserted (by a pro-
cedure which we callelementary insertion) into the first row of the diagram,
bumping an existing entry from the first row into the second row, which re-
sults in an entry of the second row being bumped to the third row, and so on,
until finally the entry being bumped settles down in an unoccupied position
outside the diagram.

Theelementary insertionhas to be adjusted to our new setup: we insert
the new letter into the row as much to the right as possible, sothat the
row remains<r-increasingand no gaps are created, see Figures 9 and 10.
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1 1 1 2 2 3 0.1 0.8

2 3 3 0.5 0.6 -3 -2 -1

3 0.3 0.7 0.9 -3 -2 -1

0.2 0.4 -2

-3 -2

-3 -1

-3

2

Figure 9. Example of a tableau in the jeu de taquin alpha-
bet J, see Section 3.2. Row letters are marked by horizon-
tal lines, column letters are marked by vertical lines. High-
lighted boxes form the bumping route when letter2 is in-
serted into tableau.

1 1 1 2 2 2 0.1 0.8

2 3 3 3 0.6 -3 -2 -1

3 0.3 0.5 0.9 -3 -2 -1

0.2 0.4 0.7

-3 -2

-3 -2

-3 -1

Figure 10. The outcome of insertion of letter2 into the
tableau from Figure 9. Highlighted boxes form the bump-
ing route.
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This definition is equivalent to the one from the work of Kerovand Vershik
[KV86, Section 2].

The insertion tableauP (w1, . . . , wn) associated to a finite word is de-
fined as the outcome of iterative insertion of the letters into the empty
tableau:

(3.1) P (w1, . . . , wn) :=
((

(∅ ← w1)← w2

)
← · · ·

)

← wn.

TheRSK shapeof a finite word(w1, . . . , wn) is defined as the Young
diagram, equal to the shape ofP (w1, . . . , wn).

The recording tableauQ(w1, w2, . . . ) associated to the (finite, respec-
tively, infinite) word(w1, w2, . . . ) is defined as the (finite, respectively, in-
finite) Young tableau which corresponds to the (finite, respectively, infinite)
pathλ0 ր λ1 ր · · · in Young graph defined as follows:λk is theRSK
shape of the prefix(w1, . . . , wk).

If w1, w2, . . . is an infinite word, we define the outcome ofRobinson-
Schensted-Knuth algorithmas the corresponding recording tableau.

RSK(w1, w2, . . . ) := Q(w1, w2, . . . ) ∈ T.

3.5. Robinson-Schensted-Knuth algorithm as a homomorphism of prob-
ability spaces. We present now the precise form of the result of Kerov and
Vershik which we discussed in Section 1.4. We will use this result sev-
eral times: roughly speaking, whenever a random infinite Young tableau
distributed according to some indecomposable central measure (Vershik-
Kerov measure) has to be used, we will use a concrete realization of such
a random tableau on the probability space of a sequence of i.i.d. random
letters.

Note that the result below applies, in particular, to the special cases when
(a) the alphabetA = J is the jeu de taquin alphabet equipped with the
probability measureMJ

α,β,γ or, (b) when the alphabetA = I is the insertion
alphabet equipped with the probability measureMI

α,β,γ (the definition of
this alphabet is postponed until Section 6.1). In fact, these are the only two
cases which will be used in the current paper, so the reader can focus her
attention on them.

Fact 3.1(RSK is ahomomorphismof probability spaces, Kerov and Vershik
[KV86, Theorem 2]). Let alphabetA = Ar ⊔ A0 ⊔ Ac with a probability
measureM be given. Letα1 ≥ α2 ≥ · · · be the probabilities (listed in the
weakly decreasing order) of the atoms of the measureM restricted toAr

and letβ1 ≥ β2 ≥ · · · be the probabilities (listed in the weakly decreasing
order) of the atoms of the measureM restricted toAc. Let γ be the total
probability of the continuous part ofM. We assume that the probability
measureM restricted toA0 has no atoms.
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Let W1,W2, . . . be a sequence of random, independent, identically dis-
tributed letters fromA with distributionM. Then the distribution of the
recording tableauQ(W1,W2, . . . ) ∈ T coincides with Vershik-Kerov mea-
sureMα,β,γ.

In other words,RSK is a homomorphismbetween the following two
probability spaces:

•
(
A∞,B,M∞)

, i.e., sequences of i.i.d. random letters;
• (T,F ,Mα,β,γ), i.e., random infinite Young tableaux with Vershik-

Kerov measureMα,β,γ.

In order to recover this formulation from the original work of Kerov and
Vershik, one should simply declare that any element ofA0 is either a row
or a column letter. Since, almost surely, any neutral letterappears in the
sequenceW1,W2, . . . at most once, this does not create any difficulties.

3.6. Greene’s theorem.

Fact 3.2(Greene’s theorem). Letw be a finite word in some alphabetA =
Ar ⊔ Ac. Letλ = (λ1, λ2, . . . ) be theRSK shape associated tow.

Then for eachk ≥ 1, the sum of the lengths of the firstk rows, λ1 +
· · ·+ λk, is equal to the length of the longest subsequence ofw which can
be decomposed intok disjoint<r-increasing subsequences.

Also, the sum of the lengths of the firstk columns,λ′
1 + · · ·+ λ′

k, is equal
to the length of the longest subsequence ofw which can be decomposed
into k disjoint<c-decreasing subsequences.

For the proof of this result for alphabets containing row letters and col-
umn letters we refer to the work of Kerov and Vershik [KV86, Proposi-
tion 1].

3.7. Standardization of a sequence.In the current paper we will use gen-
eralizations of several classical results concerningRSK in the setup of
alphabets involving row letters and column letters. In the following we
present a simple technical tool which will be used in order toshow that a
given result in the generalized setup is, in fact, equivalent to its classical
version.

Let w = (w1, . . . , wn) with w1, . . . , wn ∈ A. We assume that each
neutral letter appears at most once inw. Letπ = (π1, . . . , πn) be a tuple of
some abstract elements which are all different. We define a linear order on
{π1, . . . , πn} by setting for all1 ≤ i < j ≤ n:

(3.2) πi < πj ⇐⇒ wi <r wj;

in other words it is a lexicographic order in which we first comparewi with
wj with respect to the usual order<; if they are equal then we compare the
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indicesi andj in the usual order (forwi ∈ Ar) or in the opposite order (for
wi ∈ Ac).

The tupleπ(w1, . . . , wn) := (π1, . . . , πn), calledstandardizationof w,
is uniquely determined up to an order-preserving isomorphism; it can be
identified with a permutation. The following Lemma 3.3 showsthat with
respect toRSK, the original tuple and its standardization have similar prop-
erties; the advantage of the tupleπ is that its entries are not repeated, thus
we avoid the difficulties related to column letters and row letters and we can
apply some classical results directly.

Lemma 3.3. The recording tableaux corresponding to the wordsw and its
standardizationπ(w) are equal.

Proof. In order to show that the recording tableaux are equal, it is enough
to show that for each1 ≤ k ≤ n, RSK shapes associated to the prefixes
(w1, . . . , wk) and(π1, . . . , πk) are equal.

Since there is a bijective correspondence between<r-increasing subse-
quences ofw and<-increasing subsequences ofπ, i.e., for anyi1 < · · · < iℓ

wi1 <r · · · <r wiℓ ⇐⇒ πi1 < · · · < πiℓ ,

Greene’s theorem (Fact 3.2) finishes the proof. �

4. ELEMENTARY PROPERTIES OF JEU DE TAQUIN

4.1. Lazy version of jeu de taquin. It will be convenient to work with a
modified version of the jeu de taquin path in which time is reparametrized.
We call this thenatural parametrizationof the jeu de taquin path. To define
it, for a given tableaut ∈ T let qn(t) = pK(n) whereK(n) is the maximal
numberk such thattpk

≤ n, i.e., the tableau entry in positionpk is smaller
or equal thann. The reparametrized sequence(qn)n≥1 is simply a slowed-
down or “lazy” version of the jeu de taquin path: asn increases it either
jumps to its right or up if in the growth process (2.1) a box wasadded in
one of those two positions, and stays put at other times.

4.2. Finite version of jeu de taquin. For a finite Young tableaut with n ≥
1 boxes, just like for the infinite case considered in Section 1.5, we remove
the corner box, we perform the sequence of slidings (which isnow afinite
sequence), and we subtract1 from every entry of the resulting “tableau”.
The resulting Young tableau withn− 1 boxes will be denoted byj(t).

4.3. Schützenberger’s jeu de taquin. We will use the special nameScḧu-
tzenberger’s jeu de taquin(which maps the set ofskew tableauxto the
set of tableaux; this map associates to a skew tableau its rectification, see
[Ful97, Section 1.2] and [Sag01, Section 3.7]) in order to distinguish it
from jeu de taquin transformationconsidered in the current paper (which
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is a mapJ , respectivelyj, on the set of infinite, respectively finite, Young
tableaux). In particular, the finitejeu de taquin transformationj can be de-
scribed equivalently as the composition of (i) removal of the corner box, (ii)
Scḧutzenberger’s jeu de taquin, (iii) subtracting1 from each entry.

4.4. Duality between jeu de taquin and one-directional shift. In the
setup when the alphabetA consists only of row letters, this result has been
proved by Schützenberger [Sch63]; we will use its generalized version for
alphabets consisting of row and column letters.

Lemma 4.1(Duality between jeu de taquin and one-directional shift). Let
the alphabetA = Ar⊔A0⊔Ac be given and letw1, . . . , wn ∈ A. We assume
that each neutral letter appears at most once in this tuple.

Then

Q(w2, w3, . . . , wn) = j
(
Q(w1, w2, . . . , wn)

)
,

wherej is the finite version of the jeu de taquin map.

Proof. In Section 3.7 we defined the standardization(π1, . . . , πn) = π(w1, . . . , wn).
One can easily show that(π2, . . . , πn) = π(w2, . . . , wn) (more precisely,
we can defineπ(w2, . . . , wn) := (π2, . . . , πn) and check that it fulfills the
requirement (3.2) from the definition; notice thatπ(w2, . . . , wn) is defined
only up to an order-preserving isomorphism). Lemma 3.3 shows that the
corresponding recording tableaux are equal:

Q(w1, . . . , wn) = Q(π1, . . . , πn),

Q(w2, . . . , wn) = Q(π2, . . . , πn).

Thus it is enough to show the lemma for the tuple(w′
1, . . . , w

′
n) :=

(π1, . . . , πn). Sinceπ1, . . . , πn are distinct, this is the setup considered by
Schützenberger, see [Sag01, Proposition 3.9.3]. �

5. GROWTH OF RANDOM YOUNG DIAGRAMS

5.1. Lengths of rows and columns of random Young diagrams.The fol-
lowing is the classical result of Vershik and Kerov (which wediscussed
already in Section 2.2) about the asymptotic growth of a random Young
diagram distributed according to some indecomposable central measure.

Fact 5.1(Vershik and Kerov [VK81, Corollary 5]). Let (α, β, γ) be an ele-
ment of Thoma simplex and let(Λ0 ր Λ1 ր · · · ) ∈ T be a random infinite
tableau with the distribution given by Vershik-Kerov measureMα,β,γ.
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Then, almost surely, for eachi ∈ {1, 2, . . . }

lim
n→∞

Λn
i

n
= αi,

lim
n→∞

(Λn)′i
n

= βi,

whereΛn
i (respectively,(Λn)′i) denotes the number of boxes ini-th row (re-

spectively,i-th column) of Young diagramΛn.

We will also need the following more refined information about the growth
of the number of rows and the number of columns in the case whensome
parameters in Thoma simplex are zero.

Lemma 5.2. We keep notations from Fact 5.1.

• Assume thatβ = (0, 0, . . . ) andγ = 0. Then for eachǫ > 0 there
exists a constantd > 0 such that

P

(
(Λn)′1√

n
> ǫ

)

= O
(

e−d
√
n
)

.

• Assume thatα = (0, 0, . . . ) andγ = 0. Then for eachǫ > 0 there
exists a constantd > 0 such that

P

(
Λn

1√
n
> ǫ

)

= O
(

e−d
√
n
)

.

Proof. Without loss of generality we may assume that the tableau(Λ0 ր
Λ1 ր · · · ) = Q(W1,W2, . . . ) is the recording tableau of an i.i.d. sequence
of random letters with a suitable probability distribution, as prescribed by
Fact 3.1. Thus the claim is equivalent to Lemma 5.3 below. �

Lemma 5.3.

• LetA = Ar be an alphabet which consist only of row letters, equipped
with a probability measureM which does not have any continuous
part. Let (W1,W2, . . . ) be a sequence of independent, identically
distributed elements ofA with distributionM.

Then, for eachǫ > 0 there exists somed > 0 such that

P
(
RSK shape of(W1, . . . ,Wn) has at leastǫ

√
n rows

)
= O

(

e−d
√
n
)

.

• Let A = Ac be an alphabet which consist only of column letters,
equipped with a probability measureM which does not have any
continuous part. Let(W1,W2, . . . ) be a sequence of independent,
identically distributed elements ofA with distributionM.
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Then, for eachǫ > 0 there exists somed > 0 such that

P
(
RSK shape of(W1, . . . ,Wn) has at leastǫ

√
n columns

)
= O

(

e−d
√
n
)

.

Proof. We will show the first part of the lemma. Letα1 ≥ α2 ≥ · · · ≥ 0 be
the probabilities of the atoms of the probability measureM; clearly

α1 + α2 + · · · = 1.

Let D > 0 be a positive constant, we will fix its value at the end of the
proof. Letm be big enough so that

α1 + · · ·+ αm > 1−D.

Let x1, . . . , xm ∈ A be the atoms of the measureM with the biggest
weights.

Note that the case when(α1, α2, . . . ) contains only a finite number of
non-zero entries will require later on some special attention; in this case we
setm to be the number of such non-zero entries; thus

(5.1) α1 + · · ·+ αm = 1.

We denote byW′ = (W ′
1, . . . ,W

′
ℓ(n)) the tuple(W1, . . . ,Wn) with all en-

tries which belong to{x1, . . . , xm} removed. By Greene’s theorem (Fact 3.2),
the number of rows of theRSK shape of(W1, . . . ,Wn) is equal to the length
of the longest<c-decreasing subsequence of(W1, . . . ,Wn). In our case,
there are no column letters, so such a sequence is strictly<-decreasing,
hence its length is bounded from above by

m+
(
length of the longest strictly decreasing subsequence ofW′).

Thus it remains to show that (with high probability) the second summand
grows sufficiently slowly withn.

In the case (5.1) when(α1, α2, . . . ) contains only finitely many non-zero
entries, the tupleW′ is almost surely empty and the statement of the lemma
follows trivially. Thus it remains to show the lemma in the remaining case

α1 + · · ·+ αm < 1.

We denote byg > 0 any constant such that

α1 + · · ·+ αm + g < 1.

The distribution of the random lengthℓ(n) of the wordW′ is given by
a binomial distribution with success probabilityp := 1 − (α1 + · · ·+ αm)
with g < p < D. Thus by elementary large deviations theory there exists
some constanth > 0 such that

(5.2) P

(
ℓ(n)

n
/∈ (g,D)

)

= O
(
e−hn

)
.
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In the following we condition overℓ = ℓ(n) and assume that

(5.3) gn < ℓ(n) < Dn.

We consider the setZ(W′) of all permutationsπ = (π1, . . . , πℓ) with the
property that for any1 ≤ i, j ≤ ℓ

(W ′
i 6= W ′

j) =⇒
[
(πi < πj) ⇐⇒ (W ′

i < W ′
j)
]
,

in other words, except for repeating letters, the order of the entries ofπ
should coincide with the order of entries ofW′. Any such a permutation
has the property that
(
length of the longest strictly decreasing subsequence ofW′) ≤

(
length of the longest decreasing subsequence ofπ

)
.

Let π be a random element of the (random) setZ(W′) (we sample with
the uniform probability). We claim thatπ is uniformly distributed on the
symmetric group. Indeed, the natural action of the symmetric groupSℓ on
the set of words of lengthℓ (by permutation of the letters) is such that each
σ ∈ Sℓ maps the setZ(W′) to the setZ

(
σ(W′)

)
. Since the wordsW′ and

σ(W′) have the same probability, it follows that the probability distribution
of the random permutationπ coincides with the distribution ofσπ. This
invariance uniquely characterizes the uniform distribution, so the claim that
π is uniformly distributed follows immediately. Therefore it remains to
find a suitable bound for the length of the longest decreasingsubsequence
of a random permutationπ, distributed uniformly on the symmetric group.
This is the classical Ulam-Hammersley problem for which lotof results are
available, see [Rom15]. We provide an elementary estimate below.

By Markov’s inequality, the probability thatπ contains a decreasing se-
quence of length at leastr := ⌈3

√
ℓ⌉ ≤ 3

√
Dn + 1 is at most the expected

number of such subsequences which is

(5.4)

(
ℓ

r

)
1

r!
<

(
e2ℓ

r2

)r

≤
(
e2

32

)3
√
ℓ

≤ e−d
√
n,

for some constantd > 0, where we used Stirling’s approximationr! >
rre−r and the assumption (5.3).

This shows that the unconditional probability of the event
(

the number of rows of theRSK shape of(W1, . . . ,Wn)
)

≥

m+ 3
√
Dn+ 1

is bounded from above by the sum of the right-hand sides of (5.2) and (5.4).
Thus, by choosingD > 0 in such a way that3

√
D < ǫ we finish the proof

of the first part of the Lemma.
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The second part of the Lemma is completely analogous. Alternatively,
one can apply the symmetry argument, as follows. We define an alphabet
A′ = A′

r which consists only of row letters, and which, as a set, is equal to
A. The linear order onA′ is defined as the opposite of the linear order on
A. Greene’s theorem (Fact 3.2) shows that the number of columns ofRSK
shape of(W1, . . . ,Wn), regarded as a word inA, is equal to the number of
rows of theRSK shape of(W1, . . . ,Wn), this time regarded as a word inA′.
Thus the first part of the Lemma implies immediately the second part. �

5.2. Plancherel measure and Vershik-Kerov-Logan-Shepp limit shape.
ThePlancherel measureon the setYn of Young diagrams withn boxes is
the probability measure given by

P (λ) =
(dimλ)2

n!
,

wheredim λ is the dimension of the irreducible representation of the sym-
metric groupSn corresponding toλ or, in other words, the number of
Young tableaux with shapeλ. Equivalently, Plancherel measure is the dis-
tribution ofRSK shape associated to a random permutation inSn with the
uniform distribution.

Asymptotically, the shape of a random Plancherel-distributed Young di-
agram converges to a well-known limit shape discovered in the celebrated
works of Logan-Shepp [LS77] and Vershik-Kerov [VK77, VK85]. Below
we present this shape in a parametrization which is not the simplest one,
but the most convenient for our purposes. The reason for thischoice of
parametrization will become obvious in Fact 5.5.

For−2 ≤ u ≤ 2 and0 ≤ w ≤ 1 we define:

Ω(u) =
2

π

(

u sin−1
(u

2

)

+
√
4− u2

)

,

F (u) =
1

2
+

1

π

(
u
√
4− u2

4
+ sin−1

(u

2

))

,

U(w) = F−1(w),

V (w) = Ω
(
U(w)

)
,

X(w) =
V (w) + U(w)

2
,

Y (w) =
V (w)− U(w)

2
,

whereF−1 denotes the compositional inverse. See Figure 11 for an illus-
tration.
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w = 0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

w = 1
X(w)

Y (w)

1 2

1

2

Figure 11. Vershik-Kerov-Logan-Shepp limit shape and its
parametrization

(
X(w), Y (w)

)
.

Fact 5.4(Typical shape of random, Plancherel distributed Young diagrams).
For eachn ≥ 1 let Λn = (Λn

1 ,Λ
n
2 , . . . ) be a random Young diagram withn

boxes, distributed according to Plancherel measure. Let(yn) be a sequence
of positive integers with the property that

y := lim
n→∞

yn√
n
> 0.

Then the lengths of the rows of these Young diagrams behave asymptoti-
cally as follows:

Λn
yn√
n

P−−−→
n→∞

X
(
Y −1(y)

)
,

whereY −1 denotes the compositional inverse. Furthermore, the rate of
convergence is given as follows: for eachǫ > 0 there exists somed > 0
with the property that

P

(∣
∣
∣
∣

Λn
yn√
n
−X

(
Y −1(y)

)
∣
∣
∣
∣
> ǫ

)

= O
(

e−d
√
n
)

.

Proof. Essentially, this result is a rather straightforward reformulation of
the results of Vershik and Kerov. We provide the details below.
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We consider the rotated (so called, Russian) coordinate system

u = x− y, v = x+ y

on the plane. Figure 12 shows how a Young diagram in the Russian coordi-
nate system can be identified with itsprofilewhich is just a function on the
real lineR.

A slight variation of the results of Vershik and Kerov [VK85](it follows
from the numerical estimates in Section 3 of that paper by modifying some
parameters in an obvious way; see also [Rom15, Chapter 1]) states that
for eachε > 0 there exists somed = d(ε) > 0 with the property that
the rescaled (by factor1√

n
) profile of a Plancherel-random Young diagram

with n boxes is (with probability at least1 − O
(
e−d

√
n
)
) contained in an

ε-neighborhood of the graph of the functionv = Ω(u), see Figure 13.
The diagonal solid line on Figure 13 shows the intersection of this neigh-

borhood with the liney = yn√
n
; we are interested in thex-coordinates of

the points from this intersection since they correspond to (scaled by a factor
1√
n
) possible values ofΛn

yn
. In the following we will show that asε → 0,

the length of this intersection converges to zero uniformlyover yn√
n
> C

for arbitraryC > 0. This would imply that for eachǫ > 0 it is possible to
chooseε > 0 small enough that

P

(∣
∣
∣
∣

Λn
yn√
n
−X

(

Y −1

(
yn√
n

))∣
∣
∣
∣
> ǫ

)

= O
(

e−d(ε)
√
n
)

as the common point of the curveΩ and the liney = yn√
n

belongs to the

above intersection as well. The continuity of the functionX
(
Y −1(·)

)
would

finish the proof.
It remains to show that asε→ 0, the length of the intersection converges

to zero uniformly overyn√
n
> C for arbitraryC > 0. Let (u1, v1), (u2, v2)

be the coordinates (in the Russian coordinate system) of some points on this
intersection. This implies that theiry-coordinates are equal:

2y = v1 − u1 = v2 − u2.

On the other hand,
|Ω(ui)− vi| < ε

for eachi ∈ {1, 2}. Thus

(5.5) Ω(u2)− Ω(u1) > u2 − u1 − 2ε.

Suppose thatui > 2−δ for someδ > 0. Note thaty-coordinate of(ui, vi)
fulfills

C < y ≤ Ω(ui)− ui + ε

2
;
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(b)

Figure 12. A Young diagramλ = (4, 3, 1) shown in (a) the
French and (b) the Russian convention. The solid line repre-
sents theprofileof the Young diagram. The coordinates sys-
tem (u, v) corresponding to the Russian convention and the
coordinate system(x, y) corresponding to the French con-
vention are shown.
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yn√
n

X(w)Y (w)

1

2

1

2

Figure 13. Logan-Shepp-Vershik-Kerov curve and itsε-
neighborhood.

asε → 0 andδ → 0, the right-hand side converges to zero, which leads to
a contradiction. This shows that there existsδ > 0 such thatui < 2− δ for
all ε > 0 which are sufficiently small.

A direct calculation of the derivative shows that there exists c > 0 such
thatΩ′(u) < 1 − c for anyu ∈ (−∞, 2 − δ). Thus, for anyu1 ≤ u2 such
thatu1, u2 ∈ (−∞, 2− δ)

(5.6) Ω(u2)− Ω(u1) ≤ (u2 − u1)(1− c).

Equations (5.5) and (5.6) show that ifε → 0 thenu2 − u1 → 0 as well.
This implies that the difference of thex-coordinatesΩ(ui)+ui

2
converges to

zero as well. This concludes the proof that the length of the intersection
converges to zero. �

5.3. Asymptotic determinism of Schensted insertion for Plancherel mea-
sure. In order to show Theorem 6.4 we will need the following special case
of it for α = β = (0, 0, . . . ) andγ = 1 which has been proved in our previ-
ous work. It explains our parametrization of Vershik-Kerov-Logan-Shepp
curve:

(
X(w), Y (w)

)
is just the (rescaled) typical position of the newly

created box by Schensted insertion, whenw ∈ (0, 1) is inserted.

Fact 5.5 ([RŚ15, Theorem 5.1]). Let W1,W2, . . . be the sequence of ran-
dom, i.i.d. letters from the interval(0, 1), taken with the uniform distribu-
tion. Letw ∈ (0, 1) be deterministic. Let�n denote the location of the
last box added to the recording tableau byRSK algorithm applied to the
sequence

(W1, . . . ,Wn−1, w).
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Then
�n√
n

P−−−→
n→∞

(
X(w), Y (w)

)
.

The rate of convergence is given, for eachǫ > 0, by

P

{∥
∥
∥
∥

�n√
n
−

(
X(w), Y (w)

)
∥
∥
∥
∥
> ǫ

}

= O
(

n− 1

4

)

.

6. ASYMPTOTIC DETERMINISM OFSCHENSTED INSERTION

6.1. The insertion alphabet. The second most important example of an
alphabet isI = Ir ⊔ I0 ⊔ Ic with Ir = {. . . ,−3,−2,−1}, I0 = (0, 1) ⊂ R

andIc = {1, 2, 3, . . . } with the linear order defined as follows: on each of
the setsIr, I0, Ic we consider the natural order; we declare any element of
Ic smaller than any element ofI0, which is smaller than any element ofIr.
This linear order can be visualized as follows:

1 < 2 < 3 < · · ·
︸ ︷︷ ︸

column letters

< · · · < 0.1 < · · · < 0.9 < · · ·
︸ ︷︷ ︸

< · · · < −3 < −2 < −1
︸ ︷︷ ︸

row letters

,

compare with (1.1). This alphabet will be calledthe insertion alphabet.
If (α, β, γ) belongs to Thoma simplex, we define the following probabil-

ity measureMI
α,β,γ on I:

• for −i ∈ {−1,−2,−3, . . . } = Ir we setMI
α,β,γ(−i) = αi;

• for i ∈ {1, 2, 3, . . .} = Ic we setMI
α,β,γ(i) = βi;

• onI0 = (0, 1) we take asMI
α,β,γ the absolutely continuous measure

on the unit interval(0, 1) with constant densityγ.

This alphabet and the measure are the ones used in Theorem 6.4.

6.2. The opposite alphabets.The alphabetsJ andI, regarded as ordered
sets, are equal. However, since their decompositionsA = Ar⊔A0⊔Ac into
row letters and column letters are different, this equalityturns out to be not
very important.

It is much more convenient to consider the bijectionι : J→ I defined by

Jr = {1, 2, . . . } ∋ k 7 ι−→ −k ∈ {−1,−2,−3, . . . } = Ir,

Jc = {−1,−2, . . . } ∋ −k 7 ι−→ k ∈ {1, 2, 3, . . .} = Ic,

J0 = (0, 1) ∋ x 7 ι−→ 1− x ∈ (0, 1) = I0.

The mapι is an anti-isomorphism of ordered sets which preserves the de-
composition of the alphabetsA = Ar⊔A0⊔Ac into row letters and column
letters. Furthermore, the pushforward ofMJ

α,β,γ is equal toMI
α,β,γ.
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6.3. Duality between jeu de taquin and Schensted insertion.The fol-
lowing lemma shows that Schensted insertion and jeu de taquin are closely
related to each other.

Lemma 6.1. Let w1, . . . , wn ∈ J. We assume that each neutral letter ap-
pears at most once in this tuple. LetQ := Q(w1, . . . , wn) be the corre-
sponding recording tableau and letqn be the box where the finite version of
jeu de taquin leaves tableauQ.

We consider the tupleι(wn), . . . , ι(w1) ∈ I and the corresponding record-
ing tableauQ′ := Q

(
ι(wn), . . . , ι(w1)

)
. Let�n be the box with the labeln

in Q′ (i.e., it is the box added in the last Schensted insertion step).
Thenqn = �n.

Proof. Letλn be theRSK shape associated to(w1, w2, . . . , wn). By Greene’s
theorem (Fact 3.2) it follows that it is also theRSK shape associated to
(
ι(wn), . . . , ι(w2), ι(w1)

)
.

Let λn−1 be theRSK shape associated to the postfix(w2, . . . , wn). By
the same argument it follows that it is also theRSK shape associated to
(
ι(wn), . . . , ι(w2)

)
.

By definition,λn is the shape ofQ; Lemma 4.1 shows thatλn−1 is the
shape ofj(Q) thus

{qn} =λn \ λn−1.

On the other hand,

{�n} =λn \ λn−1

which finishes the proof. �

Remark6.2. Lemma 6.1 holds true in bigger generality with the alphabets
J and I replaced by arbitrary alphabetsA, B with the property that there
exists anti-isomorphism of ordered setsι : A → B which preserves the
decompositionsA = Ar ⊔ A0 ⊔ Ac.

Lemma 6.3.Let(α, β, γ) be an element of Thoma simplex. LetW1,W2, . . .
be the sequence of random, i.i.d. letters from the insertionalphabetI, with
probability distributionMI

α,β,γ. Letw ∈ I be a deterministic letter. Let�n

denote the location of the last box added to the recording tableau byRSK
algorithm applied to the sequence

(W1, . . . ,Wn−1, w).

Then for arbitraryk ∈ {1, 2, . . . }
(6.1)

(

P
(
�n is in one of the firstk rows

))

n

is a weakly decreasing sequence.
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Proof. We apply Lemma 6.1; it implies that the sequence (6.1) coincides
with

(6.2)
(

P
(
qn(Qn) is in one of the firstk rows

))

n
,

whereQn is defined as the recording tableau associated to the sequence
(
ι(w), ι(Wn−1), . . . , ι(W2), ι(W1)

)
. It does not change the sequence (6.2) if

we change the definition ofQn to be the recording tableau associated to the
sequence

(
ι(w), ι(W1), ι(W2), . . . , ι(Wn−1)

)
. In particular, the sequence

(6.2) coincides with the sequence

(6.3)
(

P
(
qn(Q) is in one of the firstk rows

))

n
,

whereQ := RSK
(
ι(w), ι(W1), ι(W2), . . .

)
∈ T. Clearly, for any tableau

Q, the sequencey
(
qn(Q)

)
of y-coordinates is weakly increasing which im-

mediately implies that (6.3) and thus (6.1) are weakly decreasing. �

6.4. Asymptotic determinism of Schensted insertion.The proofs of our
results will be based on the following technical result, which might be in-
teresting on its own.

Theorem 6.4(Asymptotic determinism of Schensted insertion). Let(α, β, γ)
be an element of Thoma simplex. LetW1,W2, . . . be the sequence of ran-
dom, i.i.d. letters from the insertion alphabetI, with probability distribution
MI

α,β,γ. Letw ∈ I be a deterministic letter. Let�n denote the location of
the last box added to the recording tableau byRSK algorithm applied to
the sequence

(W1, . . . ,Wn−1, w).

(A) In the case whenw = −k ∈ {−1,−2,−3, . . . } = Ir we assume
thatαk > 0. Then

lim
n→∞

P
(
�n is in rowk

)
= 1.

(B) In the case whenw = k ∈ {1, 2, 3, . . .} = Ic we assume that
βk > 0. Then

lim
n→∞

P
(
�n is in columnk

)
= 1.

(C) In the case whenw ∈ (0, 1) = I0 we assume thatγ > 0. Then

�n√
γn

P−−−→
n→∞

(
X(w), Y (w)

)
,

where
(
X(w), Y (w)

)
is the parametrization of Vershik-Kerov-Logan-

Shepp curve considered in Figure 11. The rate of convergenceis
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given, for anyǫ > 0, by

(6.4) P

{∥
∥
∥
∥

�n√
γn
−

(
X(w), Y (w)

)
∥
∥
∥
∥
> ǫ

}

= O
(

n− 1

4

)

.

In each of the above three cases,

(6.5) ‖�n‖ P−−−→
n→∞

∞.

Informally speaking,�n converges in probability (asn → ∞) to the
appropriate asymptote depicted in Figure 8.

Proof. We will consider each of the three cases separately.

The case(A).
The elements which are bumped from consecutive rows in a given Schen-

sted insertion step form an<c-increasing sequence. The insertion alphabet
I has the property that any<c-increasing sequence of its elements which
starts with−k is of length (at most)k. This shows that�n belongs to one
of the firstk rows. Thus it remains to show that

lim
n→∞

P
(
�n is in one of the firstk − 1 rows

)
= 0.

Let Λn = (Λn
1 ,Λ

n
2 , . . . ) be theRSK shape associated to the sequence

(W1, . . . ,Wn) of i.i.d. random letters fromI distributed according to the
probability measureMI

α,β,γ. We use the notational shorthand

[condition] =

{

1 if conditionis true,

0 otherwise.

We clearly have

Λn
1 + · · ·+ Λn

k−1 =
∑

1≤m≤n

[

the box created in the insertionP (W1, . . . ,Wm−1)←Wm

is in one of the firstk − 1 rows
]

thus, by considering the eventsWm ∈ {−1,−2, . . . ,−(k − 1)} andWm =
−k, we obtain

E
(
Λn

1 + · · ·+ Λn
k−1

)
≥

∑

1≤m≤n

[

α1 + · · ·+ αk−1 + αk P
(
�m is in one of the firstk − 1 rows

)]

.
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This, together with Lemma 6.3 implies that

(6.6) lim inf
n→∞

E
Λn

1 + · · ·+ Λn
k−1

n
≥

α1 + · · ·+ αk−1 + αk lim
n→∞

P
(
�n is in one of the firstk − 1 rows

)
.

On the other hand, Fact 3.1 implies that(Λ0 ր Λ1 ր · · · ) is a random
infinite Young tableau with the distribution given by Vershik-Kerov measure
Mα,β,γ thus Fact 5.1 can be applied. By Lebesgue’s dominated convergence
theorem

(6.7) lim
n→∞

E
Λn

1 + · · ·+ Λn
k−1

n
= α1 + · · ·+ αk−1.

Eqs. (6.6) and (6.7) finish the proof.
In order to show (6.5) in this case it enough to use thatΛn

1 , . . . ,Λ
n
k all

tend almost surely to infinity.

The case(B).
The insertion alphabetI has the property that any<r-increasing sequence

of its elements which ends withk is of length (at most)k. This implies
that whenk is inserted by Schensted insertion to an arbitrary tableau,it is
inserted into one of the firstk columns, thus�n belongs to one of the first
k columns as well. Thus it remains to show that

lim
n→∞

P
(
�n is in one of the firstk − 1 columns

)
= 0.

The remaining part of the proof is completely analogous to the case(A)
considered above; one should simply replace the notion ofrowsbycolumns,
the lengths of rowsΛn

1 ,Λ
n
2 , . . . should be replaced by the lengths of columns

(Λn)′1, (Λ
n)′2, . . . , and one should consider the eventsWm ∈ {1, 2, . . . , k −

1} andWm = k.

The case(C).
Our goal is to find the location(x1, y1) of the box containingn in the

recording tableau corresponding toW := (W1, . . . ,Wn−1, w). Let π =
(π1, . . . , πn) be the permutation given by standardization (see Section 3.7)
of the sequenceW. By Lemma 3.3, the recording tableaux corresponding
toW andπ are equal. The latter recording tableau is equal to the insertion
tableauP (π−1). In the remaining part of the proof we will be studying this
insertion tableau. We use the shorthand notation(π−1

1 , . . . , π−1
n ) := π

−1.
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P (π−1
c )

P (π−1
r )y3

y2 + y3

y2
P (π−1

0 )

n

Figure 14. The way of stacking the insertion tableaux cor-
responding toπ−1

c , π−1
0 , π−1

r . As Schützenberger’s jeu de
taquin involves only slides of the boxes down and to the left,
the hatched area shows possible locations of the boxn in
P (π−1).

Let r (respectively,c) denote the number of row letters (respectively, col-
umn letters) inW. We define

π
−1
c := (π−1

1 , . . . , π−1
c ),

π
−1
0 := (π−1

c+1, . . . , π
−1
n−r),

π
−1
r := (π−1

n+1−r, . . . , π
−1
n )

so thatπ−1 is a concatenation of the wordsπ−1
c , π−1

0 , π−1
r . In this way

the insertion tableauP (π−1) can be obtained by stacking the insertion
tableauxP (π−1

c ), P (π−1
0 ), P (π−1

r ) as shown in Figure 14 and by perform-
ing Schützenberger’s jeu de taquin.

The entries ofπ−1
c (respectively,π−1

r ) are the locations in the wordW
of the column letters (respectively, row letters); in particularn is one of the
entries ofπ−1

0 .
Let (x2, y2) be the location of the box containingn in the insertion tableau

P (π−1
0 ); let y3 be the number of rows of the insertion tableauP (π−1

r ) and
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let x4 be the number of columns of the insertion tableauP (π−1
c ). Thus

x1 ≤x2 + x4,

y1 ≤y2 + y3

(the proof of the second inequality is illustrated in Figure14; the proof of
the first inequality is analogous).

Wordπ
−1 is created from the wordπ−1

0 by (i) adding a postfixπ−1
r and

then (ii) adding a prefixπ−1
c ; it follows that the the insertion tableauP (π−1)

can be created fromP (π−1
0 ) by (i) a sequence ofrow insertionsof the letters

forming π
−1
r (this part of the claim follows from the definition (3.1) of

the insertion tableau), followed by (ii) a sequence ofcolumn insertionsof
the letters (in the reverse order) formingπ−1

c (for this part of the claim
and for the definition of the column insertion see [Ful97, Section A.2]). It
follows that theRSK shape corresponding toπ−1 contains theRSK shape
corresponding toπ−1

0 .
Let (λ1, λ2, . . . ) denote theRSK shape corresponding toπ−1

0 . As(x1, y1)
is one of the inner corners ofP (π−1),

x1 ≥λy1 ≥ λy2+y3,

y1 ≥λ′
x1
≥ λ′

x2+x4
.

For a moment let us condition over the value ofc. TheRSK shape corre-
sponding toπ−1

c depends only on the relative order of its entries(π−1
1 , . . . , π−1

c )
which are the positions of the column letters in the tupleW. This order
would not change if we remove fromW all letters which are not column
letters. It follows that the number of columns ofRSK shape corresponding
to π

−1
c has the same distribution as the number of columns ofRSK shape

corresponding to a sequence of lengthc of i.i.d. letters fromIc such that
the probability of the letterk is equal to βk

β1+β2+··· . The number of columns
can only increase if we increase the length of the sequence ton; thus, by
Lemma 5.3, we have unconditional convergence

x4√
n

P−−−→
n→∞

0.(6.8)

An analogous reasoning shows that

y3√
n

P−−−→
n→∞

0.(6.9)

We denote byn′ := n − r − c the length of the sequenceπ−1
0 , which is

the number of the elements of the tuple(W1, . . . ,Wn−1, w) which belong
to I0. By the law of large numbers,

(6.10)
n′

n
P−−−→

n→∞
γ,
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in particular

n′ P−−−→
n→∞

∞.

Thus by Fact 5.5
x2√
n

P−−−→
n→∞

√
γ X(w),(6.11)

y2√
n

P−−−→
n→∞

√
γ Y (w).(6.12)

Thus we have shown that

λy2+y3√
n
≤ x1√

n
≤ x2 + x4√

n
;

the right-hand side converges in probability to
√
γ X(w); by Fact 5.4 the

left-hand side also converges in probability to the same limit. Thus we have
shown that

x1√
n

P−−−→
n→∞

√
γ X(w),

as required. Proof of the other limit

y1√
n

P−−−→
n→∞

√
γ Y (w)

follows in an analogous way.
In order to show (6.4) it is enough to revisit the above proof and check

the rates of convergence in Eqs. (6.8)–(6.12).
As X(w), Y (w) > 0 for w ∈ (0, 1), Equation (6.5) follows immediately.

�

7. PROOFS OF THE MAIN RESULTS

7.1. Asymptotic determinism of jeu de taquin. The following result is
the final tool necessary in order to show the main results of the paper.

Theorem 7.1(Asymptotic determinism of jeu de taquin). Let (α, β, γ) be
an element of Thoma’s simplex. LetW1,W2, . . . be a sequence of i.i.d. ran-
dom letters inJ with the distributionMJ

α,β,γ. Letw ∈ J be fixed. Letqn

be the natural parametrization of the jeu de taquin path associated with the
random infinite Young tableau

RSK(w,W1,W2, . . . ).

(A) In the case whenw = k ∈ {1, 2, 3, . . .} = Jr we assume that
αk > 0.
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Then, almost surely, jeu de taquin trajectory stabilizes ink-th
row:

lim
n→∞

y(qn) = k.

(B) In the case whenw = −k ∈ {−1,−2,−3, . . . } = Jc we assume
thatβk > 0.

Then, almost surely, jeu de taquin trajectory stabilizes ink-th
column:

lim
n→∞

x(qn) = k.

(C) In the case whenw ∈ (0, 1) = J0 we assume thatγ > 0.
Then, almost surely,

(7.1) lim
n→∞

qn√
n
=
√
γ ·

(
X(1− w), Y (1− w)

)
.

In all three above cases,

lim
n→∞

‖qn‖ =∞
holds almost surely.

Note that while in Theorem 6.4 the convergence holds only in the sense
of convergence in probability, in the above theorem the convergence is in
the almost sure sense.

Proof. The proof which we provide below is analogous to the proof of
[RŚ15, Theorem 5.2].

Let �n be the box with the labeln in

RSK
(
ι(Wn−1), ι(Wn−2), . . . , ι(W1), ι(w)

)
.

By Lemma 6.1,
qn = �n.

Theorem 6.4 can be applied in order to study the asymptotic behavior of the
right-hand side; we will discuss the three cases separately.

The case(A). Theorem 6.4 shows thaty(qn) converges tok in probabil-
ity. Sincey(qn) is a weakly increasing sequence, the limitlimn→∞ y(qn) ∈
{1, 2, . . . ,∞} exists almost surely; this implies thatlimn→∞ y(qn) = k
holds almost surely, as required.

The case(B). This case is analogous to the case(A) considered above.

The case(C). Settingnm = m8, from Theorem 6.4 and Borel-Cantelli
lemma we show an almost sure convergence

lim
m→∞

qnm√
nm

=
√
γ ·

(
X(1− w), Y (1− w)

)
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along the subsequencen = nm. Finally, note thatnm+1/nm → 1 as
m → ∞. It is easy to see that this, together with the fact that the path
(qn)n advances monotonically in both thex andy directions, guarantees
(deterministically) that convergence along the subsequence implies conver-
gence for the entire sequence.

In all three above cases, the sequence‖qn‖ is weakly increasing and The-

orem 6.4 guarantees that‖qn‖ P−−−→
n→∞

∞; this implies thatlimn→∞ ‖qn‖ =
∞ holds almost surely. �

7.2. Proof of Theorem 1.4.

Proof of Theorem 1.4.Again, without loss of generality, we can take

T := RSK(W1,W2, . . . ),

whereW1,W2, . . . is a sequence of i.i.d. random letters fromJ with the
probability distributionMJ

α,β,γ. We apply Theorem 7.1; the asymptotic
behavior of jeu de taquin path depends only on the value ofW1, the first
letter. Note that jeu de taquin path is parametrized in a different way in
Theorem 1.4 and in Theorem 7.1; this difference, however, creates no diffi-
culties. �

7.3. Probability distribution of jeu de taquin asymptotic angles.

Proposition 7.2. We keep notations from Theorem 1.4. Ifγ > 0, the distri-
bution of the asymptotic angleΘ (conditioned under event that the case(C)
holds true) is an absolutely continuous random variable on(0, π/2) whose
distribution has the following explicit description:

(7.2) Θ
D
= Π(W ),

whereW is a random variable distributed according to the semicircle dis-
tributionLSC on [−2, 2], i.e., having density given by

(7.3) LSC(dw) =
1

2π

√
4− w2 dw (|w| ≤ 2),

andΠ(·) is the function

Π(w) =
π

4
− cot−1

[
2

π

(

sin−1
(w

2

)

+

√
4− w2

w

)]

(−2 ≤ w ≤ 2).

Proof. Since Theorem 1.4 depends only on the distribution of the random
infinite tableauT , without loss of generality we can assume, by Fact 3.1,
that T = RSK(W1,W2, . . . ), whereW1,W2, . . . ∈ J is a sequence of
i.i.d. random letters with the distributionMJ

α,β,γ.
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By Theorem 7.1 it follows that (as long asγ > 0) the conditional distri-
bution ofΘ does not depend on the element(α, β, γ) of Thoma’s simplex.
Again, the difference of parametrizations of jeu de taquin paths creates no
difficulties. In particular, this conditional distribution coincides with the un-
conditional distribution ofΘ in the caseα = β = (0, 0, . . . ), γ = 1 which
corresponds to Plancherel measure. The result in this special case has been
proved in our previous paper [RŚ15, Theorem 1.1]. �

7.4. Proof of Theorems 1.2, 1.3 and 1.5.

Proof of Theorems 1.2, 1.3 and 1.5.Theorems 1.2, 1.3 and 1.5 contain sev-
eral claims:

• RSK is a homomorphism of probability spaces (this is a part of
Theorem 1.3).

This has been shown by Kerov and Vershik, see Fact 3.1.
• RSK is a factor map of dynamical systems, i.e.

(7.4) J ◦ RSK = RSK ◦S
(this is a part of Theorem 1.3).

This follows from Lemma 4.1; for details see [RŚ15, Section 2.4].
• Jeu de taquin transformationJ is measure-preserving (this is a part

of Theorem 1.2).
We need to show that ifT is a random infinite Young tableau

with the distributionMα,β,γ thenJ(T ) has the same distribution.
Without loss of generality we may assume that

T = Q(W1,W2, . . . )

is as prescribed by Fact 3.1. Equation (7.4) implies

J(T ) = Q(W2,W3, . . . ).

Another invocation of Fact 3.1 shows that the distribution of J(T )
is as required.
• MapRSK−1 defined by(1.2) is well defined almost everywhere (this

is a part of Theorem 1.5).
This follows from the facts thatJ is measure-preserving andΨ is

well-defined almost everywhere.
• RSK−1 ◦RSK = Id almost everywhere, whereRSK−1 is defined by

(1.2) (this is a part of Theorem 1.5).
LetW = (W1,W2, . . . ) ∈ JN be an i.i.d. sequence of letters with

distributionMJ

α,β,γ and let(U1, U2, . . . ) = RSK−1 ◦RSK(W). For
anyk ≥ 1

(7.5) Uk = Ψ
[
Jk−1

(
RSK(W1,W2, . . . )

)]
= Ψ

[
RSK(Wk,Wk+1, . . . )

]
,
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where the last equality follows from (7.4). We apply Theorem7.1
in order to show thatUk = Wk almost surely; in the case when
Wk ∈ Jr or Wk ∈ Jc this is straightforward, below we present a
more detailed analysis of the case whenWk ∈ (0, 1) = J0.

Concerning the right-hand side of (7.5), the value ofΘ (and thus
the value ofΨ as well) corresponding to (7.1) depends only onWk

and not on the element(α, β, γ) of Thoma simplex, as long asγ >
0; in particular we can takeα = β = (0, 0, . . . ), γ = 1 which
corresponds to Plancherel measure. The result in this case has been
proved in our previous work [ŔS15, Eq. (47)].
• RSK ◦RSK−1 = Id almost everywhere, whereRSK−1 is defined by

(1.2) (this is a part of Theorem 1.5).
Let T be a random infinite Young tableau with the distribution

Mα,β,γ. Without loss of generality we may assume that
T = RSK(W1,W2, . . . ), whereW1,W2, . . . is an i.i.d. sequence
of random letters with the distributionMJ

α,β,γ (Fact 3.1). Then

RSK ◦RSK−1(T ) = RSK ◦RSK−1 ◦RSK
︸ ︷︷ ︸

=Id, as shown above

(W1,W2, . . . ) =

RSK(W1,W2, · · · ) = T

holds true almost surely, as required.
• Jeu de taquin transformationJ is ergodic (this is a part of Theo-

rem 1.2).
By Theorem 1.3,J is isomorphic to a Bernoulli shiftS which is

clearly ergodic, see [Sil08].

�
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APPENDIX A. THE “ COUNTEREXAMPLE” OF FULMAN

The work [KV86] of Kerov and Vershik has been criticized by Fulman
[Ful02]. Since the current paper heavily uses the results ofKerov and Ver-
shik, we feel obliged to respond to this criticism.

Fulman writes (all quotations are from [Ful02, p. 186–187]):
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The paper[KV86] states a version of Theorem 12 in which
there is also a parameterγ (their Proposition 3), but it is
incorrect forγ 6= 0 as the following counterexample shows.
Setting all parameters other thanα and γ = 1 − α equal
to 0, it follows from the definitions that the extended Schur
functions̃2 is equal toα2+1

2
.

Indeed, this is the correct value of the extended Schur function.

But if Proposition 3 of[KV86] were correct, it would also
equalα2+(1−α)α = α since the two words giving a Young
tableau with1 row of length2 are11 and01.

With our notations, [KV86, Proposition 3] states that the extended Schur
function s̃2 is equal to the probability that a random filling

u v

of a Young diagram(2) with lettersu, v ∈ A gives a (semistandard) tableau.
The probability distribution of the letters is assumed to have a unique atom
(of weightα) on some row letterL ∈ Ar. There are the following disjoint
possibilities:

(a) u = v = L;
(b) u = L, v 6= L, u < v;
(c) u 6= L, v = L, u < v;
(d) u, v 6= L, u < v.

The event(a) occurs with probabilityα2. The union of the events(b) and
(c) occurs with probabilityα(1− α). The event(d) occurs with probability
1
2
(1 − α)2. The sum of these probabilities gives the correct value of the

extended Schur functioñs2.
It seems that in the calculation of Fulman the case(d) is missing. His

explanation:“since the two words giving a Young tableau with1 row of
length2 are 11 and 01” probably stems from a collision in the notation
used by Kerov and Vershik and the one used by Fulman.

In fact as the2 in the denominator ofα
2+1
2

shows, one can’t
interpret the extended Schur functions withγ 6= 0 in terms
ofRSK and words on a finite number of symbols.

Indeed, in order to haveγ > 0 one should use an infinite alphabet and
the non-atomic part of the probability distribution shouldbe non-zero, just
as claimed by Kerov and Vershik.



RSK, JEU DE TAQUIN AND VERSHIK-KEROV MEASURES 41

REFERENCES

[BR85] A. Berele and J. B. Remmel. Hook flag characters and their combinatorics.J.
Pure Appl. Algebra, 35(3):225–245, 1985.

[BR87] A. Berele and A. Regev. Hook Young diagrams with applications to combina-
torics and to representations of Lie superalgebras.Adv. in Math., 64(2):118–175,
1987.

[Ful97] William Fulton. Young tableaux, volume 35 ofLondon Mathematical Society
Student Texts. Cambridge University Press, Cambridge, 1997. With applications
to representation theory and geometry.

[Ful02] Jason Fulman. Applications of symmetric functionsto cycle and increasing sub-
sequence structure after shuffles.J. Algebraic Combin., 16(2):165–194, 2002.

[Knu73] Donald E. Knuth.The art of computer programming. Volume 3. Addison-Wesley
Publishing Co., Reading, Mass.-London-Don Mills, Ont., 1973. Sorting and
searching, Addison-Wesley Series in Computer Science and Information Pro-
cessing.

[KV86] Sergei V. Kerov and Anatol M. Vershik. The charactersof the infinite symmetric
group and probability properties of the Robinson-Schensted-Knuth algorithm.
SIAM J. Algebraic Discrete Methods, 7(1):116–124, 1986.

[LS77] B. F. Logan and L. A. Shepp. A variational problem for random Young tableaux.
Advances in Math., 26(2):206–222, 1977.

[O’C03] Neil O’Connell. A path-transformation for random walks and the Robinson-
Schensted correspondence.Trans. Amer. Math. Soc., 355(9):3669–3697 (elec-
tronic), 2003.

[OY02] Neil O’Connell and Marc Yor. A representation for non-colliding random walks.
Electron. Comm. Probab., 7:1–12 (electronic), 2002.

[Rom15] Dan Romik.The surprising mathematics of longest increasing subsequences. In-
stitute of Mathematical Statistics Textbooks. Cambridge University Press, New
York, 2015.
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