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Abstract

We consider the problem of maintaining a (1 + €)A-edge coloring in a dynamic graph G with
n nodes and maximum degree at most A. The state-of-the-art update time is O.(polylog(n)), by
Duan, He and Zhang [SODA’19] and by Christiansen [STOC’23], and more precisely O(log” n/e?),
where A = Q(log® n/e?).

The following natural question arises: What is the best possible update time of an algorithm
for this task? More specifically, can we bring it all the way down to some constant (for
constant €)? This question coincides with the static time barrier for the problem: Even for
(2A — 1)-coloring, there is only a naive O(m log A)-time algorithm.

We answer this fundamental question in the affirmative, by presenting a dynamic (1 + €)A-
edge coloring algorithm with O(log*(1/€)/€”) update time, provided A = Q (polylog(n)). As
a corollary, we also get the first linear time (for constant ¢) static algorithm for (1 + €)A-edge
coloring; in particular, we achieve a running time of O(mlog(1/e)/€?).

We obtain our results by carefully combining a variant of the NIBBLE algorithm from Bhat-
tacharya, Grandoni and Wajc [SODA’21| with the subsampling technique of Kulkarni, Liu, Sah,
Sawhney and Tarnawski [STOC’22].
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1 Introduction

Given an n-node graph G = (V, E) and a palette of colors C, a (proper) edge coloring x : E — C
assigns a color to each edge of G while ensuring that no two neighboring edges receive the same
color. If |C| = A, then we say that x is a A-edge coloring of G. It is easy to observe that we need at
least A colors for any proper edge coloring, where A is the maximum degree in the input graph, and
a textbook theorem by Vizing [Viz64] guarantees that any graph admits a (A + 1)-edge coloring. In
contrast, a simple greedy algorithm, which scans the edges of G in any arbitrary order and assigns
a “free” color to each edge during the scan, returns a (2A — 1)-edge coloring of G.

In this paper, we focus on the problem of maintaining an edge coloring in a dynamic setting.
Here, the input graph G undergoes a sequence of updates (edge insertions/deletions), but its maxi-
mum degree always remains at most a known parameter A. We wish to maintain a A-edge coloring
in this dynamic graph G, for as small a value of A as possible. We also wish to ensure that the
update time of our algorithm, which is the time it takes to handle an update in G, remains small.
Thus, the key challenge is to understand the trade off between the number of colors needed by an
algorithm and its update time. We now summarize the state-of-the-art for this problem.

We can maintain a (2A — 1)-edge coloring in O(log A) update time [BM17, BCHN18|, which
essentially requires dynamizing the greedy algorithm using a variant of binary search. If we wish to
move beyond the greedy threshold of (2A — 1), then there are two further results. We know how
to maintain a (14 €)A-edge coloring in O(log” n/e?) update time when A = Q(log?n/e?) [DHZ19),
and a (1 4 €)A-edge coloring in O(log? nlog® A/e%) update time with no restrictions on A [Chr23].
Given that both these two results incur a large polylogarithmic factor in their update times, it is
very natural to ask the following question, which we address in this paper.

Consider any arbitrarily small constant € € (0,1), and suppose that we wish to maintain a
(14 €)A-edge coloring in a dynamic graph. Then what is the best possible update time of any
dynamic algorithm for this task? Can we bring this update time down all the way to O(1)?

As we will shortly see, this paper answers the above question in the affirmative. Before stating our
formal result, we outline the major obstacles that we need to overcome to achieve this goal.

1.1 Perspective: The Quest for Constant Update Time

Achieving constant update times for fundamental problems is an important research agenda within
dynamic algorithms [AS21, BCH17, BGK ™22, BGM17, BHNW21, BK19, HP20, PS16, Sol16, SW18].
There are two major considerations that underpin this research agenda. (i) A constant update time
algorithm rules out the possibility of obtaining a (cell-probe) lower bound for the concerned prob-
lem [Lar12, PDO06]. (ii) It immediately implies a linear time algorithm for the concerned problem in
the static setting,! and thus aligns with what is essentially the best possible static guarantee. With
this backdrop, we encounter a significant hurdle at the very beginning of our quest, since currently
there does not even exist a O.(m) time static algorithm for (1 + €)A-edge coloring.? To elaborate
on this further, we now review the state-of-the-art for static edge coloring algorithms.

The greedy algorithm can easily be implemented by means of a binary search, which gives us
(2A — 1)-edge coloring in O(mlogA) time, where m is the number of edges in the input graph.
Beyond the greedy threshold, it is known how to compute a (A + 1)-edge coloring in O(m+/n)

1We take the (static) input graph, and feed it to the dynamic algorithm by inserting its edges one at a time.
2Throughout this paper, the notation Oc(.) hides poly(1/¢) factors.



time [GNK 85, Sin19], and a (A + A%5+€)-edge coloring in O(m) time.® Finally, the two dynamic
algorithms [Chr23, DHZ19| immediately imply static algorithms for (1 4+ €)A-edge coloring, with
running times O(mlog” n/e?) and O(mlog? nlog® A/e%) respectively. In addition, [DHZ19] also
obtain a (14 €)A-edge coloring algorithm with O(mlog® n/e?) running time, when A = Q(logn/e).

In fact, if we insist upon getting an exact linear (i.e., O(m)) running time, and subject to this
constraint try to minimize the number of colors being used, then the only game in town happens
to be a very simple, folklore algorithm that gives us (2 + €)A-coloring. This algorithm can also be
dynamized to get O(1/¢) update time, as explained below.

A folklore (randomized) dynamic algorithm. Suppose that we have a palette C of (2 + €)A
colors, and we are currently maintaining a proper coloring x : £ — C of the input graph G = (V, E).
For each node v € V, we maintain the set P(v) := {c € C : I(u,v) € E s.t. x(u,v) = ¢} of colors
that are currently assigned to the edges incident on v, as a hash table. If an edge e gets deleted
from G, then we don’t do anything else as the coloring x continues to remain proper. In contrast,
if an edge (u,v) gets inserted into G, then we keep sampling colors u.a.r. from C until we find a free

color c € C\ (P(u) U P(U)) for this edge, and then we set x(u,v) := ¢ and update the hash tables

P(u), P(v), which takes O(1) expected time. Note that ‘P(x)‘ < A for each endpoint = € {u,v},

and hence there are at least (2 + €)A — 2A = €A free colors for (u,v) when the edge gets inserted.
Accordingly, in expectation we need to sample at most |C|/(eA) = O(1/¢) colors from C until we
find a free color for (u,v). Furthermore, for each sampled color ¢, using the hash tables P(u), P(v)
we can determine in O(1) expected time whether or not ¢ is free. Putting everything together, this
leads to a dynamic (2 + €)A-edge coloring algorithm with O(1/¢) expected update time, which can
easily be converted into a static (2 4 €)A-edge coloring algorithm with O(m/e) expected run time.

Existing barriers. At this point, we revisit the state-of-the-art on dynamic (1+¢€)A-edge coloring,
and explain the challenges behind extending the known techniques to obtain constant update time.

(I) The two known dynamic algorithms for (14 ¢)A-edge coloring [DHZ19, Chr23] are both analyzed
in a memory-less manner. Specifically, they assume that we start with any arbitrary, adversarially
chosen (1 + €)A-edge coloring in the current graph G, and then show how to modify that coloring
(to ensure that it remains proper) in polylogarithmic time after the insertion/deletion of an edge.
A lower bound construction from [CHL' 18], however, implies that any such memory-less analysis
must necessarily imply an update time of Q(log(en)/e).

(IT) There is a weaker version of the dynamic edge coloring problem, where we care about the
recourse (as opposed to update time) of the maintained solution, which basically equals the number
of changes the algorithm makes to the coloring after an update. There exists a (14¢€)A-edge coloring
algorithm with Oc(1) recourse [BGW21], based on the NIBBLE method (see Section 1.2 for more
details) that was first used in the context of edge coloring in the distributed setting [DGP98]. It
seems very difficult to implement the algorithm of [BGW21] using O,(1) update time data structures,
for two reasons. First, the [BGW21| dynamic algorithm needs to resample the color ¢ of an edge

e = (u,v) when its palette P(e) =C\ ( P(u) U P(v)) changes by a small amount, even if ¢ continues

to be part of P(e). It is not at all clear how to implement this resampling efficiently, i.e., in constant
update time. Second, and more fundamentally, all existing Nibble method-based algorithms require
some form of regularization gadget, since the inductive approach that is used to analyze these
algorithms does not work on graphs that are not near-regular. Implementing this gadget requires
Q(nA) running time in the static setting, and Q(nA) preprocessing time in the dynamic setting.

3The O(.) notation hides polylog(n) factors.



1.2 Owur Results

We are now ready to present our results. Towards this end, we define the following parameter
A* — (log n/€4)@((1/6) log(1/€))

Recall that n and m respectively denote the number of nodes and edges in the input graph G =
(V, E), and let A be an upper bound on the maximum degree of G.

Theorem 1.1. In the static setting, we can compute a (1 + €)A-edge coloring in the input graph G
in O(mlog(1/€)/€*) time w.h.p., provided A > A*.

We then extend our algorithm to the dynamic setting, and derive the theorem below.

Theorem 1.2. We can maintain a (1+ €)A-edge coloring in a dynamic graph G in O(log*(1/¢)/€”)
expected worst-case update time (against an oblivious adversary), provided A > A*.

We can convert the expected worst-case update time bound of Theorem 1.2 into a high probabil-
ity amortized update time guarantee, for polynomially long update sequences (see Corollary C.6).

1.3 Our Technique

A one-sentence summary of our approach is that we combine the NIBBLE algorithm with the sub-
sampling technique used in a paper by [KLS22] in the context of online edge coloring, and then
always maintain the precise output of the resulting static algorithm as the input graph undergoes
edge insertions/deletions. We now explain this idea in more detail.

Our static algorithm. We start by summarizing the NIBBLE algorithm (see Section 2.1). It
runs in 7" := |(1/€)log(1/€)] rounds, on the input graph G = (V, E) with a palette C of (1 + ¢)A
colors. At the start of round i € [T], let P;(v) denote the palette of a node v € V', which consists
of all the colors that have not yet been (tentatively) assigned to any edge incident on v. In round
i, each uncolored edge e selects itself independently with probability €. Next, every selected edge
e = (u,v) picks a tentative color x(e) independently and u.a.r. from its palette P;(u) N P;j(v). At
the end of T rounds, we collect all the failed edges F' C F; these are the edges that were either not
selected during any of the 7' rounds and hence did not receive any tentative color, or received a
tentative color which conflicts with one of its neighbors. We now color the subgraph G := (V, F),
using the folklore algorithm and an extra palette of O(A(GF)) colors that is mutually disjoint with
C. This, combined with the tentative colors assigned to the edges in F \ F, gives us a proper
(14 €)A 4+ O(A(GF))-coloring of G. The main challenge now is to show that A(Gr) = O(eA)
w.h.p., for that would give us a (1 + O(¢))A-coloring of G.

Next, we observe that we do not need any regularizing gadget to analyze the NIBBLE algorithm,
if the input graph G is a forest (see Section 2.2). This is primarily because under such a scenario,
just before we pick a tentative color for an edge (u,v) € E in some round i € [T], the palettes
Pi(u) and P;(v) are mutually independent. This observation makes it easy to obtain a O.(m)
time implementation of the NIBBLE algorithm for (1 + €)A-edge coloring. We essentially use the
same hash table data structures which allow us to efficiently implement the folklore algorithm
(see Section 1.1), along with the fact that w.h.p., at the start of each round i € [T, the palette
P;(u,v) := P;(u) N Pi(v) of each uncolored edge is of size Q(¢2A) (see Corollary 2.8).

At this point, we move on to the general case where the input graph G might contain cycles
(see Section 2.3). Here, we first observe that the palette P;(v) of a node v for a round i € [T]
depends only on the i-hop neighborhood of v. Say that a node v is good in G if its (T + 1)-hop



neighborhood in GG does not contain any cycle, and bad otherwise. Since the NIBBLE algorithm runs
for only T rounds, we can simply pretend that the input graph is a forest while analyzing what the
algorithm does to a good node and all its incident edges (see Lemma 2.17). In particular, we can
show that w.h.p. every good node will have degree at most O(eA) in Gp.

We now combine the previous observations with a subsampling technique [KLST22| (see Sec-
tion 2.4). The basic idea is simple. Fix two parameters v := 1/(307) and A’ := A7, and set
n := A/A’. Next, partition the input graph G into n subgraphs Gi,...,G,, by placing each edge
e € E independently and u.a.r. in one of the subgraphs Gy, ...,G,. This partition happens to satisfy
the following two properties. (I) W.h.p. A(G;) < (1 +¢€)A’ for all j € [n]. (II) Say that an edge
e = (u,v) € E is problematic iff either u or v is a bad node in G;, where j € [n] is the unique index
such that e € G;. Let E* C E be the set of all problematic edges, and let G* := (V, E*). Then
A(G*) = O(eA) w.h.p. Armed with these two observations, our final algorithm on general graphs
works as follows. We compute the partition of the input graph G into the subgraphs Gy, ...,G,. For
each j € [n], we run the NIBBLE algorithm on G; in an attempt to color it with a (distinct) palette
C; of (1+ O(e))A’ colors. Overall, this requires 7 - (1 4+ O(e))A’ = (1 + O(e))A colors. At the end
of this step, we are left with two types of failed edges that could not be properly colored: the ones
that are problematic, and the ones that are not. Because of the locality of the NIBBLE method, for
each j € [n], w.h.p. each node v € V is incident on at most O(eA’) non-problematic failed edges
in G;. Thus, w.h.p. the maximum degree of the subgraph consisting of all non-problematic edges
over all j € [n] is at most 7 - O(eA’) = O(eA). Next, by Property II above, the maximum degree
of the subgraph consisting of all problematic edges, over all j € [n], is given by A(G*) = O(eA).
Putting everything together, we infer that at the end of the first step, the subgraph consisting of
all failed edges has maximum degree O(eA). Hence, we can easily color these remaining failed
edges, using the folklore algorithm from Section 1.1 and an extra set of O(eA) colors. This leads
to a (1 + O(e))A-coloring of the input graph G, without any additional overhead in the running
time compared to the scenario where G was a forest, because the subsampling step can easily be
implemented very efficiently.

Our dynamic algorithm. We dynamize our static algorithm using a very natural approach
(see Section 3). It is not surprising that the subsampling step is relatively easy to dynamize, so here
we only focus on highlighting what our dynamic algorithm does when the input graph remains a
forest. Essentially, our dynamic algorithm hinges upon two main observations.

(I) When an edge e gets inserted, we might as well fix an index i, € [T + 1] by sampling i, from
a capped geometric distribution with probability €,® and we can also fix an infinite length color-
sequence c, such that for each ¢ € Z* the £ entry c.(f) in this sequence is a color sampled
independently and u.a.r. from the input palette C. These rounds {i.}. and color-sequences {cc}e
uniquely determine the output of the NIBBLE algorithm on a given input graph G = (V| E). Specif-
ically, each edge e € E selects itself in round 4., and then identifies the smallest integer ¢ € ZT
such that c.(¢) € Pi(e), and sets Y(e) := c.(£).” Throughout the sequence of updates, we simply
maintain the output of this static algorithm w.r.t. the indices {i.}. and color-sequences {c.}.. We
show that this natural approach itself suffices to guarantee an expected worst-case recourse of O(1)
(see Section 3.1), and is in sharp contrast with the algorithm of [BGW21] which required repeated
resampling of colors.

(IT) We need one additional insight to implement our low-recourse algorithm in O(1) update time.
Specifically, we truncate the color-sequences {c.} at length K := O((1/€?)log(1/¢)), i.e., for each

*Thus, we have Prfic =] = (1 —¢)" ‘e for all i € [T] and Prfic =T + 1] = (1 —¢)7.
®Note that this is equivalent to sampling a color ¥(e) from C u.a.r.



edge e, we stop constructing the sequence ¢, after sampling the first K colors ce(1),...,ce(K). The
intuition behind why everything still works is as follows. W.h.p., we know that |P;_(e)| = Q(e2A).
Thus, conditioned on this event, at least one of the first K colors in ¢, should appear in P;(e) with
probability at least 1 — €. In other words, the resulting algorithm is equivalent to the following
process: We throw away each edge e € F with probability €, and we run the NIBBLE algorithm
on the surviving edges. The subgraph consisting of the edges that get thrown away has maximum
degree O(eA) w.h.p., and hence we can separately color this subgraph using the folklore algorithm
from Section 1.1. It turns out that we can develop data structures that support the implementation
of this modified algorithm in O.(1) expected worst-case update time (see Section 3.2). The main
reason is that the truncation step acts in a way which is reminiscent of palette-sparsification [DHZ19].
Indeed, now each edge gets assigned a tentative color that comes from a small set of size K = O(1).
This helps us design a supporting data structure whose expected update time is proportional to the
recourse of the algorithm from step (I) above, which, we already know to be O(1).

1.4 Remark on the Lower Bound on A

In the edge coloring literature, it is common to assume that A = Q(polylog(n)) [BGW21, DHZ19,
KLS"22]. In this paper, the reason we need the lower bound on A is as follows (see Section 2.4 for
details). We partition the input graph G into n = A/A’ subgraphs Gy, ..., Gy, by throwing each
edge of G u.a.r. into one of these subgraphs. We now need to enforce the following two properties.
(i) A’ needs to be large enough to ensure that we have enough concentration to be able to run the
Nibble algorithm on each G;. (ii) A’ needs to be small enough to ensure that each G; is sufficiently
“locally treelike” for our analysis to go through. In particular, so that the subgraph G*, which
consists of all the bad edges, has maximum degree at most eA (see Claim 2.19), because these bad
edges will get separately colored using a greedy algorithm. Now, it so happens that for Property
(i) to hold, we need A’ > Q(logn/e*), and for Property (ii) to hold, we need A’ < A®W/T) where
T = |(1/e)log(1/e€)] is the number of rounds required by the Nibble method. Combining these two

)@((1/6) log(1/€))

inequalities together, we get that A > (log n/et . We leave it as a challenging open

question to improve this lower bound on A.

2 Overview of our Static Algorithm

In this section, we describe how our algorithm (see Theorem 1.1) works in the static setting, and
present an overview of the key ideas that underpin its analysis. To convey the main intuition behind
our framework, here we intentionally explain some of the arguments in an informal/semi-rigorous
manner. The complete, formal proofs from this section are deferred to Appendix A and Appendix D.

Organization. In Section 2.1, we present the NIBBLE algorithm. Section 2.2 explains how to
analyze and implement this algorithm when the input graph is a forest. In Section 2.3, we show
that on general graphs, the analysis from Section 2.2 still holds for all those nodes that are not part
of any short cycle. Finally, Section 2.4 contains an overview of our final algorithm, which involves
combining the NIBBLE method along with a subsampling technique of [KLS"22].

2.1 The NIBBLE Algorithm

Fix any input graph G = (V, F) with n nodes and maximum degree at most A, any constant e €
(0,1/10), and any palette C of [(1+€)A] colors. The NIBBLE algorithm runs for 7" := | (1/€) log(1/e) |
rounds. At the start of round i € [T'], we have a subset of edges E; C E such that the algorithm has



already assigned tentative colors to the remaining edges F \ E;. We denote this tentative partial
coloring by x : E'\ E; — C U {L}, which need not necessarily be proper. For each node v € V', we
refer to the set of colors P;(v) :=C\ X(N(v) \ E;) as the palette of v at the start of round ¢, where
N(v) C E is the set of edges incident on v in G. In words, the palette P;(v) consists of the set of
colors that were not tentatively assigned to any incident edge of v in previous rounds. We define
Pi(u,v) := P;(u) N P;(v) to be the palette of any edge (u,v) € E; at the start of round 3.

We start by initializing £y < E, and P;(v) < C for all v € V. Subsequently, for i = 1,...,T,
we implement round ¢ as follows. Each edge e € E; selects itself independently with probability e.
Let S; C E; be the set of selected edges. Next, in parallel, each edge e € S; samples a color x(e)
independently and uniformly at random from P;(e). For any edge e € S;, if P;(e) = @ then we set
X(e) <= L. At this point, we define the collection F; C S; of failed edges in round i. We say that
an edge e = (u,v) € S; fails in round ¢ iff either (i) x(e) = L, or (ii) there is a neighboring edge
f e (N(u)UN(v))NS; which was also selected in round i and received the same tentative color as
the edge e (i.e., x(e) = X(f)). Let F; C S; denote this collection of failed edges (in round 7). We
now set F;11 < F; \ S; and proceed to the next round i + 1.

To ease notations, at the end of the last round 7" we define Fry; < Epi1, and x(e) < L for all
e € Fry1. We let F = Ulrjll F; denote the set of failed edges across all the rounds. It is easy to
check that the tentative coloring X, when restricted to the edge-set E \ F, is already proper.

Observation 2.1. X is a proper (1 + €)A-edge coloring in the subgraph Gp\p = (V,E\ F).

The pseudocode of this procedure appears in Algorithm 1. We now describe some further
notations that will be used throughout the rest of this paper.

Notations. For all v € V and i € T, we define N;(v) := N(v) NS; to be the set of edges incident
on the node v that get selected in round i. For each edge e = (u,v) € E, let N(e) := N(u) U N(v)
denote the set of its neighboring edges. Furthermore, for any graph H = (V, Ey) and any node
v € V, let degy(v) denote the degree of v in H, and let A(H) denote the mazimum degree of any
node in H. We will sometimes abuse these notations and write degg, (v) and A(Ey) when the
node-set V' is clear from the context. Finally, given any sequence of sets Ay, Ao, ..., we will use the
shorthands A.; := Uj<i Aj, Ay = Ujgi Aj, Ay = Uj>i Aj and As; = Usz‘ A;. For instance,
this means that S.; := U;;ll S; (see Line 7 in Algorithm 1).

Intuitively, it is easy to see that the NIBBLE algorithm is symmetric w.r.t. the palette C, i.e., it
does not give preference to one color over another. The lemma below formalizes this intuition, and
will be repeatedly invoked during our analysis (we defer its proof to Appendix A.2.2).

Lemma 2.2. Fiz the random bits used by the NIBBLE algorithm that determine which edges get
selected in which rounds. Then for allu € V, i € [T], C C C and permutations w : C — C, we have

Pr[P,(u) = C] = Pr[r (P;(u)) = C].

2.2 Analysis of the NIBBLE Algorithm on Forests

The NIBBLE algorithm returns a proper (1+-¢)A-edge coloring ¥ on the subgraph Gp\r = (V, E\ F)
(see Observation 2.1). We now wish to argue that the remaining subgraph G := (V, F') has small
maximum degree. Specifically, if it so happens that A(Gr) = O(eA), then we can just color the
edges of G, using the folklore algorithm from Section 1.1 and an extra set of O(eA) colors. This,
combined with the coloring X of G\, would give us a (1 + O(e))A-coloring of G. We now prove
this desired upper bound on A(GF), under the assumption that the input graph G is a forest with
sufficiently large maximum degree. The main result in this section is summarized below.



Algorithm 1 NIBBLE(G = (V, E), A, ¢)

1 C+ [(1+e)A], By «+ E,and x(e) «L foralle € FE

2: fori=1,...,T do

3: S; +— O

4: for e € F; do

5: ‘ Add e to S; independently with probability e

6: for e = (u,v) € S; do

(€ Pi(e) = C\X(N(e) N S<i)

8: if P;(e) # @ then

9: ‘ Sample x(e) ~ P;(e) independently and u.a.r
10: F; < {e€ S;|3f € N(e)NS; such that x(f) = x(e)} U{e € S;|x(e) =L}
11: Ei+1 +— E; \ S;

12: Froq < B

T+1
P+ U F
: return y, F'

—_ =
= W

(1001logn)
P

Lemma 2.3. Let G be a forest with maximum degree A > . Then w.h.p. we have:

degp(v) = O(eA) for all nodes v € V.
We start with the following key observation.

Observation 2.4. Let G = (V, E) be a forest. Fix the random bits used by the NIBBLE algorithm
that determine which edges get selected in which rounds. Consider any i € [T], u € V, and edges
(u,v1),...,(u,vx) € S;. Then the palettes { P;(u), Pi(v1),. .., Pi(vk)} are mutually independent.

Proof. (Sketch) The palettes P;(u), P;j(v1),..., Pi(vx) only depend on what happens during rounds
<iin Gej:= (V,S8<;), and the nodes wu, vy, ..., vy lie in different connected components of G.;. [

In Lemma 2.5, Corollary 2.6 and Lemma 2.7, we derive concentration bounds on the sizes of
the sets NV;(v) and the palettes of nodes/edges at the start of each round. Later on, we use these
concentration bounds in Section 2.2.1, which gives an overview of the proof of Lemma 2.3. Finally,
we explain how to efficiently implement the NIBBLE algorithm in linear time in Section 2.2.2.

Lemma 2.5. Let Z denote the event which occurs iff we have |Nij(u)| < (14 ¢€) - e(1 — €)' 1A for
all nodes uw € V- and all rounds i € [T]. Then the event Z occurs w.h.p.

Proof. (Sketch) Fix any node v € V and any round ¢ € [T]. Any given edge (u,v) € E inci-
dent on u appears in S; with probability €(1 — €)*~!. Thus, by linearity of expectation, we have
E[|N(u)NS;|] < e(1—e) LA, Furthermore, note that each edge decides independently (of all other

edges) whether to get selected in round 7. Since A > (10061*”) and T' = |(1/e)log(1/e)], the lemma
now follows from an application of Chernoff bound, and a union bound over all w € Vi € [T]. O

Corollary 2.6. Conditioned on Z, we always have |Py(u)| > (14+€)(1—€) A for allu € V,i € [T).

Proof. Fix any node u € V' and any round ¢ € [T]. Conditioned on the event Z, we have:

i—1 i—1
UN@ <Y (d+e el—e TA=(1+)A- (1-(1—¢""). (1)
j=1 j=1

The corollary now follows from (1) and the observation that |P;(u)| > (1 +€) ’UZ vy ( ‘ O



Lemma 2.7. Fix the random bits used by the NIBBLE algorithm that determine which edges are
selected in which rounds, in any way which ensures that the event Z occurs. Then w.h.p., we have
|P;(e)] > (1 — €2 (1 —€)2=DA for all rounds i € [T] and all edges e € E;.

Proof. (Sketch) Consider any i € [T] and any edge e = (u,v) € E;. For each color ¢ € C and each
node w € V, let X € {0,1} be an indicator random variable that is set to 1 iff ¢ € P;(w). Clearly,
we have |P;(e)| = Y cc X&' - XZ. By Observation 2.4, X! and X! are independent, and hence:

E[P(e)) =) E[Xy X]=) E[X]-E[X]. (2)
ceC ceC

We now consider any fixed color ¢ € C, and derive a lower bound on E[X%]. Using the symmetry
of the NIBBLE algorithm w.r.t. the colors (see Lemma 2.2), in conjunction with the fact that
|P;(u)] > (1+€)(1 — €)' 'A (see Lemma 2.5), we get:

€ — )it
Bl = Prxy =) > LI 2 3)

Since |C| = (1 4+ ¢)A, from Equation (2) and Equation (3), we derive that:

(1 — e)i—1 2 ,
Blp@) 2 ol (R D2) s ga - g va (@)

With some extra effort, we can modify the above argument by working with a slightly different (but
analogous) set of random variables Y (instead of X!”) such that the collection of random variables
{Y- Y} eec is negatively associated (see Definition E.5). This allows us to derive a concentration
bound out of Equation (4), which leads to the proof of the lemma (see Appendix A for details). [

Corollary 2.8. Fix the random bits used by the NIBBLE algorithm that determine which edges are
selected in which rounds, in such a way that the event Z occurs. Then w.h.p., we have |P;(e)| >
€2(1+ €)A/8 for all rounds i € [T and all edges e € E;.

Proof. (Sketch) Follows from Lemma 2.7 and the observation that ¢ < T := |(1/€)log(1/e)]. O

Corollary 2.8 will be useful in analyzing the runtime of the NIBBLE algorithm in Section 2.2.2.

2.2.1 Proof (Sketch) of Lemma 2.3

Consider any node v € V, and let Np(v) = N(v) N F be the set of failed edges incident on v. We
will show that degp(v) = |[Np(v)| = O(eA) w.h.p. Lemma 2.3 will then follow from a union bound
over all nodes v € V. We begin by partitioning the set Np(v) into three subsets:

o N'(v) := Ng(v) N Fryy (see Line 12 in Algorithm 1)
o N i= {e € Ne(w)\ MO (0) s 2(e) = L}

o« NP () = Ne()\ (NP (0) UNLD ()

A lower bound on E[X?] can be derived in the same way.



We refer to the edges in N I(TO)(U) as residual edges, since they are not selected in any round i € [T7].
The set N }(71)(1)) consists of those edges e € Np(v) which got selected in some round i € [T] but
unfortunately had P;(e) = &. Finally, the set N }2)(11) consists of the remaining edges in Ng(v), the
ones who received the same tentative color as (at least one of) their neighbors in some round.

We will separately upper bound the sizes of the sets N}O) (v), N}(,})(v) and Nl(pz)(v).

Claim 2.9. We have ’N}O)(v)‘ = O(eA) w.h.p.

Proof. (Sketch) Any given edge (u,v) € E appears in the set Frip = E \ Scryq with probability
= (1—¢)T < e T = ¢. This implies that E HNI(;O) (U)H = O(eA). Since A = Q (logn/e?) and since
the random bits that determine whether different edges appear in Fri; are independent of each
other, the proof now follows from an application of Chernoff bounds. O

For the rest of Section 2.2.1, we fix the random bits used by the NIBBLE algorithm that de-
termine which edges are selected in which rounds, in such a way that the event Z occurs (the
event Z occurs w.h.p., according to Lemma 2.5). Lemma 2.3 will follow from Claim 2.9, Claim 2.10
and Corollary 2.13.

1
Ny ()

Claim 2.10. We have =0 w.h.p.

Proof. (Sketch) Lemma 2.7 implies that w.h.p. the following event occurs: P;(e) # @ for all ¢ € [T]
and all e € S;. Conditioned on this event, no edge gets added to the set N }(;,1)(1)). O

We now focus on deriving an upper bound on ’N },2) (U)‘ We start with the following claim.

Claim 2.11. Consider any round i € [T], any edge (u,v) € S;, and any endpoint x € {u,v}. Then
we have: Pr[ 3 e € Nij(z)\ {(u,v)} : x(u,v) = x(e)] <e.

Proof. (Sketch) W.l.o.g. suppose that = = u (the proof for the case x = v is symmetric). Consider
any edge (u,w) € S; with w # v. We first lower bound the probability that x(u,v) = x(u, w).

Observation 2.4 implies that the palettes { P;(u), P;(v), P;(w)} are mutually independent. Fur-
thermore, since we have conditioned on the event Z, Corollary 2.6 lower bounds the sizes of each
of these palettes {P;(u), P;(v), Pi(w)}. Now, fix (i.e., condition on) the palettes P;(u) and P;(v),
and let ¢ = x(u,v) € P;j(u) N Pi(v) be the tentative color received by the edge (u,v) in round i.
Using the symmetry of the NIBBLE algorithm w.r.t. the colors (see Lemma 2.2), and recalling that
|P;(u)] > (1 +€)(1 —€)i~tA as per Corollary 2.6, we get:

1 1

Prix(u,w) =¢ < B < PN

Therefore, we conclude that Pr[x(u,v) # x(u,w)] > (1 - W), and hence:

1
(I+e)(1—¢

[N (u)]
Pr(,0) # K0 ¥ () € M)\ {(w0))) = (1 - cx)  zle
The first inequality holds because of Observation 2.4, whereas the last inequality holds since we
have conditioned on the event Z (see Lemma 2.5). The lemma follows if we consider the probability
of the complement of the event captured by Equation (5). O



Claim 2.12. Consider any round i € [T]. Then we have: N},Q) (V)N S| = O(2(1 — )" TA) w.h.p.
Proof. (Sketch) Consider the following two subsets of edges incident on v.

o Fl(v) = {(u,0) € S : 3(v,w) € S with F(u,v) = {(v,w)}

o F'(v) :={(u,v) € S; : I(u,w) € S; with x(u,v) = x(u,w)}

Observe that NI(,Q) (v) C F!(v) U EF}'(v). Now, consider any edge (u,v) € N;(v). By Claim 2.11, we
have Pr[(u,v) € F/(v)] < € and Pr[(u,v) € F/'(v)] < e. Thus, by linearity of expectation, we get:

E HN}VQ)(U)H <E[|F/)]] +E[|F/()[] < 2¢-|Ni(v)] = O(2(1 — €)' A). (6)

In the above derivation, the last step holds because we conditioned on the event Z (see Lemma 2.5).
With a little bit of extra work, we can infer that: (a) |F/(v)| can be expressed as a function of a
collection of random variables that is Lipschitz with all constants 2 (see Definition E.3), which
allows us to derive a concentration bound on |F/(v)| using the method of bounded differences
(see Proposition E.4). (b) Using the fact that the input graph G is a forest, |F}’(v)| can be expressed
as the sum of mutually independent 0/1 random variables, which allows us to derive a concentration
bound on |F}'(v)| by applying a Chernoff bound. This concludes the proof of the claim. O

Corollary 2.13. We have: ‘Né?)(v)‘ = O(eA) w.h.p.

Proof. Since ng) (v) € UL, Si, from Claim 2.12 we derive that whp:

T
] =0 (3 ;u-01a) = oti-1-0m) = oty
i=1

Lemma 2.3 now follows from Claim 2.9, Claim 2.10, Lemma 2.5 and Corollary 2.13.

2.2.2 Running Time of the NIBBLE Algorithm on Forests

We now briefly describe how we can implement the NIBBLE algorithm in linear time when the
input graph G = (V, E) is a forest. We begin by scanning through all of the edges e € E, and
assigning a round i, € [T + 1] to each edge e, sampled i.i.d. from a capped geometric distribution
with success probability e. We then construct the sets Si,...,St4+1, where S; consists of the edges
that will be colored during round i. This can be done in O(m) time. For each i = 1,...,T, we
then scan through all of the edges e € S; and sample a color x(e) ~ P;(e) independently and u.a.r.
In order to implement this sampling, suppose that we can check whether or not a given color c is
contained in Pj(e) in O(1) time. Since we know by Corollary 2.8 that |P;(e)| = Q(€2A) w.h.p., we
can sample a color ¢ from C independently and u.a.r. and this color will be contained in P;(e) with
probability Q(e?). Hence, in expectation, we need to sample O(1/€2) many colors before finding
one that is contained in P;j(e). It follows that the total expected time required to sample all of the
tentative colors is O(m/€?). Finally, we can color all the failed edges using the folklore algorithm
from Section 1.1 in O(m) time.

It turns out that using hash tables we can maintain, for each node v € V', the complement of
its palette, given by P(v) := {c € C: 3(u,v) € E s.t. x(u,v) = c}. This allows us to check whether
a color is in the palette of an edge e = (u,v) in O(1) time. Specifically, suppose that at the start
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of round ¢, we maintain P;(v) for each node v. We can then use this data structure to implement
the sampling efficiently as described above. After sampling all of the tentative colors for the edges
in S;, we can then update each of these sets in O(]S;|) time, by inserting the appropriate colors to
each set P(v), obtaining P;41(v) for all nodes v. We can also implement data structures that keep
track of all the failed edges. We defer all the details of these data structures to Appendix D.

To summarize, we get the following result.

Lemma 2.14. Given a forest G with mazimum degree A > (100logn)/e* as input, the NIBBLE
algorithm runs in O(m/€*) expected time.

2.3 Analyzing the NIBBLE Algorithm on General Graphs

In this section, we analyze the NIBBLE algorithm when the input graph G may contain cycles.
Looking back at the analysis in Section 2.2, it is easy to check that we crucially needed G to be
acyclic because we wanted to apply Observation 2.4 in our analysis. This observation was used,
for example, in the proof of Lemma 2.7 and in Section 2.2.1. The key insight that we employ in
this section is that even if G contains cycles, the preceding claim still holds for all the nodes/edges
that are not part of any cycle of length < T 4 1 (the number of rounds in the NIBBLE algorithm).
Formally, by doing induction on i, we can prove the following lemma.

Lemma 2.15. Let Ng(u,j) := G[{v € V : distg(u,v) < j}] denote the j-hop neighborhood of any
nodew € V.. Then for every i € [T, the palette P;(u) depends only on: Ng(u,i—1), and the random
bits used by the NIBBLE algorithm to implement rounds j € {1,...,i — 1} in Ng(u,i —1).7

We now introduce a key definition below.

Definition 2.16. We say that a node v € V is good w.r.t. G = (V, E) iff Ng(u, T+1), the subgraph
induced by its (T + 1)-hop neighborhood in G, does not contain any cycle. Let Ug C 'V denote the
set of all good nodes in G. We refer to the rest of nodes Bg :=V \ Ug as bad w.r.t. G.

Informally, since Algorithm 1 only runs for 7" rounds, and the decisions it makes are local, what
the algorithm does to some H C G should only depend on the subgraph of G that is reachable from
H by paths of length at most 7. Hence, if the (T + 1)-neighborhood of a node u is acyclic, then
it is safe to pretend that the input graph is a forest while analyzing what the algorithm does to
the edges incident on u. This implies that even if G contains cycles, we can recover the guarantee
of Lemma 2.3 for all the good nodes, which leads us to the following lemma.

Lemma 2.17. Suppose that the graph G has maximum degree A > (m%fgn). Then w.h.p. we have:
degp(v) = O(eA) for all nodes v € Ug.
2.4 The Final (Static) Algorithm: NIBBLE on Subsampled Graphs
Throughout Section 2.4, we use two parameters: v := 1/(307") and A" := A7. We also assume that:
A > (100logn/et) B0/ los(l/e)

We now combine Algorithm 1 with the subsampling technique of [KL.S" 22|, which leads to our final
algorithm on general graphs. This consists of two steps.

"We use the symbol distg(u,v) to denote the distance between u and v in G. Furthermore, for any subset of
nodes V' C V, the symbol G[V'] denotes the subgraph of G induced by V".
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Step I: Set n := A/A’, and partition the input graph G = (V,FE) into n subgraphs G; =
(V.&1),...,G, = (V,&,), by placing each edge e € E uniformly and independently at random
into one of the subsets &1,...,&,. To ease notation, for all j € [n] we let U; := Ug, and B; := Bg;
denote the sets of good and bad nodes in the subgraph G; (see Definition 2.16). We now derive two
important properties of this subsampling step that will be crucially used in Step II.

Claim 2.18. W.h.p., for every j € [n] we have A (G;j) < (1 +€)A’.

Proof. (Sketch) Fix an index j € [n]. Any edge e € E appears in G; with probability 1/n. Hence,
the expected degree of any node v € V in G; is at most A - (1/n) = A’. Since A is sufficiently large,
from a straightforward application of Chernoff bound we infer that w.h.p. degg, (v) < (1+4e€) - A
The claim now follows from a union bound over all v € V and j € [n]. O

Claim 2.19. Consider the graph G* = (V, E*), where E* := |J]_; {(u,v) € & : {u,v} N B; # @} is
the set of all edges that are incident on bad nodes in their corresponding subsampled graphs. Then

w.h.p., we have A (G*) = o(A).
We defer the proof of Claim 2.19 to Section 2.4.1, and proceed to the next step of our algorithm.

Step II: For each j € [n], taking Claim 2.18 into account, we invoke Algorithm 1 on G; with a palette
C; (i.e., the set C in Line 1 of Algorithm 1) of (1+¢€)?A’ colors. The palettes Ci, .. .,C; are mutually
disjoint. For each j € [n], let F; be the set of failed edges at the end of the corresponding invocation
of the NIBBLE algorithm on G; (i.e., the set F' in Line 13 of Algorithm 1). Let F := U?Zl Fj be
the collection of these failed edges over all j € [n], and let Gr := (V,F). We color the edges in Gr
using the folklore algorithm from Section 1.1, and an extra set of O(A(Gr)) colors.

It is easy to verify that the above algorithm returns a proper edge coloring of G, and that
the number of colors it uses is at most: O(A(GF)) + Y271 [Cj| = O(A(GF)) + (1 + €)*A" -y =
O(A(GF))+(1+€)?A'(AJA") = O(A(GF))+(14€)?A, w.h.p. We upper bound A(Gz) in Claim 2.20
below. This implies the main result in this section, which is summarized in Corollary 2.21.

Claim 2.20. We have A (Gr) = O(eA) w.h.p.

Proof. Throughout the proof, fix any node v € V. Partition the set of indices [n] into two subsets -
Jg:={jen:vel;}and J,:={j € n:veB;}-depending on whether or not v is a good node
in the corresponding subsampled graph. For each j € J;, Claim 2.18 and Lemma 2.17 imply that
degz, (v) = O(eA’) w.h.p. Thus, summing over all j € J,, we derive the following bound w.h.p.

> degr, (v) = || - O(eA') < - O(eA') = O(eA). (7)
jEJg

Next, observe that every edge (u,v) € Uje 7, Fj» by definition, contributes to the set E*. Thus,
from Claim 2.19, we infer that w.h.p.

> degz, (v) < degg-(v) = o(A). (8)
JE€

From Equation (7) and Equation (8), we get degg_.(v) = O(¢A) w.h.p. The claim now follows from
a union bound over all v € V. O

Corollary 2.21. W.h.p., the above algorithm returns a (14 O(€))A-coloring of the input graph G.
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It is easy to verify that the subsampling step can be implemented in O(m) time, because all we
need to do is decide for each edge e € E which subgraph G; it should appear in. We now implement
the NIBBLE algorithm in each subsampled graph G; using the approach outlined in Section 2.2.2.
Putting everything together, this implies a O.(m) time algorithm for (1 + €)A-edge coloring in a
general graph. See Appendix D for details.

2.4.1 Proof (Sketch) of Claim 2.19

We will use the following lemma, which is an immediate corollary of Lemma 4.2 in [KLS"22].

Lemma 2.22. Let G’ be a subgraph of G obtained by sampling each edge in G independently with
probability D/A, where D > 2. Then the probability that the g-neighborhood of a node u contains a
cycle in G' is at most 3D/ A.

Consider any node u € V. For each j € [n], define X3* € {0,1} to be the indicator random
variable for the event that the (T4 2)-neighborhood of u in the graph G; contains a cycle. Thus, we
have X;* = 1 whenever at least one of the neighbors of u in G; is contained in B;. It follows that:

degg.(u) < Y XJ - IN()NE|< Y X5 A(G)). (9)

Jj€M JEM]

Each edge e € E is sampled in G; independently with probability 1/n = A’/A, and we have that
A’ > 2 from the definitions of our parameters. Thus, setting D = A’ and ¢ = T + 2, Lemma 2.22

gives us: E [X]“] =Pr [X& = 1} < 3(A")(T+3) /A = o(1). By linearity of expectation, we get:

E|> X! =n-0(1)=o0(A/A). (10)

J€[n]

With some extra effort, we can show that the random variables {XJ“ }; are negatively associated
(see Definition E.5). This allows us to apply a Chernoff bound w.r.t. Equation (10), and derive
that: >-.cn Xi* = o(A/A") w.h.p. Next, by Claim 2.18, w.h.p. we have: A (G;) = O(A’) for all
J € [n]. These last two observations, along with Equation (9), imply that degq«(u) = o(A) w.h.p.
The claim now follows from a union bound over all nodes v € V.

3 Overview of our Dynamic Algorithm

In this section, we present an overview of our dynamic algorithm for edge coloring (see Theorem 1.2).
As in Section 2, to convey the main insights behind our approach, the arguments here will be often
informal and lacking in low-level details. The complete, formal proofs from this section are deferred
to Appendix B and Appendix C.

To simplify the presentation, throughout Section 3 we will assume that the input graph G =
(V, E) always remains a forest with maximum degree at most A, throughout the sequence of updates.
We will essentially dynamize the static algorithm from Section 2.1. Thus, it is reasonable to expect
that once we have a fast dynamic implementation of Algorithm 1 on forests, we can extend this to
work on general graphs using the subsampling framework from Section 2.4.

8Note that it is very easy to implement the subsampling based partitioning from Section 2.4 in a dynamic setting:
When an edge e is inserted, just sample an index j € [n] u.a.r. and add e to the subgraph G;.
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Organization. In Section 3.1, we present our dynamic algorithm and analyze its recourse — the
number of changes it makes to the colors of edges per update — ignoring any concern about efficient
data structures (see Theorem 3.1). Section 3.2 shows that a slightly modified version of the dynamic
algorithm from Section 3.1 can be implemented with fast data structures in O((1) update time.

3.1 Bounding the Recourse
We start by presenting our dynamic algorithm.

Preprocessing. We refer to an unordered pair of nodes as a potential edge. For each potential edge
e € (‘2/), we independently sample an index i, € [T + 1] from a capped geometric distribution with
success probability €, and an (infinite-length) color-sequence c.. Specifically, for each integer j > 1,
the j color in the sequence c, is denoted by c.(j) and is sampled independently and u.a.r. from
the palette C = [(1 4 €)A]. At preprocessing, we sample and then fix these indices {i.}e and the
color-sequences {c.}. for every potential edge e € (‘2/) Note that they uniquely determine the
output of Algorithm 1 on any given input graph G = (V, E), as follows. (1) Each edge e € E selects
itself in round i. (i.e., e € S;, if ie < T and e € Fpy; otherwise). (2) While considering an edge
e € S; in round i we simply scan through the sequence c. until we find the smallest index ¢, € Z*
such that c.(¢.) € Pi(e), and set x(e) := ce(£e). If no such index /. exists, i.e., if Pi(e) = &, then
we set £ := 0 and x(e) := L.

Handling the sequence of updates. We use the superscript ¢ to denote the status of any object
at time ¢. For instance, G = (V,E(t)) denotes the input graph just after the t* update. We

maintain the tentative coloring ¥ : E®) — € | which is obtained by executing Algorithm 1 on
G® | with the same random choices that were fixed at preprocessing. We also collect the subgraph
G( )= (V F )) consisting of all the failed edges and maintain a O (A(Gg)))—coloring »® in Gg)
using an extra palette of colors that is mutually disjoint with C. The final coloring x is then defined
as follows. For all e € E®, we have x®)(e) = xW(e) if e ¢ F®, and x®(e) = 1) (e) otherwise.

Theorem 3.1. The dynamic algorithm presented above has an expected recourse of O(1/€*) per
update, and at each time t w.h.p. maintains a proper (14 O(€))A-edge coloring of GO,

We devote the rest of Section 3.1 to the proof of Theorem 3.1. Towards this end, first observe that
the total number of colors used by the algorithm is |C| + O (A(Gg?)) =(1+eA+0 <A(G%))>,

which equals (1 + O(e))A w.h.p., according to Lemma 2.3. Thus, it now remains to bound the
expected recourse of the algorithm. Let A®) := ={ec ECDUE® : gt=D(e) £ )} denote the

set of edges that change their tentative color due to the " update, Where we define )Z(t)(e) = 1 for
all e ¢ E®). Theorem 3.1 then follows from Lemma 3.2 and Lemma 3.3.

Lemma 3.2. The recourse of the algorithm at time t is at most O(1) 4+ O (‘A(t) ).

Proof. W.l.o.g., suppose that the # update involves the insertion of an edge e* (we can analyze
deletions analogously). Thus, we have E(®*) ;= E(t¢=1) U {e*}. Note that x*)(e) € {x*)(e), ) (e)}
for all e € E® and ¢/ € {t —1,t}.% Let R® be the recourse of the algorithm for the t*" update,
and let R;t ) and Rg) respectively denote the number of changes to the colorings x and 1 due to
the t"* update. Thus, we have R®) < R(~) + R = |AW] + R, ) Tt now remains to show that

RSZ) =0(1)+0 (]A(t)]). Towards this end, we first observe that RSZ < |Ft1 @ F®] 10 because it

9For each of x, X, and 1, we define the color of an edge e not in the graph as L.
0The symbol & denotes the symmetric difference between two sets.
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is trivial to maintain a O(A)-coloring in a dynamic graph with maximum degree A with a recourse
of at most one per update. The lemma now follows from Equation (11).

mwn@ﬂwzom+onm) (11)

We devote the rest of the proof towards showing why Equation (11) holds. Consider any subset
E' C (‘2/) and any coloring x' : B/ — CU{L}. We say that an f € E' is a failed edge w.r.t. (E', ')
iff either x'(f) = L or it has a neighboring edge e € E’ (i.e., e and f shares an endpoint) with the
same color (i.e., X'(e) = X'(f)). For instance, F(*) is the set of failed edges w.r.t. (E®, x®).

Let A® U {e*} := {e1,..., e}, and for each r € [0,4], let F(r) be the set of failed edges
w.r.t. E® and the coloring where each edge e € {e1,...,er} receives the color %® and each edge
ee EW \ {e1,...,e -} receives the color )Z(tfl). Intuitively, consider a process where we start with
the coloring Y1, and then change the colors of the edges {e1,...,ep} from 1 to ¥®), one at
a time. The sets F(r) track how F (t=1) evolves into F'®) during this process. It is easy to see that

FOD & FOL<[F0) @ FQ)| + [F(L) & FQ)| +-+ [F(L=1) & F()],

since each f € FO—D ¢ F® must either be added to or removed from the set of failed edges after
some edge e € {ey,...,ep} changes its color during the process described above. Now, fix any r € [/],
let e, = (u,v), and consider the event when we change the color of e, from *~V(e,) to x®(e,)
during the above process (assume for now that neither color is L). Due to this event, at most 2
edges can get added to the set F'. This is because the only edges that will be added to F after this
color change are edges incident to u and v with color )Z(t)(er) that are not already in F', and there
can be at most one such edge incident on each of u and v. By an analogous argument, at most 2
edges can get removed from F due to this event. It follows that |F(r — 1) @ F(r)| < 4. A similar
argument shows that if L € {{*"Y(e,), ¥ (e;)}, then |F(r — 1) ® F(r)| < 3. Thus, in both cases,
we have |F(r — 1) @ F(r)| = O(1). Summing over all 7 € [¢], this gives us |[F¢~D @ FO| = O(¢).
Equation (11) now follows because £ < 14 [A®)]. O

Lemma 3.3. At each time t, we have E [[AD[] = O(1/€*).

Proof. As in the proof of Lemma 3.2, w.l.o.g. suppose that the ¢t** update involves the insertion

of an edge e* (we can analyze deletions analogously). Thus, we have EW .= plt-1)y {e*}. Let

Agt) = AN SZ-(t) for all ¢ € [T']. For the rest of the proof, fix the rounds {i.}. of all potential edges
e€ (‘2/), and condition on the high-probability event Z (see Lemma 2.5) on both Gt and GO,

Since the edge e* gets selected in round i+, due to the t** update no edge e € S(<t2 O\ {e}

changes its tentative color. In other words, we have |A§t)| =0 for all i < i+ and |AZ(2 | < 1. We will
show:
EDA@@§49EDAQQﬁmMMEUN+LT} (12)

Equation (12) implies that E[|A®|] < (1 + 4e)7 < *T = O(1/€*). Thus, it now remains to
prove Equation (12). Towards this end, consider the following scenario where: (i) we fixed the
rounds {i.}. and color-sequences {c}. of all potential edges at preprocessing, (ii) we have already
computed the outcome of Algorithm 1 on G*~1 in accordance with these choices {ie, ce}e, and (iii)
now we are running Algorithm 1 again on G® with the same choices {ic, ¢} and observing which
edges get added to A® as Algorithm 1 implements the rounds i = 1,...,7 on G®, in this order.
It is easy to observe that no edge gets added to A®) during rounds 1, . .., 4« —1. At round i = iex,
the edge e* is now present and it receives a tentative color (as long as its palette is non-empty).
Now, consider any subsequent round i € {iex + 1,...,T}. At the start of round i, we have already
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determined the palette Pi(t) (v) for each node v € V. During round 7, an edge e = (u,v) € Si(t) might
get added to A®, but this can happen only due to one of the following two reasons.

o () ce(fét_l)) ¢ Pi(t) (u) N Pl-(t) (v). So, there is an edge €’ € Ngi)(e) with Y (e/) = ce(ﬁ(et_l)) =
)Z(tfl)(e). Since ¥V was the output of Algorithm 1 on G~V we have ¢/ € A®. In this
case, we say that ¢’ is type-I-responsible for e being added to A®.

e (II) Thereis an £ € [e&t‘” — 1} such that c.(¢) € Pi(t) (u) ﬁPi(t) (v). Let £ be the smallest such

¢. Note that Algorithm 1 will set ¥(¥)(e) := ¢.(¢') and 0 = ¢, As X1 was the output
of Algorithm 1 on G®), there is an edge €’ € Ngi_l)(e) with XD (e/) = ¢.(¢') = X (e). But
since c.(¢') € Pl-(t) ()N Pi(t)(v), we now have Y (/) # c.(¢'), which implies that ¢/ € A®. In
this case, we say that ¢’ is type-II-responsible for e being added to A®).

Motivated by the preceding two observations, we now define the following sets for each edge ¢/ € E®):

ri(e) = {e e NO() () = ()}

L) =X}, Aile) = {e e M)

To summarize, for every edge e that gets added to Al(t), there is some edge ¢ € Ag that is

either type-I or type-II responsible for e. Furthermore, if €’ is type-I (resp. type-II) responsible for
e, then we must have e € T';(¢/) (resp. e € A;(e’)). This leads us to the following observation.

AP < 3T (i) + |Ai(e)]) for all i € [ier +1,T]. (13)
e’EAg
We now make the following claim, whose proof is deferred to Section 3.1.1.
()
<t

Claim 3.4. Consider any round i € [iex + 1,T] and any edge e € S_;. Then we have:

E [ITu(e)] + |Ai(e)] | e € AY)] < 4e.
For the rest of the proof, fix any round i € [ic» + 1,7]. Observe that:

E[lA7] < 3 E[m@l+ o)l |e € A9] - Pree )]

eesy)
< de- Z Pr |:6 € A(Q] =4e-E {|A(<t2|] :
eesy)

In the above derivation, the first inequality follows from Equation (13), whereas the second inequality
follows from Claim 3.4. Thus, Equation (12) holds, and this concludes the proof of the lemma. O

3.1.1 Proof of Claim 3.4
(t)

The occurrence of the event {e € Ag} depends only on the color-sequences of those edges €’ € S_;

that are in the same connected component as e in G(<t2 =(V, ng)) For the rest of the proof, we fix
these relevant color-sequences in such a way that the event {e € Ag} occurs. Below, we will show
that E[|T;(e)|] < 2e. The proof for E[|A;(e)]] < 2e is completely analogous, and taken together,

they imply Claim 3.4.
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By linearity of expectation, we have:

E(IP@l] = 3 Pr[x00) =29 (14)

ren(e)

Let e = (u,v). The palettes P,L»(tfl)(u) and Pi(tfl)(v) are completely determined by the color-

squences we have fixed, because G(<ti_1) (2

where the #" update is an edge-insertion. Consider an edge f = (u,w) € Ni(tfl)(e) (note that

is a subgraph of G_; as we are considering the scenario

N (e) = Ni(t_l)(e) since 4.+ < 7). Since the graph GZ(-t) contains no cycles, e and w lie in different

)

connected components of Gg Thus, the color ¥()(e) is independent of the palette Pi(t_l)(w). Let

¢ =x®(e). We can now apply Lemma 2.2 and Corollary 2.6 to get:

1 < 1
1PE V(@) — T+ el —e 1A

(2

Pr(X0() =] < (15)

From Equation (14) and Equation (15), we now derive that:

ErP@l] = > e[y =

ren{(e)

= Y E[U =+ Y e[ =
FeENET () FeNI (v)
NP+ N V@) 2t k-9 A

- (14+e)(1—e)f"1A = (14¢€)(1—¢€)f 1A '

The penultimate step in the above derivation follows from Lemma 2.5.

3.2 Bounding the Update Time

We now outline how to implement a modified version of the algorithm in Section 3.1, which leads
to dynamic (1 + €)A-edge coloring in O(poly(1/¢)) update time (see Theorem 1.2).

A “template” algorithm. We start with a template algorithm, which differs from the one
in Section 3.1 in only one aspect: The color-sequence of every potential edge is now of length
K = [(8/€%)log(1/€)]. Specifically, at preprocessing each potential edge e constructs the color-
sequence ¢, by sampling K, as opposed to infinitely many, colors c.(1),...,c.(K) from the palette
C = [(14€)A], independently and w.a.r. Subsequently, the algorithm handles the graph G®) at time

t as follows. While executing round i € [T'] of the NIBBLE algorithm on G®, an edge e € S’i(t) picks
the minimum index ¢ € [K] s.t. c.(¢) € P,L»(t) (u) N Pi(t)(v), and sets X (e) := c.(£) and 0 =y,
If there is no such £, then it sets x(¥)(e) := L and 9 = o. Everything else remains the same as
in Section 3.1. We now give an intuitive justification as to why the above modification does not
(meaningfully) change the guarantees derived in Section 3.1 (see Appendix A for a formal argument).

An intuitive justification. Fix the rounds {i.}. of all potential edges e € (‘2/), and condition

on the high-probability event Z (see Lemma 2.5) on the current graph G® . Consider any round
i € [T] and any edge e € SZ-(t). By Corollary 2.8, we have that |Pi(e)| > €*(1 + €)A/8 w.h.p.

As |C] = (1 + €)A, the probability that the color-sequence c. does not contain some color from
K K (8/€2) log(1/€)
P;(e) is given by: (1 - EQ%TCG')A> < (1 - %) < (1 - %) < €. To summarize, with
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probability at most e, the template algorithm mistakenly sets Y()(e) = L. But with probability
1—e, it correctly sets x(!)(e) to be a color chosen u.a.r. from Pi(t) (e). Thus, the template algorithm is
almost similar to the original algorithm, except that each edge e € E(*), before even being considered
for receiving a tentative color, gets added to the failed set F'®) with probability . This increases

the maximum degree of the subgraph Gg) .= (V, F®) by at most €A (we can show that this bound

(t) (t)
F

holds w.h.p.). Since anyway we maintain a O (G F )—coloring in G}, using a separate palette, the

total number of colors needed by the algorithm continues to remain (1 4 O(e))A.

Data structures. In order to highlight the main ideas behind our data structures, we start by
making two simplifications. (I) We allow for a preprocessing time of O(n?). This means that we
can afford to fix the rounds {i.}. and the color-sequences {c.}. for every potential edge e € (‘2/) at
preprocessing. (II) We focus only on maintaining the tentative coloring %® on GM. This allows us
to ignore keeping track of the set of failed edges F(®), and the coloring ¥*) on G%) =(V, F®),

Towards the end of this section, we explain how we can easily get rid of the preprocessing time,
provided we start with an empty graph GO = (V, E(©)). We defer presenting the data structures
which maintain the coloring ¥/® to the full version in Appendix C.

We are now ready to define the key data structure. For all nodes v € V, rounds i € [T] and

colors ¢ € C, let ESZ(C) = {e € Ni(t) (v) ‘ dk € [K] s.t. ce(lg) = c} denote the set of all neighboring

edges e € Ni(t) (v) such that the color ¢ appears at least once in the color-sequence c.. We store all
these sets {E(t)(c)} ~as hash-tables. In the two claims below, we bound the sizes of these sets.
v,1,C

v,8
Al

Claim 3.5. For each v € V,i € [T] and ¢ € C, we have E [|£E}t2(c)|] =K =0.(1).

Proof. (Sketch) Consider any edge e € Ni(t) (v). The expected number of times the color ¢ appears in
the sequence c. is given by K/|C| = K/((1+¢)A) < K/A. Hence, by Markov’s inequality, we have
Pr [e = cfjg(c)} < K/A. Since [N (v)| < A, it follows that E [wsz(c)@ <(K/A)-A=K. O

Claim 3.6. We always have 3-,cy jci7) cec |£§}ta(c)| = O (KT -|EY|) = O (|[EW|). Further, inser-
tion/deletion of an edge e in G can lead to at most 2KT = O(1) changes in the sets {L(t)(c)} .

v,0

Proof. (Sketch) Each edge e = (u,w) € E® can appear in at most 2K T sets {ﬁgg(c)} ~, one for

each of its endpoints z € {u,w}, for each round i € [T], and most importantly, for each of the (at
most) K colors that appear in its color-sequence c.. For the same reason, it is also the case that

the insertion/deletion of an edge (u,v) in G can affect at most 2KT of the sets {Eff'g(c)} . g

v,i,¢

Claim 3.6 implies that we can maintain the hash-tables for {Eitz(c)} in O(1) update time

? ,i,C
(note that these hash-table don’t depend at all on the tentative coloring ¥*)), and that the total
space complexity of this data structure is O, (|E(t)|). We now show how using this data structure
we can implement the template algorithm in expected update time proportional to its recourse,

which in turn, is O(1/e*) according to Theorem 3.1.

Modifying the coloring ¥ after the ' update. Recall the notations from Section 3.1, and
consider the following scenario. We already have the coloring Y*~ on G~V when we receive the
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tth update to G. Our goal now is to change the coloring Y1 into ¥(¥).1! To achieve this goal, all

we need to do is consider the rounds ¢ = 1,...,T, one at a time. And while we are at round i € [T,
() (t)

we need to identify the set A;” and change the color of each edge e € A;” appropriately.

We claim that once we have identified an edge e € AZ(-t) during round ¢, changing its color takes
only O(K) = Oc(1) time. To see why this is true, note that we can easily maintain the complements

of the palettes {H(U)} for all nodes v € V as hash-tables, where P;(v) := C \ P;(v).!? Now, for
the edge e = (u,v) € AZ(-t), we scan through its color-sequence c. and identify the smallest index (if
any) ¢ € [K] such that c.(¢) ¢ Pi(t) (u)U Pi(t) (v). This takes O((1) time per index in [K], because at

the start of round ¢ we already have access to the hash tables for Pi(t) (u) and Pi(t) (v).
Thus, the time spent on implementing round ¢ is dominated by the time spent on identifying

the set Agt) in the first place. We will now show that using our data structures we can perform this

task in expected time O (|A(<tZ|) Summing over ¢ € [T], this will lead to an expected update time

of > e Oc (|A(<t2|> = O« (Zie[T] T- |A5t)|> = O(|A®|), which is O(1) in expectation, according
to Lemma 3.3. It now only remains to prove the claim below.

tth

Claim 3.7. While implementing round i of the template algorithm after the update, we can

identify the set Agt) in expected time Oe(‘Ag )-

Proof. (Sketch) From the proof of Lemma 3.3 (specifically, from the discussion in the paragraph
preceding Equation (13)), it follows that an edge e € SZ-(t) belongs to Agt) only if it has a neighbor

e e Ng(e) N Ag such that either e € th)(e’) oree€ AZ(-t)(e’). Note that in the former (resp. latter)
case, the color Y (¢’) (resp. X"V (e)) must appear at least once in the color-sequence c,. In other
words, an edge e = (u,v) € Si(t) appears in AZ(-t) only if it has a neighboring edge ¢/ = (v,w) €

Ng (e)N A(<t2 such that e € £ ()Z(t)(e’)) U Eq(f) ()Z(tfl)(e’)). This motivates the following approach

,0 K
for identifying the set Al(-t) at the start of round i. Construct a set AZ@ by taking the union, over all
e = (v,w) € A(g, of the sets £1()t2 (x®(e")) U ﬁf}tz (x*=Y(€)). By Claim 3.5, this takes O, (]Ag[)

expected time. We also know for sure that Agt) - .Al(t), and E [].Agt)q =0, (\Ag )
®)

;/» and for each of them determine whether or not

We now scan through all the edges e € A

)

it belongs to A;”. This takes O(K) = O(1) expected time per edge in .AZ(-t), because given an

edge e = (u,v) € Agt) all we need to do is to check which of the colors {ce(f)} (k] belong to
Pi(t) (u) N Pi(t) (v)=C\ (Pi(t) (u) U Pi(t) (v)), and this takes O(1) expected time per color.

To summarize, we can indeed identify the set Agt) in O ( ]Ag[) expected time. O
Getting rid of the preprocessing time. Suppose that we start with an empty graph GO .=
(V, E©) before any update arrives. We can get rid of the O(n?) preprocessing by making the
following simple observation: We don’t need to fix the rounds and color-sequences of potential
edges in advance. We can do that on the fly. Specifically, when an edge e gets inserted, we sample
its round 4, and color-sequence ¢, in O((1) time. We work with (i,c.) as long as the edge e is

"Note that ¥~ 1 (resp. )}<t>) is the output of the template algorithm on G¢~1 (resp. G“)).
2For each color ¢ € P;(v), maintain a counter which denotes the number of edges in N<;(v) that receive ¢ as their
tentative color, and update these counters accordingly whenever an edge changes its tentative color.
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present in the input graph. When the edge e gets deleted, we remove all information /storage about
(i, ce). If the edge e gets inserted again at some point in future, then we sample a fresh pair (i, c.)
and work with this new sample. It is easy to verify that all our recourse and update time bounds,
as well as the guarantee on the total number of colors used, continue to hold if we make this simple
modification. The only effect it has is that now we don’t need to worry about preprocessing time
at all, provided we are starting with an empty graph.
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A Our Static Algorithm (Full Version)

Throughout this paper, we fix some constant € such that 0 < ¢ < 1/10, and define parameters
T :=[(1/€)log(1/e)] and K := [(8/€e?)log(1/¢)]. In this appendix, we describe our static algorithm
in full detail and provide a complete analysis. The main result in this appendix is Theorem A.2,
which is restated below.

Theorem A.1. Let € € (0,1/10) be a constant. Then, given a graph G and a parameter A >
(1001ogn/et) B0/ loe(1/€) sych that the mazimum degree of G is at most A, the algorithm STATIC-
COLOR produces a (1 4 61€)A-edge coloring of G with probability at least 1 — 8/nS.

A.1 Algorithm Description

The algorithm STATICCOLOR. Our main algorithm, STATICCOLOR, takes as input a graph
G = (V, E) with n nodes, and a parameter A € N. The algorithm uses two subroutines: PARTITION
and NIBBLE. We first use the algorithm PARTITION to split the input graph G into n = [A1=1/(07)]
many graphs Gi, ..., G, by assigning the edges of G' to one of the G; independently and uniformly
at random. We then proceed to call the algorithm NIBBLE on each of the G;, where we use (1 +
6)2A1/ (39T) many colors to color most of the edges in G;. Finally, we take all of the edges that failed
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to be colored by our calls to NIBBLE and greedily color them. Algorithm 2 gives the pseudocode
for STATICCOLOR.

Algorithm 2 STATICCOLOR(G, €)

1: Gi,...,G, + PARTITION(G, A, A1/(30T))
2: for j=1,...,ndo

3 | Fj + NIBBLE(Gj, (1 + €) A/GYT) ¢)

4: Greedily color the edges in H < F; U--- U, using 3A(H) many colors

For analytic purposes, and also to make the algorithm easier to present and dynamize, it will be
useful for us to fix the randomness used by our algorithm while making calls to PARTITION and
NIBBLE in advance. Hence, we will describe how all the relevant randomness is generated in advance
while describing each part of our algorithm. The assumption can be removed later.

The algorithm PARTITION. This algorithm takes as input a graph G and some parameters A
and A’ such that A’ < A, and outputs a partition Gi,...,G, of G, where n = [A/A’], obtained
by assigning the edges of G to one of the G; independently and uniformly at random. The node
sets V(G;) in all of the G; are the same as the node set V' of the graph G. In order to fix the
randomness in advance, for each potential edge of the graph e € (‘2/), we sample an index j. € [n]
independently and uniformly at random, and place e into the graph G; . Notice that after fixing
the random variables {j.}. the partition of the graph depends only on what edges are present in G.
Algorithm 3 gives the pseudocode for PARTITION.

Algorithm 3 PARTITION(G, A, A')

Ly« [A/A]

2: & < @ for all j € [n]

3: for e € ' do

4: ‘ Place e into one of &, ..., &, independently and u.a.r.
Gj « (V,&;) for all j € [n]

5: return Gi,...,G,

The algorithm NIBBLE. This algorithm takes as input a graph G, a parameter A, and uses a
palette C of [(1 + €)A] colors. The NIBBLE algorithm runs for T := | (1/€) log(1/€)]| rounds.

At the start of round ¢ € [T], we have a subset of edges E; C E such that the algorithm has
already assigned tentative colors to the remaining edges F \ E;. We denote this tentative partial
coloring by x : E'\ F; — C U {L}, which need not necessarily be proper. For each node u € V', we
refer to the set of colors P;(u) := C\ x(N(u) \ E;) as the palette of u at the start of round ¢, where
N(u) C E denotes the set of edges incident on u in G. In words, the palette P;(u) consists of the
set of colors that were not tentatively assigned to any incident edge of u in previous rounds. We
also define P;(u,v) := P;j(u) N P;(v) to be the palette of any edge (u,v) € E; at the start of round 1.

We start by initializing Eq < E, and Pj(u) < C for all u € V. Subsequently, for i = 1,...,T,
we implement round ¢ as follows. Each edge e € E; selects itself independently with probabil-
ity e. Let S; C E; be the set of selected edges. Next, in parallel, each edge e € S; samples
K = [(8/€%)1log(1/¢)] colors cy, ..., ck independently and uniformly at random from C and sets its
tentative color x(e) to some ¢y which is contained in P;j(e) if such a color exists. Otherwise, we set
X(e) < L. At this point, we define the collection F; C S; of failed edges in round i. We say that
an edge e = (u,v) € S; fails in round ¢ iff either (i) x(e) = L, or (ii) there is a neighboring edge
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f € (N(u)UN(v))N.S; which was also selected in round ¢ and received the same tentative color as
the edge e (i.e., x(e) = xX(f)). Let F; C S; denote this collection of failed edges (in round 7). We
now set F;y1 < E; \ S; and proceed to the next round i + 1.

In order to fix the randomness in advance, for each potential edge of the graph e, we sample
a round for the edge e independently from CAPPEDGEO(e, T + 1), which we denote by i..!3 We
also assume that for each potential edge e we have some colors c.(1), ..., ce(K) where each c.(¢) is
sampled uniformly at random and independently from C. We define ¢, to be min{/|c.(¢) € P, (e)}
(taking the convention that min @ = 0) and note that y(e) = ce({.) (as long as ¢, N P;_(e) # 9).
Algorithm 4 gives the pseudocode for NIBBLE.

To ease notations, at the end of the last round 7" we define Fry; < Epiq1, and x(e) < L for
alle € Fry1. Welet F:= UZT:JEI F; denote the set of failed edges across all the rounds. We denote
N(u)NS; by N;(u). It is easy to check that the tentative coloring x, when restricted to the edge-set
E\ F, is already proper.

Algorithm 4 NIBBLE(G, A, ¢)

x(e) +L and x(e) L for all e € E(G)
fori=1,...,T do
for e € S; do
le <— min{/l | c.(¢) € Pi(e)}
if 1 </, < K then
| X(e) « colte)
F; < {e€ S;|3f € N(e) N S; such that x(f) = x(e)} U{e € S;| x(e) =L}
x(e) «+ x(e) for all e € S; \ F;
Eiv1 < Ei\ S
: Fry1 < B
P U R
: return F

[ e S
O R )

We now prove the following result which describes the behavior of STATICCOLOR.

Theorem A.2. Let € € (0,1/10) be a constant. Then, given a graph G and a parameter A >
(1001ogn/et) B0/ loe(l/€) sych that the mazimum degree of G is at most A, the algorithm STATIC-
COLOR produces a (1 4 61€)A-edge coloring of G with probability at least 1 — 8/nS.

A.2 Analysis on Locally Treelike Graphs

For the rest of Appendix A.2, fix some graph G = (V, E) of maximum degree at most A such that
A > (1001logn)/e*. Let Ng(u,7) := G [{v € V : distg(u,v) < j}] denote the j-hop neighborhood of
any node u € V.'* We refer to Ng(u, j) as the j-neighborhood of u. Let U C V be the set of nodes
u € V such that the (T" + 1)-neighborhood of u is a tree. We refer to the nodes in U as good and
the nodes in V' \ U as bad. Now suppose we run Algorithm 4 on input (G, A, e). We now proceed
to analyze the behavior of the algorithm on this input.

Y3 Thus, we have Prfic = i] = (1 —¢)* ‘e for all i € [T] and Prfic =T +1] = (1 —¢)T.
We use the symbole distg(u,v) to denote the distance between v and v in G. Furthermore, for any subset of
nodes V' C V, the symbol G[V'] denotes the subgraph of G induced by V' and Ng(V’, j) denotes |,y Na(u, 7).
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A.2.1 Locality of the Nibble Method
Lemma A.3. Letu eV, i € [T]. Then P;(u) depends only on N (u,i —1).

Proof. We first recall the way our algorithm generates random bits in advance. We assign each
potential edge e € (‘2/) a round i, sampled from CAPPEDGEO(€, T+ 1) independently. Furthermore,
we assign each potential edge a sequence of colors c.(1),...c.(K) generated by sampling colors
independently and u.a.r from C. We now argue inductively that the set P;(u) depends only on
N(u,i — 1), i.e. that the structure of the graph outside of the (i — 1)-neighborhood of u has no
effect on the palette of u during the first ¢ — 1 rounds of the nibble method.

Clearly, Pi(u) = C for all nodes u and hence does not depend on anything. Now, for the
induction step, suppose that P;(u) depends only on N (u,i— 1) for all nodes u. Given some node u,
note that P;1(u) depends on (i) the rounds of the edges incident on w, (ii) the sequences of colors
assigned to the edges incident on w, and (iii) the palettes P;(v) of the nodes adjacent to u. Since (i)
and (ii) are fixed in advance, P;;1(u) is completely determined by which nodes are its neighbors and
their palettes at the end of iteration i. Hence, by the induction hypothesis, it follows that P41 (u)
depends on ¢ v N (v,i— 1) which is exactly the i-neighborhood of u, N (u,1). O

It immediately follows from Lemma A.3 that, for an edge e, the palette P;(e) depends only on
N(e,i —1). Since the tentative color assigned to e depends only on the round i, and the palette
P, (e), it also follows that x(e) depends only on N (e,i. —1) C N (e,T—1). Hence, given some node
u, the tentative colors assigned to edges in N(u) depend only on N (N (u), T —1) C N (u,T). Since
the edges in N (u) that fail depend on the tentative colors of the edges in N?(U) := N(N(U)), while
analyzing the palettes, tentative colors, and failure status of the edges in N(u) we can assume that
the input graph is N (N?(u), T — 1) = N'(u, T + 1). In the case where u is good, this will allow us
to significantly simplify the analysis.

A.2.2 The Symmetry of Algorithm 1

We now prove some lemmas that will be crucial for analyzing the types of colorings generated by
our algorithm. For the rest of Appendix A.2.2 we fix the random bits that determine the rounds
of all edges in GG. The following lemma formalizes the main “symmetry” property of NIBBLE which
says that it treats all colors equally.

Lemma A.4. For allu eV, i€ [T], C CC, and permutations 7 : C — C, we have that
Pr[P(u) = C] = Pr [ (Pi(w)) = C1.

Proof. We prove this lemma via a coupling argument. Let A denote the algorithm NIBBLE. Given
some permutation 7w of C, we define a new algorithm A", which behaves in the exact same way as
A, except that given the color sequence ¢, for the potential edge e, it uses the color sequences 7o ¢,
instead. We denote the palette P;(u) produced by algorithm A" by Pi(A/)(u). We now prove by
induction that for all w € V', ¢ € [T], and permutations 7 of C, we have that

K3 2

PAD ) =7 (P-(A)(u)> . (16)

Fix some permutation 7 of C. It’s easy to see that (16) holds for all v € V when i = 1 since the
palettes all equal C and 7 is a permutation. Now suppose that (16) holds for some i € [T — 1] and
all u € V. Then, for all e = (u,v) € S;, we have that

P (e) = PO w) 0 P4 () = 7 (P W) nr (P )
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7

== (AP wn P w) =7 (F0),

thus, it follows that
ce(t) € P (e) iff m(ce(0)) € 7 (Pi(A)(e)) iff 7(ce(£)) € PP (e).

We get that KEA) = €£Aﬂ) for all e € S;, which implies that
W) = 7 (e t)) = 7 (e ) = 7 (W)
for all e € S;.'5 Finally, it follows that
7 (PR W) =7 (PO @\ XOWi(w)) = = (P4 ) \ 7 (R4 (Ni(w) )
= PO )\ {40 (w) = P ().
This concludes the induction. By now noticing that algorithms A and A™ are actually the same

(since applying a permutation to an independent uniform sample returns an independent uniform
sample) we get that, for any C C C,

Pr [PZ»(A) (u) = C} =Pr [P}Aﬁ)(u) = C] =Pr |:7[' (Pi(A) (u)) = C}
and the lemma follows. O

Fix any i € [T] and let X be the indicator for the event that ¢ € P;(w) for a color ¢ and node w.

Lemma A.5. Let v € V. Given that ) X! = v for some v € N, we have that {X!}. is a
permutation distribution (see Definition E.7) where exactly v of the X* are 1 and the rest are 0.

Proof. Since the random variables X are all indicators and we know that > X = ~, it follows
that exactly v of them are 1 and the rest are 0. It then follows from Lemma A.4 that, for any
C,C" C C of size 7, Pr[P;(u) = C] = Pr[P;(u) = C'], and hence this collection of random variables
forms a permutation distribution. O

Lemma A.6. Let X1,...,X; be families of random variables that depend on disjoint collections of
random bits. Then these families of random variables are mutually independent.

Lemma A.7. Letuy,...,up € V be nodes that are mutually disconnected in the graph (V, S<;). Then
we have that the families of random variables { X" }¢, ..., {X*}. depend on disjoint collections of
random bits.

Lemma A.8. Let e = (u,v) € S;, such that e € N?>(U) and u and v are not connected in the graph
(V,5<;). Suppose we fix the random bits used in the first i — 1 rounds that determine the palette
Pi(u) (but not those that determine P;(v)) and let ¢ be a color that does not depend on the random
bits that determine P;(u). Then we have that Pr[x(e) = ¢] < 1/|P;(u)].

15 Here ¢ and )Z(A,)(e) denote the color index £. and tentative color X (e) produced by algorithm A’.
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Proof. First, note that by Lemma A.3 we can assume that the input graph is N'(e,T — 1). Since
e € N2(U), N(e,T — 1) is a subgraph of N'(w,T + 1) for some w € U, and hence N'(e,T — 1) is
a tree. It follows that u and v are not connected in the graph (V,S.;). Note that since P;(u) and
P;(v) are functions of { X!}, and {X!}. respectively, which depend on disjoint sets of random bits
by Lemma A.7, it is possible to fix the random bits this way. In the event that e does not fail, y(e)
is a uniform sample from P;(u) N P;(v) by the construction of our algorithm. By Lemma A.6, the
families of random variables { X"}, and { X"}, are independent, so by Lemma A.5 we get that P;(v)
is a uniform random subset of C. Hence, as long as P;(u) N P;(v) # &, sampling a color uniformly
at random from P;(u) N P;(v) is the same as sampling a color uniformly at random from P;(u). It
follows that

Prix(e) =] <Pr[x(e) =c|ce P(u)] < 2Ok

A.2.3 Concentration of Basic Quantities

We now establish the concentration of some basic quantities. We first start by analyzing how many
edges incident on a node are sampled during a round. For u € V and i € [T], let N;(u) denote the
set of edges N(u) NS;, and let N>;(u) denote the set of edges Ujr>; Ny (u).

Lemma A.9. For allu €V, i € [T], we have that
IN; ()] < (e +€*)(1—e) 1A
with probability at least 1 — 1/n'.

Proof. Let u € V and i € [T]. Since the round of each edge is sampled from the capped geometric
distribution, it follows that

E[|Ni(u)|] = Z Prle € Sj] = (1 — ) N(u)| < e(1 — ) LA.
e€N (u)

Since the rounds of edges are sampled independently, we can apply a Chernoff bound to get con-
centration. It follows that

Pr[|Ni(u)| > (1+€)-e(l—e) 'A] <exp(—€e?-e(1—€) " 'A/3).

Now note that '
(1—e)t>e (1 —€T) > e(1 — elog(1/e)) > €/2,

and hence we have that
exp(—€® - (1 — €)' 'A/3) < exp(—€*A/6) < exp(—16logn) = 1/n'.
The result follows by union bounding over all u € V, i € [T, and noting that 7' < 1/¢* < n. O

We now define an event Z which occurs if and only if |N;(u)| < (€ + €2)(1 — €)**A for all u € V,
i € [T]. By Lemma A.9, this event occurs with probability at least 1 — 1/n'*. For the rest
of Appendix A.2.3, we fix all of the random bits used to determine the rounds of the potential
edges and assume that event Z occurs. We implicitly condition all probabilities on event Z unless
explicitly stated otherwise. Hence, when taking expectations and probabilities, we are doing so over
the randomness of the color sequences assigned to edges.
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Lemma A.10. For allu €V, i € [T], we have that
Pi(w)] > (1+6)(1— ) 1A,

Proof. Given any u € V, i € [T], we have that

i—1
[Nei(u)] = Z INj(u)] < (e+)AY (1—ef ' =(1+eA-(1—-(1—¢ ).
j=1
It follows that |P;(u)| > (1 4+ €)A — [No;(u)] > (1+€)(1 — €)' A, L

Lemma A.11. For all e € E, i € [T] such that e € E; and e € N*(U), we have that
[Pile)] > (1= )(1—)* DA
with probability at least 1 — 1/n°.

Proof. Given any such edge e = (u,v), we have that

Pi(e)l= Y XX

c€[(14€)A]

where X is the indicator for the event that ¢ € P;(w) for a color ¢ and a node w. Since one of
the endpoints of e is distance at most 2 from a good node, we get that N'(e,T — 1) is a tree. Since
we only want to analyse the palette P;(e), we can assume that the input graph is N(e,T — 1),
which is a tree. Hence, the connected components containing v and v in the graph (V, S<;) are not
connected, so by Lemmas A.6 and A.7 it follows that {X!}. and {X!}. are independent families
of random variables. Note that, by Lemma A.5, given that |P;(u)| = 7 for some v € N, {X¥}.
is a permutation distribution where exactly v of the X are 1 and the rest are 0. Since we know
that |P;(v)| > (1 +¢€)(1 — €)*"1A, we can define a collection of random variables {Y.*}. by taking
a uniform random subset II* of size (1 + €)(1 — €)' "L A of the set {c € [(1 + ¢)A]| X* = 1} and
letting Y* indicate whether ¢ € II*. It follows that {Y'}. is a permutation distribution where
exactly (1 +¢€)(1 —€)"!A of the Y,¢ are 1, and hence by Proposition E.8 is an NA collection of
indicator random variables such that Y* < X" for each c¢. We define {Y”}. in the exact same way.
Since {X*}. and {X"}. are independent families, it follows that {Y*}. and {Y”}. are independent
families, and we can apply closure under products (Proposition E.9) to get that {Y*, Y}, is also a
family of NA random variables. By then applying disjoint monotone aggregation (Proposition E.9),
it follows that {Y* - Y}, are NA. Hence, we can apply a Chernoff bound. Letting Y, = Y - Y7,
we first note that

E ZYc (1+e)(1—e)tTA (1+e)(1—e A

C

ZEY“ R (Ers v S — gy

= (1+¢€)(1—e? DA,
It follows that

Pr ZYC <(A—e)- (1461 —e? DAl <exp(—€e2- (1+¢€)(1—€)?DA/2).

As we saw in the proof of Lemma A.9, (1 —¢)*"! > ¢/2, so it follows that
exp(—€? - (14 €)(1 — )20"VA/2) < exp(—€e*A/8) < exp(—12logn) < 1/n'2.
The result follows by union bounding over all e € E, i € [T], and noting that |Pi(e)| > > .Ye. O
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A.2.4 Analyzing the Failed Edges

Given some good node u € U, we now bound the number of edges incident on w that fail to be
colored, either because the algorithm failed to find a color in its palette or because of conflicts with
neighboring edges. For v € V, i € [T 4 1], we denote by F;j(u) the set N;(u) N F; of edges incident
on u that fail during iteration 7. We begin by bounding the number of edges in Friq(u), and then
proceed to bound Fj(u) for i € [T]. The following lemma is not conditioned on event Z.

Lemma A.12. Let u € V. Then we have that |Fpiq(u)| < €(1 + €)A with probability at least
1—1/n3.

Proof. Let u € V. Given some e € N(u), we can see that the probability that e is never selected to be
colored during a round is (1 —€)?. Since all of these edges are sampled to be colored independently,
it follows that

E[[Fri(u)]] = (1= )T |N(u)| < e”FA = eA.

By applying Chernoff bounds, it follows that
Pr(|Fro1(u)] > (1 +¢) - eA] < exp(—€A - €2/3) < exp(—33logn) = 1/n%.
O

For the rest of Appendix A.2.4, we again fix all of the random bits used to determine the rounds of
the potential edges and assume that event Z occurs, implicitly conditioning all probabilities on Z.

For some ¢ € [T], we now categorize the failed edges in Fj(u) into 3 types and bound each of
these individually. We say that edges e and f conflict if they share an endpoint and are assigned
the same tentative color. Note that conflicting edges must receive their tentative colors on the same
round. Given some edge e € F;(u), we place e into F/(u) iff there exists some edge f € Fj(u)
such that e and f conflict and we place e into F!'(u) iff there exists some edge f € F; \ F;(u)
such that e and f conflict. F!(u) U F!'(u) capture all of the edges that fail due to conflicts, i.e.
F/(uw)UF!(u) = {e € N;j(u) | 3f € Nj(e) such that x(e) = x(f)}. Finally, we let F/”(u) be the edges
e € F;(u) that fail because the algorithm does not find a color in its palette, i.e. ¢, N P;(e) = .
Clearly F;(u) = F}(u) U F/"(u) U F/"(u). Note that these sets are not necessarily disjoint. We now
proceed to bound |F;(u)| by individually bounding |F!(u)|, |F!'(u)| and |F}”(u)|. We split up the
bound in this way because the techniques required to establish concentration on the sizes of these
sets are slightly different.

Lemma A.13. Let u € U, i € [T]. Then we have that |F(u)| < 2(€ + €3)(1 — €)'"1A with
probability at least 1 — 1/n?.

Proof. Let uw € U, i € [T], and arbitrarily fix all of the random bits used in the first ¢ — 1 rounds
that determine the palette P;(u). Let ui,...,us be the nodes that are connected to u by an edge
in NV;(u). Recall that we can assume the input graph is A(u,T + 1), which is a tree. Since the
graph is a tree, the nodes u,uy,...,u, are all disconnected from each other in (V,S;), and hence
{X5 Yer -+ { X5, }e are mutually independent families of random variables by Lemmas A.6 and A.7.

Let e € N;(u). Given some f € N;(u) \ {e}, the probability that e and f conflict is the
probability that e and f are assigned the same color. Letting ¢ = x(e), we have by Lemma A.8
that Pr[x(f) = ¢] < 1/|P;(u)|. Let f, f" € N;(u) \ {e} be distinct edges such that f = (u,v) and
f = (u,v"). Then the event Y(f) = ¢ depends on the random bits that determine P;(v) and the
random bits used to sample x(f) (recall that the bits that determine P;(u) are fixed). Hence, by
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Lemma A.6, the events x(f) = ¢ and x(f') = ¢ are independent since they depend on distinct
random bits. It follows that

Pre¢ Hwl= ] Priv)#d= ] (1|1)

P;
FENi(u)\{e} FENi(w\{e} ()
(i 1 e(14€)(1—€)* 1A — 6(1 + 6)(1 _ 6)1'71A L
= 1+e)(1—ei 1A S G IS TG R T N

where the last inequality follows from Bernoulli’s inequality. By linearity of expectation, we get
that
E[Fi(u)]= ) Prle€ Fu)] <eNi(w)] < (& +€)(1- oA,
e€N;(u)

We now establish concentration. Let N;(u) = {e1,...,es} and ¢'(x(e1),..., X(er)) be the function
that counts the number of edges in F}(u), i.e. ¢ = |F/(u)|. Since the function ¢ is Lipschitz
with all constants 2 (Definition E.3) and x(e1), ..., X(e¢) € P;(u) are mutually independent as they
depend on distinct random bits, we can apply the method of bounded differences (Proposition E.4)
to get that
2
Pr ¢ > E[¢] + 1] < exp <_)
¥ 2 Bl ] Vo]

for all t > 0. By setting t = €(1 +€)(1 — €)' 1A we get that |F/(u)| > 2(e? + €3)(1 — €)' ' A with
probability at most

b (_64(1 +e)%(1 - e)z(i—”A?) - (_63(1 +eo)(l- e)i—1A> “ e (—ie‘*A) _ 1

2(e +€2)(1 — €)' 1A 2 n2s’
O

Lemma A.14. Let u € U, i € [T]. Then we have that |F"(u)| < 2(e? + €3)(1 — €)' LA with
probability at least 1 — 1/n33.

Proof. Let w € U, i € [T], and uy, ..., us be the nodes that are connected to u by an edge in N;(u).
Arbitrarily fix all of the random bits used in the first ¢ — 1 rounds that determine the palettes
Pi(u), Pi(u1),..., Pi(up). Let v € {uy,...,us}, e = (u,v), and v1,...,vp be the nodes that are
connected to v by an edge in N;(u)\ {e}. Recall that we can assume the input graph is N'(u, T +1),
which is a tree. Since the graph is a tree, the nodes v, vy, ..., v, are all disconnected from each other
in (V, S<i), and hence {X{, }¢, ..., {X, }. are mutually independent families of random variables by
Lemmas A.6 and A.7.

Given some f € N;(v) \ {e}, the probability that e and f conflict is the probability that e
and f are assigned the same tentative color. Letting ¢ = x(e), we have by Lemma A.8 that
Pr[x(f) = ¢] < 1/|P(v)|. Let f,f" € N;(v) \ {e} be distinct edges such that f = (v,w) and
f = (v,w'). Then the event x(f) = ¢ depends on the random bits that determine P;(w) and the
random bits used to sample x(f) (recall that the bits that determine P;(v) are fixed). Hence, by
Lemma A.6, the events x(f) = ¢ and x(f’) = ¢ are independent since they depend on distinct
random bits. It follows that

e rwl- [ mlAdz I (1-50)
FEN;(v)\{e} FEN;(v)\{e} ‘
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1 e(14¢€)(1—€)* 1A 1 1 — €)i LA
) oA+ —¢ -

- < (1+e(1—e A - (1+e)(1—e)f 1A
where the last inequality follows from Bernoulli’s inequality. By linearity of expectation, we get
that

EIF/ @)= Y Prle€ F/(w)] < dNiw)] < (+¢)(1 - A
GENZ'(U)

We now establish concentration. Given e = (u,v),e’ = (u,v") € N;(u), the fact that the events
e € F/'(u) and ¢’ € F!"(u) depend on disjoint collections of random bits follow the details above and
the fact that the graph is a tree. Hence, these events are independent. It follows that we can apply
a Chernoff bound.

€3

Pr[|E/ (u)| > 2(e*4€3)(1—€)* 1 A] < exp <—:1))(€2 +e3)(1 - e)i_1A> < exp < 5 (1+ 6)A> <1/n%.

O

Lemma A.15. Let u € U, i € [T]. Then we have that |F!"(u)| < 2(e2 + €3)(1 — €)' LA with
probability at least 1 —2/n°.

Proof. We begin by fixing all of the random bits used in the first ¢ — 1 rounds such that for all
e € N2(U) we have |P;(e)| > (1 — €2)(1 — €)?(~DA. Note that by Lemma A.11 this event occurs
with probability at least 1 — 1/n°. Given some edge e € N;(u), we now have that

‘B(e)’ >8log(1/e)/e2

2(Z._l))Slog(l/e)/ez
(1+eA

Prle € F"(u)] = (1 < (1 —(1—e1—¢

< (1 _ 62/8)810g(1/6)/€2 <e

where the first equality follows from the fact that we are drawing colors from [(14€)A] independently
and u.a.r while avoiding P;(e) and the second inequality follows from the fact that (1 — €)= > ¢/2.
By linearity of expectation, it follows that

E[F"w)] = Y. Prlee F/"(u)] < e Ni(w)] < (2 +)(1 - e 1A,
e€N;(u)

Given two distinct edges e = (u,v), f = (u,w) € N;(u), the random bits used by the algorithm to
sample the colors x(e) and x(f) are distinct, so we can apply Lemma A.6 to get that the events
e € F/"(u) and f € F/"(u) are independent. Hence, we can apply Chernoff bounds to get that

€3

Pr[|E}" (u)| > 2(e>4+€3)(1—€)" T A] < exp (—?1)(62 + (1 - e)i_1A> < exp ( 5 (1+ e)A) < 1/n%.

O

Let G denote the subgraph of G consisting of the edges contained in F. We now remove the
conditioning on event Z.

Lemma A.16. We have that degg,.(u) < Te(1+€)A for alluw € U with probability at least 1 —6/n".
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Proof. Let u € U. Then, by Lemmas A.12, A.13, A.14 and A.15 we get that

T

T
degg,.(u) = |Froa(w)| + ) |Fi(u)] < [Freau)| + ) (1F ()] + [F]' (w)] + |F" (w)])
=1 i=1

1-(1-¢eTf

€

T
Se(l+A+6(+e)AY (1—€) " =e(l+e)A+6(e+e)A-
i=1
with probability at least 1 — 1/n33 — T/n?> — T/n33 — 2T /n® > 1 — 5/n®. The lemma follows by
union bounding over all nodes in U and removing the conditioning on event Z. O

< Te(1+e€)A.

A.3 Properties of Algorithm 3

Let G = (V,E) be a graph with maximum degree at most A and Gi,...,G, be the subgraphs
obtained from calling Algorithm 3 on G with some 2 < A’ < A.

Lemma A.17. A(G;) < A’ +10/A’logn for all j € [n] with probability at least 1 —1/n3L.

Proof. Let j € [n] and u € V. Let X7 be the indicator for the event that some edge e € E'is
contained in the graph G;. Then clearly degg, (u) = ZeEN(u) X¢, and hence

Eldegg, (u)] = Z Prlee &) <= <A

A
e€ENg(u) n

By applying Chernoff bounds, we get that

1 100logn 1
Pr [deggj(u) > A"+ 10/ A/ logn} < exp <—3 . T’g . A’) < 5

which implies that degg (u) < A’ +10,/A’Tog n with probability at least 1 — 1/n33. We can union
bound over all u € V and j € [n] to get that A(G;) < A’+10\/A’logn for all j € [n] with probability
at least 1 —nn/n33 > 1 —1/n3L. O

The following lemma is proven by [KLS"22].

Lemma A.18 (Lemma 4.2, [KLST22]). Let G' be a subgraph of G obtained by sampling each edge in
G independently with probability D/A, where D > 2. Then the probability that the g-neighborhood
of an edge e in G' contains a cycle is at most 3D /A.

We will use the following lemma, which follows immediately from Lemma A.18.

Lemma A.19. Let G’ be a subgraph of G obtained by sampling each edge in G independently with
probability D/A, where D > 2. Then the probability that the g-neighborhood of a node u contains a
cycle in G’ is at most 3D JA.

Lemma A.20. Let G* be the subgraph of G that contains an edge e iff e € &; is incident on a
node u such that the g-neighborhood of e in G; is not a tree. Then A(G*) < (A’ +10/A’logn) -

(6(A")>6+D) 1 10,/(A/A") logn) with probability at least 1 — 1/n30.
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Proof. Given some u € V, j € [n], define X}' to be the indicator for the event that the (g + 1)-
neighborhood of u in the graph G; is not a tree. It immediately follows that

degg(u) < > X IN(w)N &< D X AG)) <maXAgj > Xy

et et et et
By Lemma A.17, we have that max; A(G;) < A’ + 10y/A’logn with probability at least 1 —1/n3L.

It follows from Lemma A.19 that the g + 1-neighborhood of u in the graph G; is not a tree with
probability at most 3(A/7)?@t) /A < 3(A7)>@+1) /A, Hence, letting X* denote > e X

< Y B} £ 37 3 a < o)
J€En] J€Mm]
holds for all w € V. In order to establish concentration, we first establish that, for any fixed u,

the random variables {X7'}; are NA (see Definition E.5). Given some e € E, let X7 indicate
the event that e € £;. For any fixed j, the random variables {Xf}j are NA by Proposition E.6.

Since the families of random variables {X7'};,...,{X[™}; are mutually independent, it follows by
closure under products (Proposition E.9) that {Xf};. are NA. Finally, for any u € V, since X}' is
a monotonically increasing function of X;l, e ,X;m, it follows by disjoint monotone aggregation

(Proposition E.9) that {X}'}; are NA. Hence, we can apply Hoeffding bounds for NA random
variables to get that

/
Pr [Xu > G(A’)5(g+1) + 10/ (A/A) logn} < exp (—2 - 100(4/4 )logn> < 1100‘
n n

By union bounding over all u € V, it follows that, with probability at least 1 — 1/n%

X" < 6(A)°9H) 4100/ (A/A) logn

for all w € V. Putting everything together and applying a union bound we get that with probability
at least 1 — 1/n30

A(G*) < <A’+10m> ( 6(A)P(e+D) +10\/m)

A.4 Edge Coloring the Subsampled Graphs

Let G = (V, E) be a graph with maximum degree at most A such that A > (100logn/e*)3T. Let
v =1/(30T) and A" = AY. Now suppose we run Algorithm 2 on input (G,A,€). Let Gi,...,G,
denote the partition of G' produced by the algorithm. Recall that, for j € [n], F; denotes the set
of failed edges in G;. Let F = J e Fj. For notational convenience, we identify F with the graph
(V,F) for the rest of this section. Finally, let G* denote the graph that contains an edge e € &; if
and only if one of the endpoints of e is bad with respect to G;. Then we have the total number of
colors used by our algorithm is

D (14 eA +3A(F),

J€EM
where the factor of 3 in the second term comes from the greedy algorithm. We now proceed to show
that, with high probability, this expression is upper bounded by (1 + O(e))A. We begin with the
following simple observation.
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Observation A.21. For all j € [n], A(G;) < (14 €)A" with probability at least 1 — 1/n3L.

Proof. By Lemma A.17, we have that for all j € [n]
A(G;) — A <10y/Allogn < 10e2A"/(10v/2) < el
with probability at least 1 — 1/n3!. O]

For the rest of this section, we assume that the event in the statement of Observation A.21 occurs
and implicitly condition all probabilities on this event unless explicitly stated otherwise. Note that
we also have (1 + ¢)A’ > (100logn) /2.

Lemma A.22. We have that 3 ;c;n(1+ €)2A" < (1+ 4e)A.

Proof.
D (1+ePA < (1+eAn< (1+6°A+ (1+€)? < (1+40)A.
j€lm]
O

Lemma A.23. Letu €V and let J; = {j € [n]|u is good with respect to G;}. Then we have that
degr(u) < A(G) + ) degg,(u)
Jeds
Proof. We have that
degr(u) = Y degz (u) = Y degz (u)+ > degr,(u)
j€m Jey jemN\J;

By the definition of the graph G*, for any j € [n] \ J;, all of the edges incident on u in G; are
contained in G*. Since the G; are edge-disjoint, it follows that

Z degr, (u Z degg, (u) < degg-(u) < A(GY).
F€mNJ; JG[W]\J*
O

Lemma A.24. For all j € [n], degg,(u) < 9eA’ for all u € V such that u is good with respect to
G; with probability at least 1 — 6/n®.

Proof. Let j € [n]. It follows from Lemma A.16 that, for all u € V' that are good with respect to
Gj, degr (u) < Te(1+ €)?A’ < 9¢A’ with probability at least 1 —6/n”. The result follows by union
bounding over all j € [n]. O

Lemma A.25. We have that A(G*) < eA with probability at least 1 — 1/n3C.
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Proof. By Lemma A.20, with probability at least 1 — 1/n3% we have that

A(G*) < (A’Y + A2, 10\/@) . (A57(T+2) 64 AL/2. 10@)
< ANTHIY (g o A(HY)/2 10\/@4_ ABYT+11y | 60\/@ + AY2.1001ogn
< 100logn - (Awmv L A/2 Am)
< <A5/30+11/(30T) I A1/2+1/(60T)> -200log n
< <A5/30+11/(30T) I A1/2+1/(60T)> ) 300€4A1/(30T)/200

< 4e*A
< eA.

Lemma A.26. We have that A(F) < 19¢A with probability at least 1 — 7/nS.

Proof. 1t follows from the preceding lemmas that for all u € V' we have that

degr(u) < A(G*) + > degr (u) < €A+ |J5] - 9eA” < 19¢A
JeJ

with probability at least 1 — 1/n30 — 6/n% > 1 — 7/n8. It immediately follows that A(F) < 19¢A
with the same probability. O

We are not ready to complete the proof of Theorem A.2.

Proof of Theorem A.2. First, observe that our algorithm uses at most
D (1+€)?A +3A(F)
i€[n]

colors. It now follows from Lemmas A.22 and A.26 that

D (14 €A+ 3A(F) < (14 4€)A+3-19eA = (14 61e)A
i€[n]
with probability at least 1 —1/n3! —7/n% > 1—8/n®, where the terms in the probability come from

removing the conditioning on the event from Observation A.21 and the probability in Lemma A.26.
O

B Our Dynamic Algorithm with Constant Recourse (Full Version)

In this appendix, we describe our dynamic algorithm. For now, we omit all details of implementation
and deal only with bounding the recourse of our dynamic algorithm. We design the data structures
that allow us to implement this procedure efficiently in the proceeding sections. The main result in
this appendix is the following theorem.
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Theorem B.1. There exists a dynamic algorithm that, given a dynamic graph G that s initially
empty and evolves by a sequence of k edge insertions and deletions by means of an oblivious adver-
sary, and a parameter A > (100 log n/e4)(30/6) 108(1/€) sych that the mazimum degree of G is at most
A at all times, maintains a (1 + 61le)A-edge coloring of G and has an expected worst-case recourse

of O(1/e%).

The dynamic setting. In the dynamic setting, we have a graph G = (V, F) that undergoes
updates via a sequence of edge insertions and deletions, while the set of nodes remains fixed. Our
task is to explicitly maintain an edge coloring x of G as it is updated, where A is a fixed upper
bound on the maximum degree of the graph of GG at any point. Let o1, ..., 0, denote the sequence of
updates, and G(*) = (V, E(t)) denote the state of the graph G after the first ¢ updates. We assume
that the graph G is initially empty, i.e. G(©) = (V, @). Given some dynamic edge coloring algorithm,
its update time is the time it takes to handle an update, and its recourse is the number of edges that
change color during an update. In this paper, we assume that all adversaries are oblivious. In other
words, the update o; does not depend on the random bits used by our algorithm while handling the
updates o1,...,0:_1.

Our algorithm. Informally, our dynamic algorithm works by maintaining the output of STATIC-
COLOR on the dynamic graph G as it undergoes edge insertions and deletions. In other words, we
maintain the invariant that at any point in time the coloring generated by our dynamic algorithm
on the current input graph G is the same as the coloring obtained by running STATICCOLOR on
G—regardless of what updates have occurred previously. Since we fix the randomness for every
potential edge in advance, the tentative colors assigned by STATICCOLOR to the edges in phase 2
(while running Algorithm 4 on the subgraphs G;) are completely determined by which edges are
present in GG. Hence, the tentative color )Z(t)(e) of each edge e € E® is well defined. It follows from
Theorem A.2 that as long as A > (1001logn/e*)(39/)10e(1/€) " given some t € [k], the edge coloring
x® (defined by combining the tentative colorings ¥ for the edges in each G; that don’t fail and
the greedy coloring of H) uses at most (1 + 61¢)A colors with probability at least 1 — O(1/n").

We design data structures that allow us to maintain these tentative colorings explicitly, along
with the sets of edges that fail, for each graph G; as edges are inserted and deleted from G. We
then dynamically maintain a greedy edge coloring of the graph H that uses 3A(H) many colors
and only changes the colors of O(1) many edges every time an edge is inserted or deleted from H.
This level of detail is sufficient to upper bound the recourse of our dynamic algorithm. We begin
by bounding the recourse of our algorithm and defer the details of how to implement this efficiently
to the proceeding sections.

B.1 Recourse analysis

We now proceed to upper bound the expected recourse of our algorithm. We achieve this by arguing
that in expectation the tentative colorings produced by STATICCOLOR on two graphs that differ
only by one edge assign different colors to at most O(1/¢*) many edges. By showing that the number
of edges that are added and removed from H is at most a constant factor larger than the number of
edges that change their tentative colors, it then follows that the expected recourse of our algorithm
is O(1/e%).

Let t € [k]. Suppose that the tth update corresponds to the insertion or deletion of an edge e
contained in G;. Then clearly only edges contained in G; can change their tentative colors during
this update. Since the colors used by the tentative colorings in each of Gy, ..., G, are distinct, it also
follows that only edges in G; can be added or removed from H during the update. It follows that

36



while bounding the recourse of the t** update it is sufficient to only consider the edges contained in

the graph G;. It is not too difficult to see that the recourse of the t*" update is upper bounded by

o ([0 ) feesb 010 2200

where the terms correspond to the changes in the greedy coloring caused by edge insertions and
deletions from H due to edges that failed at time ¢ — 1 but not at time ¢ and vice versa, and the
edges that change their tentative colors, respectively.

Notation. In order to emphasize that we are looking at the state of an object X directly after the

h update we add the superscript X(®). For example, Pi(t)(e) is the set P;(e) after the t'* update,
i.e. when the input graph to our algorithm is G*), where Pj(e) is the palette of the edge e during
round i as defined in Appendix A. Since while bounding the recourse of the t** update it is sufficient
to only consider the edges contained in the graph G;, when we use notation from Algorithm 4, it
is implicit that the notation is referring to objects from the call to this algorithm on the graph G;.
We will now introduce some definitions that will allow us to analyze the way that changes in the

tentative coloring propagate through the rounds of Algorithm 4 after an update.

The sets I'(e) and A(e). The following definitions capture the notion of an edge e having an effect
on the tentative color assigned to some edge f in a subsequent round and are crucial for efficiently
identifying the edges whose tentative colors change after an update.

Definition B.2. Given some t € [k], i € [T], and an edge e € S(t Yy S( ), we define the sets of
edges T (e) and A® (e) by

() = {f € N}(e \x<t1f>:>z<t><e>},

AO(e) = {1 € NO(e) [0 (f) = X (e) |

We denote the sets SZ-(t) NT® (e) and SZ-(t) NA®(e) by TZ(-t)(e) and Agt)(e) respectively. Informally, one
can think of the edges in I'® (e) as the edges that change their color during the t** update because
e now occupies their color, and the edges in A(t)(e) as the edges that change their color during the
" update because e no longer occupies a color that they would rather have assigned to them.

Type A and B dirty edges. For some ¢ € [k], t € [T], we define the sets of edges Agt) and Bi(t)
by
AP ={ee st VusP| (e £ 1)},

(]

BO .= BV g o),

1

In words, Agt) is the set of edges in round 7 that change their tentative color during the " update,
and Bi(t) is the set of edges in round ¢ that fail at either time ¢t — 1 or ¢, but not both. We let
A® and B® denote the sets |J, AZ(-t) and |J; Bi(t) respectively, and refer to the edges in A® and

B® as A-dirty and B-dirty respectively. We define an edge e as being dirty with respect to the ¢
update if the color x(e) changes during the t** update and denote the set of such edges by DM,

and D® N SZ-(t) by Dl(t). The recourse of the t** update is precisely |[D®)|.
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B.1.1 Basic Facts

We now give some basic facts about these definitions. Let ¢ € [k], e* be the edge that is either
inserted or deleted during the t** update, and let i* denote iex.

Lemma B.3. We have that |[D®| < O(|B®W|) 4 |A®)].

Proof. Tt is sufficient to argue that at most O(|B®)|) many edges not in A® change their colors
during the t** update. Clearly, any such edge must be contained in F*=Y U F®) . Since at most
O(|F*1 @ F®|) many edges in F¢~1 U F® change their colors during the t*” update (recall that
our dynamic greedy algorithm changes the colors of at most O(1) many edges in H when adding or
removing an edge from H) the lemma follows. O

Lemma B.4. We have that |BY| < 4|A®| + 1.

Proof. Consider the set of all the failed edges
FO = {e c EW ‘ 3f € NY(e) such that ¥ (e) = 7 f)} U {e c E® ‘ 7@ (e) :J_}

that is defined by our tentative coloring ¥(*). We want to get an upper bound on the size of
B®) = -1 ¢ F)  Suppose we start with the set F(¢—1) and are given the set of edges that
change their tentative colors during the t** update, A®). Let A®) = {e},...,e;}. Now suppose we
update the tentative colors of the first r edges ey, ...,e, € A® and let F(r) be the set of failed
edges defined with respect to the tentative coloring where an edge f € E¢-D Uy E® \ {e1,...,er}
receives color Y"1 (f) and the edges e1, ..., e, receive colors X (ey),..., ¥ (e,) respectlvely We
can see that

|FU=D @ FO) < |FCD @ F(0)| + |F(0) @ F(1)] + [F(1) ® F(2)| + -+ |F({ = 1) & F (L)),

Let r € [/] and let e, = (u,v), and consider how F(r — 1) changes into F(r) after we change the
tentative color of e, from Y~V (e,) to Y (e,) (assume for now that neither color is 1). We have
that |F(r) \ F(r —1)| < 2. This is because the only edges in F(r)\ F(r — 1) are edges incident
to u and v with color ¥(Y)(e,) that are not already in F(r — 1), and there can be at most one
such edge incident on each of u and v. By an analogous argument, |F(r — 1)\ F(r)] < 2. It
follows that |F'(r — 1) @ F(r)| < 4. A similar argument shows that if one of these colors is L then
|F(r — 1) ® F(r)| < 3. Finally, we note that F~1) @ F(0) C {¢*} and the lemma follows. O

Corollary B.5. We have that |[D®| < O(JAD|) + O(1).
Proof. Follows immediately from Lemmas B.3 and B.4. O

Lemma B.6. For all e ¢ A®) | we have that TV (e) = @ and AV (e) = @.

Proof. Since e ¢ A® | we have that ) (e) = x(*"V(e). Hence, T®(e) = {f € Ngl)e( VXD (f) =
XY (e)} which is Clearly empty since, for any f € I'!)(e), e and f share an endpomt and ie <y,
and hence cannot have the same tentative color. Similarly, the set A®)(e) is {f € >Ze( e) | XV (f) =

") (e)} and is also empty by the same arguments. O

Lemma B.7. For all e € E¢D U E® | we have that T®(e) € A and AV (e) € A®.
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Proof. Let e € E®W U E®D and f € T®(e). Then we know that )Z( )(e) = XV (f). Since e
and f share an endpoint and i, < i, we also have that Y(*)(e) # x¥'(f). Hence, it follows that

O(f) #xED(f) and so f € A®. Tt follows that I'®(e) € A®). By an analogous argument, we
have that A®)(e) € A®), O

Lemma B.8. For all i such that i* < i <T, we have that Al(-t) C I‘(t)(A(g) U A(t)(Agz).

Proof. We prove this lemma by showing that {e € AZ(»t) |£(J) > E((f*l)} C F(t)(Ag) and {e €
A(t) 16D < (07D c A (A( )) which implies that

e

c O uAO D),

AD = fe e AD 140 > =Dy 1y {e € AV |40 < =Dy

Let e € Agt) such that £ > ¢%™" and i = i.. Then there exists some fe NOEen ng) such
that Y (f) = ce(ﬁg_l)) = ¥ V(e). Hence, e € T®(f). Since e and f share an endpoint and
if < ie, we must have that Y~V (f) # Yt V(e) = ¥ (f) and so f € A(g It follows that
ecT® (A(tZ) and hence {e € A,gt) |££t) > e?‘l)} - F(t)(Agz). By a similar argument, we get that

{ee AV < 7Dy ¢ A4 0
Corollary B.9. For all i such that i* < i <T, we have that A( ) = th) (Ag) U Agt) (Ag)

Proof. Tt follows by Lemmas B.7 and B 8 that A Et) - F(t)(Ag) UA® (Ag) C A® . By intersecting
with S, it follows that A" € T4y U AP (4Y) c AW, 0

z <

B.1.2 Bounding the Expected Recourse

We can now bound the expected recourse of our dynamic algorithm by showing that E[|A®)|] =
O(1/€*) for all t € [x]. By then applying Corollary B.5, this immediately implies that the expected
recourse of our algorithm while handling an update is O(1/e*). We devote the rest of this section
to proving the following lemma.

Lemma B.10. For allt € | HA H <1/t +o(1).

B.2 Proof of Lemma B.10

For the remainder of this section, we fix some ¢ € [k]. Let e* denote the edge that is either inserted
or deleted during the ¢** update and let i* denote i.~. We can make the following observation.

Observation B.11. Agt) =@ for all 0 < i <7 and Ag) C {e*}.
t)

We now establish a relationship between the expected sizes of the sets AZ( when 7 is larger than *,
and use this to bound the expected size of A®).

Let € be the event that N (e*, 27 +2) is a tree at time ¢ and ¢ — 1. Recall that since we are only
concerned with bounding the recourse at time ¢, we only consider the edges in the graph G;, where
e* is contained in G;. Hence, N (e*,2T +2) denotes Ng, (e*,27 +2) in this context. Let Z(®) denote
the event that Z (defined in Appendix A.2.3) occurs at time ¢. Let V() denote the event that the
statement in Observation A21 occurs at time t. We first argue that we can assume that the event

ENZE=D Nzl N Yt=1) N P®) oecurs.
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Lemma B.12. We have that
E[[AD|] = E[|AD||£n 2D 0 20 0 yt=D 0 Y& 4 o(1).
Proof. By the law of total expectation, we have that
E[|AV[] = E[AV|| €] - Pr[€] + E[| AV | €] - Pr[-€].

By Lemma A.18, the event £ does not occur with probability at most 3(A’)107+10 /A = 3A1/(BT)=2/3,
By Lemma A.3, we can see that every edge in A® is contained in N (e*,T+1). Hence, the number
of edges contained in NV (e*,T + 1) is an upper bound on |[A®|. By Observation A.21, we have that
A(G)) < (14e)A’ = (1+¢)AVGYT) with probability at least 1 —1/n3. Tt follows that N (e*, T +1)
contains at most 2((1+¢€)AYGOTHT+L < (3/¢) AY/15 many edges with the same probability. Putting
everything together, we get that

E[|AY|] = E[[ A" | €] - Pr[€] + E[[AV] | €] - Pr[€] < E[JAV)] | €] + 9A~/15 /¢
with probability at least 1 — 1/n%!. Noting that |[A®)| < |E| < n?, we have that
E|AY[] < n? - (1/n) + E[AV] | €] + 94710/ < E[JAV|| €] +- 94717 /e 4 1/n*.
Finally, letting X = Z¢=D 0 20 0 Y(E=1) 0 Y®  the result follows by noting that

E[|AD|| ] < E[|AD|| € N X] 4 n? - Pr[-X]
< E[[AD|| €N Xx] +4/n'2.

O

For the rest of this section, we assume that N'(e*, 2T +2) is a tree at time ¢ and ¢t —1. We also fix the
random bits used by the algorithm to determine the partition of the graph so that event Y= p®
occurs and the random bits used by the algorithm to determine the rounds of edges so that the
event Z(=1 1 Z® occurs. Note that, in this context, the upper bound on A(G;) is (1 +¢€)A’, where
A = AVBOD) e implicitly condition all probabilities on these events unless stated otherwise. By
Lemma A.3, since all edges that change their tentative color or failed status during the t** update
are contained in N')(e*, T+ 1), we can assume that the input graph is N (e*, 2T 4 2) while trying
to bound the number of such edges.

Lemma B.13. Leti € [T] and e € 52, then we have that E[|F§t)(e)|] < 2e.

Proof. We begin by observing that by linearity of expectation

Elrf’@l= 3 Prx“V() =)
ren{(e)
If e ¢ A(g, then by Lemma B.6 we have that T®)(e) = @. Assume that e € A(Q Then e is
contained in N'(e*,T+1) and hence N (e, T+1) C N(e*, 2T +2) is a tree. Let e = (u,v) and fix the
random bits used by the algorithm in the first i — 1 rounds that determine the palettes Pi(tfl) (u) and
Pi(t_l)(v). Let f = (u,w) € Ni(t_l)(e) (note that Ni(t)(e) = Ni(t_l)(e) since i < 7). Then e and w
are disconnected in the graphs (V, Sg;l)) and (V, ng)) since N (e*, 2T 4 2) and N1 (e*, 2T+ 2)
are both trees and one is a subgraph of the other. Letting ¢ = )Z(t)(e), we have that ¢ does not

40



depend on the random bits that determine the palette Pi(tfl)(w). We can now apply Lemmas A.8
and A.10 to get that

e 1 1
P V(f) =4 < P S U+ P - 18"

The same holds for all f € Ni(tfl)(v). It follows that

EIre))= Y Prx*V()=¢

ren(e)
< > PREVH=d+ DY PRI =4
FenN b () FeNT (v)

N @l N T )] 214 1 — 9
T (1421 - A T (14e)2(1—e) A “

Lemma B.14. Leti € [T] and e € 52, then we have that E[|A§t)(e)|] < 2e.

Proof. We begin by observing that by linearity of expectation

ElAY @)= > Prg?(f) ="Vl

FeN (e)

If e ¢ A(g, then by Lemma B.6 we have that A)(e) = @. Assume that e € Ag Then e is
contained in N(e*,T + 1) and hence N (e, T + 1) C N (e*,2T + 2) is a tree. Let e = (u,v) and fix
the random bits used by the algorithm in the first i — 1 rounds that determine the palettes Pi(t) (u)
and Pi(t) (v). Let f = (u,w) € Ni(t)(e). Then e and w are disconnected in the graphs (V, Sgi_l)) and
(V, SSZ)) since N (e*, 2T + 2) and N~V (e*, 2T + 2) are both trees and one is a subgraph of the
other. Letting ¢ = )Z(t)(e), we have that ¢ does not depend on the random bits that determine the
palette Pi(t)(w). We can now apply Lemmas A.8 and A.10 to get that

o 1 I
PT[X( )(f) =d < |Pi(t)(u)| - (1+€)2(1 —¢)- 1A

The same holds for all f € Ni(t) (v). It follows that

ElA ()= Y PirO(f) =

FeND(e)
< > PO =d+ > Prx(f) =
FeN® (u) feN® ()

N @]+ IV 0)] _ 261+ 21— A
S A+ e2(1— oA = (1+e2(l—eilA _ ©
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Lemma B.15. For all i such that i* < i <T, we have that IEHA,Et)H < e - E[|A(<tZ|]
Proof. We know by Corollary B.9 that

)

AP =1 ual ) = J (1P uale).

eeAgg

From this, we can immediately deduce that

A7) < Y (EIrO(e)) +E1aP @)

ecAl)
by using linearity of expectation. It then follows from Lemmas B.13 and B.14 that E[\Agt)\] <
4e - \Ag\ The lemma follows by taking expectations on both sides. O
Lemma B.16. For all i such that i* < i <T, we have that IEUAQH < (1+4e)- E[\Ag_lﬂ
Proof. By applying Lemma B.15 we get that
EAS] = B AL + E[AT]) < e E[AD) + E[AT)]] = (1 +49) - E[ AL, |)
O
Lemma B.17. We have that E[|A®)|] < 1/€*.
Proof. It follows from Observation B.11 and Lemma B.16 that
E[[AO|) = E[[AG|] < (1+ 467" - E[AYL[] < (14 46)T < etle/9) = 1/ét,
O

Finally, using Lemma B.12, we remove the conditioning on the event ENZt-D N 20 QY- p®)
to get that
E[AD] = E[[AD[|En2ED 0 20 4 o(1) = O(1/€Y).

C Implementing our Dynamic Algorithm (Full Version)

We now proceed to give a more detailed description of our algorithm, which we then implement with
appropriate data structures. The main result in this appendix is Corollary C.5, which is restated
below.

Theorem C.1. There exists a dynamic algorithm that, given a dynamic graph G that is initially
empty and evolves by a sequence of Kk edge insertions and deletions by means of an oblivious adver-
sary, and a parameter A > (100log n/e4)(30/6) 10g(1/€) sych that the mazimum degree of G is at most
A at all times, maintains a (1 + 61€)A-edge coloring of G and has an expected worst-case update
time of O(log*(1/€)/€%).
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C.1 Our Algorithm

High-level approach. Let ¢ € [], and suppose we have the edge coloring Y of GE=D | Let e
be the edge inserted/deleted at time ¢t and let ¢* denote i.x. We know that the edge e* is A-dirty
(as long as it doesn’t fail to be assigned a tentative color) and that there are no other A-dirty
edges in the first i rounds. The main idea behind our dynamic algorithm is to iterate through the
rounds ¢*+1,...,7T and observe how the changes in the tentative coloring y propagate through the
rounds, finding all of the A-dirty edges. By designing an appropriate data structure that updates
the failed edges as we update the tentative colors of edges, we show that we can explicitly maintain
the failed edges by just finding the A-dirty edges and updating their tentative colors. We find all
of the A-dirty edges in round 7 inductively by using Corollary B.9. In other words, if we can find
all of the A-dirty edges in the first ¢ — 1 rounds then we can find all of the A-dirty edges in round
i by using the fact that Agt) = Fl(»t) (Ag) U Az(.t) (Ag) Algorithm 5 gives the pseudocode for this
high-level approach.

Algorithm 5 UPDATE-COLORING(€*)
1: Find ) (e*)

2. if Y (e*) = x*=Y(e*) then
3: ‘ return

1 AY  {en)
5
6
7

fori=4"+1,...,T do
AP TP A8 u AP (AD)
Find Y (e) for all e € AZ(-t)

Maintaining the tentative colorings. The main technical challenge that we face is maintaining
the tentative colorings for the graphs G;. In Section C.2, we design a data structure that, given a
dynamic graph G’, is capable of maintaining and updating a tentative coloring of G’ so that the
output matches that of Algorithm 4 when they use the same random bits. More precisely, our
dynamic data structure will be given the round i, and color sequence ¢, for each edge e in G’, and
will maintain the color indices £, of each edge so that they match the corresponding indices produced
by Algorithm 4 when run on input G’. This defines a tentative coloring (by setting x(e) = c¢(4e))
and a corresponding set of failed edges, which the data structure maintains explicitly. Given an
edge e to be inserted or deleted from G’, our data structure is capable of efficiently identifying all
of the edges that need to change their color indices in order for the values maintained by the data
structure to match the output produced by running Algorithm 4 on the updated graph. We will
create n copies Dq,..., D, of this data structure and use them to maintain the tentative colorings
of the graphs Gi,...,G, by feeding the graph G; to D;. Since each D; explicitly maintains the
edges that fail while tentatively coloring G;, we can use them to explicitly maintain the graph H
consisting of all failed edges by adding or removing an edge e from H every time one of the D; adds
or removes e from its collection of failed edges. In Section C.3, we prove the following lemma.

Lemma C.2. There exists a dynamic data structure that, given a dynamic graph G and a parameter
A, is capable of explicitly maintaining the tentative coloring X and the set of failed edges F' defined
by running Algorithm 4 on G, and has an expected update time of O(log*(1/€)/€® - E[|A]), where A
is the set of A-dirty edges during an update.

Maintaining the greedy coloring. We now show that there exists an algorithm that can dynam-
ically maintain a greedy coloring of a graph and has O(1) expected update time. Our algorithm has
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the property that each edge insertion or deletion can only change the colors of at most O(1) many
edges in the graph. Furthermore, this coloring is maintained explicitly and hence can be queried in
O(1) time. More precisely, in Section C.4, we prove the following lemma.

Lemma C.3. There exists a dynamic data structure that, given a dynamic graph G = (V, E) that
undergoes edge insertions and deletions, can explicitly maintain a 3A(G)-edge coloring of G, where
A(G) is the current mazimum degree of G, has an expected update time of O(1), and only changes
the colors of O(1) many edges per update.

Putting everything together. We can now use the dynamic algorithm that is described in
Lemma C.2 to maintain the tentative coloring y and the graph H defined by running Algorithm 2 on
G, and then run the dynamic greedy algorithm described in Lemma C.3 on H in order to efficiently
maintain a 3A(H )-edge coloring of H. Recall that we create 1 copies of this data structure and use
them to maintain the tentative colorings and failed edges of each G; individually. By Lemma B.10,
we know that the expected type A recourse (in the subsampled graph G; that the update occurs)
is O(1/€*), and hence the expected update time of our algorithm is O(log*(1/€)/€”). Since the
graph H is maintained explicitly, we insert or delete at most O(log®(1/€)/¢”) many edges from H.
Since our dynamic greedy algorithm has an expected update time of O(1), this only leads to a O(1)
multiplicative factor in overhead to the update time. Finally, we note that the assumption that
the randomness is generated in advance was made purely for analytic purposes so that we could
argue that our dynamic algorithm and our static algorithm produce the same output when using
the same random bits. However, if we generate the random bits for an edge e on the fly when it is
inserted into the graph (i.e. decide which graph G; to place it into and sample its round 4. and color
sequence ¢, independently of all previous random processes) then the distribution of the random
bits assigned to the edges in the graph at any given time does not change, and the same guarantees
hold. Our main theorem follows.

Theorem C.4. There exists a dynamic algorithm that, given a dynamic graph G that is initially
empty and evolves by a sequence of k edge insertions and deletions by means of an oblivious adver-
sary, and a parameter A > (100 log n/e4)(30/6) 108(1/€) sych that the mazimum degree of G is at most
A at all times, maintains a (1 + 61€)A-edge coloring of G with probability at least 1 — 8/n5 at each
time t € [k], and has an expected worst-case update time of O(log*(1/€)/€%).

By our proof of Theorem A.2, it follows that, at any point in time, the graph H has a maximum
degree of at most 19¢A with probability at least 1—8/n%. Hence, in the event that A(H) > 19¢A, we
can resample all of the randomness used by our algorithm by deleting and reinserting every edge (and
resampling all of the random bits for each edge in the process). This will take O.(m) expected time,
and we will have that A(H) > 19¢A with probability at most 8/n° independently of the randomness
that our algorithm had used before. We repeat this process of resampling all of the randomness
until we have that A(H) < 19¢A. In expectation, we do this at most 1/(1 — 8/n%) — 1 = 1/Q(n®)
many times. Since we spend O((m) < O(n?) expected time resampling all the randomness each
time we do this, it follows that this process takes o(1) time in expectation. However, since our
algorithm uses at most (1 + 61¢)A colors in total as long as A(H) < 19eA, this ensures that we
always maintain a (1 + 61¢)A-edge coloring of G, while only incurring an additive o(1) factor in the
expected worst-case update time. Thus, we have the following corollary.

Corollary C.5. There ezists a dynamic algorithm that, given a dynamic graph G that is initially
empty and evolves by a sequence of k edge insertions and deletions by means of an oblivious adver-
sary, and a parameter A > (100 log n/e4)(30/6) 108(1/€) such that the mazimum degree of G is at most
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A at all times, maintains a (1 + 61€)A-edge coloring of G and has an expected worst-case update

time of O(log*(1/€)/€°).

Finally, by amortizing over a sufficiently long sequence of updates and periodically resampling the
random bits, we can get O.(1) amortized update time with high probability.

Corollary C.6. There exists a dynamic algorithm that, given a dynamic graph G that is initially
empty and evolves by a sequence of Kk edge insertions and deletions by means of an oblivious adver-
sary, and a parameter A > (100 log n/e4)(30/6) 10g(1/€) such that the mazimum degree of G is at most
A at all times, maintains a (1 4+ 61le)A-edge coloring of G and has an amortized update time of
O(log*(1/€)/€) over the whole update sequence w.h.p. as long as k is a sufficiently large polynomial
inn.

Proof. We first make a further modification to the algorithm from Corollary C.5 so that, every n?
updates, our algorithm samples new random bits for each edge in the same way as described above,
taking O.(m) time in expectation. This splits up the update sequence o1, ..., 0, in epochs of length
n?. Let X; be a random variable denoting the total update time of our algorithm during the it*
epoch. We have that E[X;] = O(n?log*(1/¢)/€?). Now note that, given the data structures that
we use to implement our algorithm, there exists some polynomial p(n) such that X; is always
at most p(n). Let X = >, X; be the total update time of our algorithm. Since we sample
fresh randomness at the end of each epoch, the random variables Xi,..., X, are independent.
Hence, we can apply Hoeffding bounds to get that X = O(xlog*(1/€)/e?) with probability at least
1 —exp (—7 - O(n*)/p(n)?). Hence, as long as 7 = O(xk/n?) is a sufficiently large polynomial in
n, X = O(rlog*(1/€)/€°) and the amortized update time of our algorithm is O(log*(1/€)/€°) with
high probability. O

The rest of this section is now devoted to proving Lemmas C.2 and C.3. In Section C.2, we design
the key data structure that we need to maintain a tentative coloring and associated failed edges. In
Section C.3, we show how to use this data structure in order to achieve this and prove Lemma C.2.
Finally, in Section C.4, we prove a (slight generalization of) Lemma C.3.

C.2 Key Data Structure

In this section, we design a dynamic data structure that will allow us to dynamically maintain a
tentative coloring and the corresponding set of failed edges generated by this coloring. Given a
dynamic graph G = (V| E) and a parameter T, for each edge e € E our dynamic data structure
maintains: the round of the edge, i, the sequence of colors of the edge, c.(1),...,c.(K), and a color
index L, € {0,..., K}. This defines a partition of the edges S1, ..., Sp4+1 where S; = {e € F | i = i},
and an edge coloring x : E — CU{L} of G where x(e) = c.(¢.) and c.(0) is defined as L. The edge
coloring x then defines a set of failed edges F' = {e € E|3f € N;, (e) such that y(e) = x(f)}U{e €
E|x(e) =L} and a collection of palettes P;(u) = [(1 + €)A] \ X(N<i(u)), Pi(u,v) = P;j(u) N P;(v).
Our data structure maintains all of these objects and supports the following update and query
operations.

Updates: The data structure can be updated with the following operations, as described below.

e INSERT(e, 4, (c(1),...,c(K))): Inserts the edge e into the graph G and assigns the edge e round
1, color sequence ¢, and color index O.

e DELETE(e): Deletes the edge e from the graph G.
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e SET-COLOR-INDEX(e, £): Sets the color index of the edge e to ¢.

e RESET-COLOR(e): Sets the color index of the edge e to the smallest value £ such that c.(¢) €
P;(e), and to 0 if no such index exists. Returns the edge e if the color index of e changes, and
NULL otherwise.

Queries: The data structure can answer the following types of queries, as described below.

e NODE-PALETTE-QUERY (u,i,c): The input to this query is a node u € V, an integer i € [T,
and a color ¢ € C. In response, the data structure outputs YES if ¢ € P;(u) and NO otherwise.

e EDGE-PALETTE-QUERY (e, i,c): The input to this query is an edge e € E, an integer ¢ € [T,
and a color ¢ € C. In response, the data structure outputs YES if ¢ € P;(e) and NO otherwise.

e FAILED-EDGE-QUERY(e): The input to this query is an edge e € E. In response, the data
structure returns YES if e € F and NO otherwise.

e COLOR-QUERY(e): The input to this query is an edge e € E. In response, the data structure
returns the tentative color x(e).

We now show how to implement this data structure so that each of these updates and queries run
in O(1) expected time. Our data structure also maintains other crucial internal data structures,
which we describe below.

C.2.1 Implementation

We create hashmaps ROUND : E — [T'] and COLOR-INDEX : B — [K| where ROUND(e) = 4, and
COLOR-INDEX(e) = £, allowing is to set and retrieve the rounds and color indices of edges in O(1)
(expected) time. The color sequences of edges are implemented as arrays, and we store a hashmap
COLOR-SEQUENCE that maps an edge e to the position of this array, allowing us to retrieve the
color ¢.(¢) for an edge e € E and ¢ € [K] in O(1) time. We implement the set F' using a hashmap
FAILED, allowing us to insert, delete, and query the membership of an edge e in O(1) time. Given
some edge e € E, we can then compute x(e) in O(1) time by retrieving /. and returning c.(¢.) if
£ #£ 0 and L otherwise.

Internal data structures. Our data structure also maintains the following internal data structures
that will be crucial for implementing our algorithm. We maintain hashmaps

¢V x[T] x C —s oNilw)  ond UV x 7] ><C—>2Ni(“),
such that, for u € V| i € [T], and ¢ € C,
bui(c) ={e € Nj(u)|x(e) =c} and U, ;(c)={e€ Ni(u)|c€ ce}.

We take the convention that ¢, (1) = @ and ¥, ;(L) = @. We also implement each set ¢, ;(c)
as a hashmap, but maintain pointers between the elements of the set forming a doubly linked list.
This allows for O(1) time insertions, deletions, and membership queries, while also allowing us to
return all the elements in the set in O(|¢y,i(c)|) time. We implement the sets ¥, ;(c) in the exact
same way. By implementing ¢ as a hashmap, we avoid the preprocessing time of having to initialize
each set in {¢y ;(¢)}yic upon creating the data structure and only initialize the set ¢, ;(c) when we
want to insert an edge into ¢, ;(c), which takes O(1) time. Otherwise, ¢, ;(c) points to NULL, and
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we know that the set is empty. Similarly, when ¢, ;(c) becomes empty, we can delete the map in
O(1) time, so that we only store maps that are non-empty.

Initialization. It follows that, upon initializing our data structure, we only need to create the

maps that store the rounds, color sequences, color indices, and failed edges, as well as the 2 maps
¢ and W. This takes O(1) time in total.

C.2.2 Handling Updates

We now show how to maintain our data structure as we perform updates to the graph and the color
indices.

Implementing SET-COLOR-INDEX. We first note that changing the color index ¢, of an edge e
will not change the set W, ;(c) or whether or not an edge f # e is contained in the set ¢, ;(c) for
any u € V, i € [T], and ¢ € C. Hence, in order to update the ¢, ; and ¥, ; maps after a color index
update for edge e, we only need to insert and remove e from the appropriate sets ¢, ;(c). On the
other hand, some O(1) many edges neighboring e might have to be added or removed from F after a
color index update for e. Algorithm 6 shows how we implement the SET-COLOR-INDEX procedure
in order to appropriately update all the data structures used by our algorithm.

Algorithm 6 SET-COLOR-INDEX(e, )

> Let u and v be the endpoints of e and 7 = i,

CERBY «— (. and ¢"FFY <« x(e)

le < £ and ¢ + x(e)

> Update the ¢ maps

if ¢P*Y £ 1 then

¢u7i(CPREV) — ¢u7i(CPREV) \ {6}
¢’U77,'(CPREV) — ¢’U7’L’(CPREV) \ {e}

if ¢ #1 then

Pu,i(c) = du,i(c) U {e}

Pu,i(c) < u,ic) U{e}

: > Update the set of failed edges F'

X +— {6}

o if |py.i(c)| = 2 then

| X X Uguilc)

o if |pyi(c)| = 2 then

| X X Ugyilc)

o if ‘¢u7i(CPREV)‘ =1 then

| X X Uy (cPReY)

o if [py,i(c"™Y)| =1 then

| X X Uy i(cF)

: for f € X do

if [¢u,i(X(f))] > 1 or |¢i(X(f))| > 1 then
F «+— FU{f}

else

| P F\{f}

._.
=

—_ = =
=W N

—_ =
(=2l

— =
®© =

N =
o ©

S
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Lemma C.7. The implementation of SET-COLOR-INDEX given by Algorithm 6 correctly updates
the data structure and runs in time O(1).

Proof. Before the update, edge e is contained in both ¢,, ;(¢"™®) and ¢, ;(c"™*"), and no other such
sets. After the update, since x(e) changes to ¢, we remove e from these sets and add it to ¢, ;(c)
and ¢, ;(c), taking O(1) time. After performing these operations, the ¢ maps are now correctly
updated for the new tentative coloring. In order to see that our algorithm correctly updates the
set F', note that the only edges that might need to be removed from F' are those incident on u and
v at round ¢ that have tentative color ¢"**V. However, if there is more than 1 edge incident on
(resp. v) at round i with tentative color ¢"**V after updating the map ¢, then no edge incident
on u (resp. v) will be removed from F' as all these edges will fail. Similarly, the only edges that
might need to be added to F' are those incident on v and v at round ¢ that have tentative color
c. However, if there are more than 2 edges incident on u (resp. v) at round 7 with tentative color
¢ after updating the ¢ maps, then no edge incident on u (resp. v) will be added to F since these
edges will have failed before the update. It follows that a total of O(1) many edges might need to
be added or removed from F' and that we can identify them in O(1) time. We can scan through all
of these edges and for each one determine in O(1) time whether it should or shouldn’t be in F' by
checking if ¢y, ;(X(f))] > 1 or |¢y,i(X(f))| > 1 which is true if and only f fails. O

Implementing INSERT and DELETE. We first note that inserting or deleting an edge e = (u,v)
that has tentative color L will not cause any change in the map ¢. Furthermore, it will not cause
any edge f # e to added or removed from F. Hence, we can insert or delete such edges and update
the data structures easily. In order to delete an edge e that has x(e) #L, we can first call SET-
COLOR-INDEX(e,0) and then assume we are deleting an edge with tentative color L. Algorithms
7 and 8 show how we can implement this. These algorithms clearly update all the data structures
correctly and can be implemented to run in O(K) time.

Algorithm 7 INSERT(e, i, (¢(1),...,c(K)))
1: T 1
2: e < (c(1),...,¢(K))
3: 4o+ 0

4: F FU{G}

5

6

7

cfor ¢ =1...K do
\Pu,i(cew,)) — \Iju,i(ce(gl)) U {e}
Wy i(ce(l')) + Wy ifce(l)) U {e}

Algorithm 8 DELETE(e)

1: SET-COLOR-INDEX(e, 0)

2: e < NULL

3: Ce ¢ NULL

4: ¢, + NULL

5. F « F\{e}

6: for /' =1...K do

7 Wyi(ce(l')) < Wyi(ce(?)) \ {e}
8| Woalee(t) & Tuilee())\ fe}

48



Implementing RESET-COLOR. We implement the RESET-COLOR update by scanning through
the list of colors ¢, and finding the smallest ¢ such that c.(¢) € P; (e) by making calls to EDGE-
PALETTE-QUERY. Once we identify the smallest such ¢, we call SET-COLOR-INDEX (e, £) and return
e if £, changes. If we cannot find such an index ¢, we call SET-COLOR-INDEX(e, 0) and return e if £,
changes. As we will see in Section C.2.3, each edge palette query can be implemented to run in time
O(T). Since we make at most K such queries, one call to SET-COLOR-INDEX that takes O(1) time,
and the rest of the operations can be implemented in O(1) time, it follows that RESET-COLOR can
be implemented to run in O(KT) time. Algorithm 9 shows how we can implement this algorithm.

Algorithm 9 RESET-COLOR(e)
1: 0 «— Le

2: for/=1,...,K do

3 if EDGE-PALETTE-QUERY (e, ¢, ce(£)) = YES then
4 SET-COLOR-INDEX (e, £)

5: if ¢/ # ( then
6
7
8
9

‘ return e
: return NULL
: SET-COLOR-INDEX (€, 0)
. if ¢/ # 0 then
10: ‘ return e
11: return NULL

C.2.3 Answering the Queries

Since we maintain the set F' as a hashmap, given some edge e, we can answer FAILED-EDGE-QUERY
on edge e in O(1) time by directly checking whether the edge e is contained in F. Given some u € V/,
i € [T], and ¢ € C, we can check whether ¢ € P;(u) = [(1 + €)A] \ X(N<;i(u)) by checking whether
¢u,i7(c) = @ for all i’ < 4, which can be done in O(i) < O(T) time. Hence, we can answer the query
NODE-PALETTE-QUERY in O(T) time. Given some e = (u,v) € E, i € [T], and ¢ € C, we can
check whether ¢ € P;(e) by making 2 calls to NODE-PALETTE-QUERY and checking whether NODE-
PALETTE-QUERY ¢ € P;(u) and ¢ € P;(v). Hence, we can answer the query EDGE-PALETTE-QUERY
in O(T) time. The fact that COLOR-QUERY can be implemented in O(1) time follows immediately
from the implementation.

C.3 Proof of Lemma C.2

Let G = (V, E) be a dynamic graph that undergoes updates via a sequence of edge insertions and
deletions, and let A be an upper bound on the maximum degree of G at any point in time. We now
show how our data structure can be used to explicitly maintain the tentative coloring ¥ and set
of failed edges F'¥) defined by running Algorithm 4 on graph G® with parameters A and e. Let i,
and ¢, denote the round and color sequence sampled in advance for potential edge e € (‘2/)

We first remark that, if we have that our data structure currently stores the graph G| each
edge e receives the color sequence c. and round 7., and that the color index £, of each edge e equals
the color index e&H) defined by Algorithm 4, then clearly the tentative coloring x¥ and the set of
failed edges F' maintained by our data structure equal Y= and F*~1. Hence, in order to be able
to maintain Y~ Y and F¢~Y | given the edge e* that is either inserted or deleted during the ¢
update, we need to appropriately update the graph maintained by our data structure (by inserting
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or deleting e*) and then update the color indices so that ¢, = f¢’ for all edges e. Given that our
data structure is in the state described above, we now show how to do this efficiently.

Updating the data structure. When an edge e* is inserted into the graph G, we run Algorithm 10
on input e*, which passes e* to the data structure along with its round .~ and color sequence cex.
When an edge e* is deleted from the graph G, we run Algorithm 11 on input e*, which removes e*
from the data structure. In both cases, the algorithm then determines if e* is dirty and then passes
it to Algorithm 12 if this is the case. Algorithm 12 takes the set A( Z and round 7.~ as inputs, where
lex is the first round containing dirty edges, and propagates the changes in the tentative coloring
through the rounds. After the update is complete, we have that ¢, = K(e) for all edges e in the
graph.

Algorithm 10 INSERTION-UPDATE(e*)
XPREV( ) (—J_

INSERT(€*, iex, Cex)

X < {RESET-COLOR(€e*)}
PROPAGATE-CHANGES (X, i¢+)

Algorithm 11 DELETION-UPDATE(e*)
X (er) = x(e)

DELETE(e*)

X+—o

if x**"V(e*) #.L then

| X« XU{e}
PROPAGATE-CHANGES(X, ic+)

Algorithm 12 PROPAGATE-CHANGES(X/,4')
1: fori=4¢4+1,...,T do
2| Xj ¢ Ueex,_, Ye,i(X(€)) UWei(X7(e))
3: X"V (e) < x(e) for all e € X
4: X; +— X,
5
6

for e € X/ do
\ X; < X; URESET-COLOR(€)

Here we let W ;(c) denote the set W, ;(c) U W, ;(c), where e = (u,v).

C.3.1 Correctness

Suppose that we call INSERTION-UPDATE(e*) (resp. DELETION-UPDATE(e*)) to update the data
structure after the insertion (resp. deletion) of the edge e* at time ¢. The following lemmas describe
the behavior of our algorithm. We denote by ¢, and P;(u) the color indices and palettes maintained
by our algorithm and by Eg) and Pi(t) (u) the color indices and palettes defined by Algorithm 4 on

input G®. Our objective is to show that £, = Egt) for all edges e after the update is complete.

(

Recall that we assume ¢, = Eet_l) for all edges e before we the perform the update.
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Lemma C.8. Given any X C st ), we have that

(X)) UAY(X) C [ ea(xD(€) U Tes(xD(e)).
eeX

Proof. Let e € th) (X). Then there exists some f € X such that ¥ (f) = x*Y(e), so YXV(f) € ce

and hence e € U, (YW (f)). Now let e € AZ@(X). Then there exists some f € X such that
XUD(f) = x(e), so XV (f) € e and hence e € Uz (X(f)). O

Lemma C.9. Foralli € [T], we have that if {, = = ¢ foralle € S( ) then running RECOLOR-EDGE
_
on any e € S;” will set b = Le’.

Proof. Since £, = £ for all e € S'), it follows that ¥(e) = ¥®(e) for all e € S, so Pi(u) = P (u)

<) <) ?
for all u € V. Given any edge e € Si(t), we then have that Pj(e) = P-(t)(e), so when we run

7

RECOLOR-EDGE(e) we set the color index £, to the smallest ¢ such that c.(¢) € Pi(t)(e) (or 0 if no
such ¢ exists), which is the exact definition of 0. O

Lemma C.10. For all i > i., we have that X; = Ag Furthermore, after our update procedure

terminates, we have that £, = E for alle e E®.

Proof. We prove this by induction. For all ¢ > d.+ + 1, we show that the following are true at the
start of the ith iteration of the for loop in Algorithm 12 (where we start from iteration iex + 1):

1. Xi,1 = A(t) and

<2’
2. b, = eﬁf) for all e € ng

Base case. We begin by showing that these conditions all hold for ¢ = e« + 1. Let i* = iex. We
first show that X;» = A(g*. In the event that the t** update is an insertion, we have that X« is
empty if ) (e*) =L (noge that RESET-COLOR(e*) returns e* if and only if this is not the case), in
which case the set Ag* is also empty, and X;» = {e*} if YV (e*) #L, in which case ASZ* = {e*}.
Similarly, in the event that the update is an deletion, we have that X;« is empty if )Z(t 71)( *) =1,
in which case A(<t)* is also empty, and X = {e*} if X"V (e) #L, in which case A( = {e*}. To

see that £, = £ Vfor all e € S(<)* at the start of iteration ¢* 4+ 1, note that ¢, = = ¢ for all e € ng)*
when we call RESET-COLOR(e*) (since there are no dirty edges in the first i* — 1 rounds). Hence,

by Lemma C.9, we have that £« = 69 at the start of iteration ¢* + 1. As this is the only edge in
round #* that can change its tentative color, the claim follows.

Inductive step. Suppose that the inductive hypothesis holds for i, +1 < i < T. We now show
that it also holds for ¢ + 1. By Lemma C.8 and Corollary B.9, we can see that

X/ oT0(x, 1) UAD (X 1) =T (AD) U AP (4Y) = 4D,

(]

Since the algorithm scans through all of the edges in X and calls RECOLOR-EDGE on each of them,
and we have that (. = Eg) for all e € S ), it follows by Lemma C.9 that we have ¢, = 12?) for all
e e S(<tl) at the end of the iteration (note that X/ contains all of the edges at round ¢ that change
their color indices during this update). The algorithm places all of the edges e € X/ that change
their color index /. after calling RECOLOR-EDGE(e) into X; along with the edges in A(<tz Since

X! C Agt), it follows that X; = A(_<t2 at the end of the iteration. O
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C.3.2 Update Time Analysis
Lemma C.11. For all i > i.~, E[|X]|] < (32/€)log(1/e) - | X;i—1].

Proof. For all i > i,

Xi= |J Wei(R(e) U¥ei(X™(e)),

ecX;_1

which implies that

X< D Wea(R(e)] + [Wea(X (e))].

eeX;_1
Let we V, i€ [T], and ¢ € [(1 4+ €)A]. Then for all e € N;(u) we have that
Prle € W, ;(c)] = Prlc € c.| < K
rle € Uy i(c)] =Prlc€c] < —+
’ (1+e)A

since ¢, is a sequence of K colors sampled independently and uniformly at random from [(1+ €)A].
By linearity of expectation we get that E[|U, ;(c)|]] < |Ni(uw)| - K/((1+ €)A). Taking expectations
on both sides and noting that E[|N;(u)|] < e(1 — ¢)" 1A (see Lemma A.9), we get that

E{[¥,4(0)] < B|Niw)]- 7= K)Agex_elogj

It follows that

EIX < Y B ()] + B (& ()] < [Xi| - 1o
eeX;—1

Lemma C.12. Algorithms 10 and 11 run in O(log*(1/€)/e® - E[|A®)|]) expected time.

Proof. Algorithms 10 and 11 run in O(KT') time excluding the call to PROPAGATE-CHANGES(X, i+ ),
since the calls to INSERT and DELETE take O(K) time, the call to RESET-COLOR(e*) takes O(KT)
time, and the rest of the operations run in O(1) time. The i*" iteration of Algorithm 12 (where we
start from iteration i« + 1) takes time O(|X;_1| + KT - |X/|). Since we can return the sets ¥, ;(c)
in time proportional to their size, Line 2 runs in O(|X/| + |X;_1|) time. Lines 3-4 also run in time
O(|X!| +|X;—1]). Lines 5-6 take O(KT - |X]|). It follows that the running time of these algorithms
is
T
O(KT) + Y O(Xi—1| + KT -|X])).
i=i*+1

Taking expectations, applying Lemma C.11, and then taking expectations again, it follows that the
expected running time of these algorithms is

Z 0( 1og ~ B[ X m) ( log® ) i E[|X;-1]

i=i*+1

Applying Lemma C.10, we can upper bound this by

1. 51 (t) Lo 4l ¢
0 <€410g > -T-E[AZ7]] <O (élog -~ E[A©])).
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C.4 Proof of Lemma C.3

Let 0 < § <1 be a constant. Then we have the following lemma.

Lemma C.13. There exists a dynamic data structure that, given a dynamic graph G = (V, E) that
undergoes edge insertions and deletions, can explicitly maintain a (2 + 0)A(G)-edge coloring of G,
has an expected update time of O(1/§), and only changes the colors of O(1) many edges per update.

Proof. Our data structure maintains the graph G in a manner that allows edges to be inserted and
deleted in O(1) time (see Section C.2), and the coloring x : E — [(2 4+ §)A(G)] using a hashmap,
allowing us to retrieve and set a color x(e) in O(1) time for any e € E. Similarly, it maintains
a hashmap ¢ : V x [(2 4+ §)A(G)] — E that maps nodes u and a color ¢ to the edge e incident
on u with x(e) = ¢, if such an edge exists. This algorithm maintains the invariant that each edge
e = (u,v) receives a color from [(2 4 ¢) max{deg(u),deg(v)}].

Inserting an edge. When we insert an edge e = (u,v) into the graph G, we sample a color ¢
independently and u.a.r. from [(2 + 0) max{deg(u),deg(v)}]. Let d* := max{deg(u),deg(v)}. The
probability that this color is available at e, i.e. is contained in the palette P(e) = P(u) N P(v) where
P(u) =[(2+90)d*] \ x(N(u)), is at least

_ P _ [P+ P —[P(u) U P(v)]
Price POl = 55 = 2+ 0)d
- (24 0)d* — deg(u) + (2 + 9)d* — deg(v) — (24 0)d* S ) - é
- (2+6)d* (249 — 3

Using the hashmaps 1, and v, we can check whether ¢ € P(e) in O(1) time. If ¢ ¢ P(e), we sample
another color in the same way, and repeat until we find a color ¢ € P(e). Since these events that the
sampled colors are in P(e) are independent and all succeed with probability at least §/3, it follows
that the expected number of colors that we have to sample before finding one in P(e) is 3/4. Hence,
it takes us O(1/6) time to find a color ¢ € P(e) in expectation. Once we have found such a color,
we set x(e) < ¢, Py(c) < e, and 9, (c) < e. Since the degrees of nodes cannot decrease during an
edge insertion, the invariant is still satisfied.

Deleting an edge. When we delete an edge e = (u,v) from the graph G, we first set 1, (x(e)) <
NULL and ¢, (x(e)) < NULL, and then set x(e) < NULL. However, the degrees of u and v decrease by
one, so there might be edges that no longer satisfy the invariant. In particular, any edge f incident
on u that no longer satisfies the invariant will have x(f) € [(2 + §)(deg(u) + 1)] \ [(2 + ) deg(u)].
Since there are at most 3 such colors, we can use the hashmap 1, to identify the edges incident
on u that receive one of these colors in O(1) time. We then uncolor these edges, while ensuring to
appropriately update the hashmaps, and recolor them using the same strategy as outlined above
for an edge insertion. We do the same thing at node v. In total, we recolor at most 6 edges in G to
ensure that we still satisfy the invariant, taking O(1/0) time in expectation. O

D Implementing our Static Algorithm (Full Version)

We now show how to implement our static algorithm directly in order to obtain better performance
than what follows immediately from our dynamic algorithm. We first show how to get linear time
in expectation, and then expand on this to get linear time with high probability. The main result
in this appendix is Theorem D.5, which is restated below.
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Theorem D.1. There exists an algorithm that, given a graph G with mazimum degree A such that
A > (1001ogn/e*)(30/10g1/) retyrns a (1 + 61e)A-edge coloring of G in O(mlog(1/e€)/e?) time
with probability at least 1 — O(1/n").

D.1 Linear Time in Expectation

It follows immediately from Corollary C.5 that our static algorithm can be implemented to run
in O(mlog*(1/€)/€”) expected time. We now show how to implement our static algorithm more
directly using the data structure from Appendix C in order to get the following theorem.

Theorem D.2. There exists an algorithm that, given a graph G with mazimum degree A such that
A > (100logn/e*)30/9108(1/€) “retyrns o (1+61€)A-edge coloring of G in O(mlog(1/€)/e?) expected
time.

Proof. We begin by using our data structure as a black box in order to show how our static algorithm
can be implemented to run in O(KTm) expected time. We then show how a white-box application
can improve this to O(K'm) expected time.

Given the graph G = (V, E), we begin by splitting the edges E into &1,...,&, as defined in
Algorithm 3. We do this by creating lists to store each of the &; and scan through all of the edges
in e € E, assigning each to one of the &£; independently and u.a.r., taking O(m) time. If we can now
show how to implement Algorithm 4 so that it runs in expected time g(m’) on an input graph with
m' edges, it follows that we can compute the failed edges and the tentative coloring in expected
time ¢ 9(|€j]). By then noticing that Lemma C.13 immediately implies an expected linear time
greedy algorithm, we get that the static algorithm runs in expected time O(m) + 3_ ;¢ 9(1€5]). If
the function g is linear and g(z) = Q(z) (as it will be in the following cases), this then gives
an expected running time of O(g(m)). This algorithm produces a (1 + 61e¢)A-edge coloring with
probability at least 1 — O(1/n%). If it uses more than (1 + 61¢)A many colors, we can afford to
keep rerunning it using fresh randomness until we use at most (1 + 61e¢)A many colors, without
increasing the asymptotic expected running time. (see Appendix C for a precise description of how
to implement the resampling efficiently).

Black-box application of our data structure. Now we show how to implement Algorithm 4
so that it runs in O(KTm) expected time given a graph G = (V, E) with m edges. We begin by
splitting the set F into S, ..., Sr+1 by sampling a round ¢, for each edge e € E and then placing
e into a list containing the edges that are colored at round i., again taking O(m) time in total.
We then proceed to initialize our data structure, which takes O(1) time. For ¢ = 1...T, we then
insert all of the edges in S; into the data structure (in any order) so that they are assigned a color
index of 0 and hence left uncolored, and then call RESET-COLOR on each edge in S; (again, in any
order). By Lemma C.9, we have (by induction) that this correctly computes the color indices of all
the edges in S; as defined by the color sequences and rounds that we generate for the edges. Hence,
we also compute the correct tentative colors and set of failed edges. Since RESET-COLOR runs in
time O(KT'), and it takes O(K) time to insert an edge into the data structure, it follows that the
algorithm runs in time O(K7T'm) since must do this for each edge exactly once.

White-box application of our data structure. In order to improve this to O(Km), we notice
that in this setting we can implement the query EDGE-PALETTE-QUERY to run in in O(1) expected
time, improving the runtime of RESET-COLOR to O(K), which gives the result. We do this by
noticing that we can maintain a hashmap ¢’ : V x C — 2V where ¢/ (c) = {e € N(u) | X(e) = ¢}
and each ¢/,(c) is implemented in the same way as the ¢, ;(c). Since ¢, (c) = Ulll ¢u,i(c), we can
maintain the map ¢’ by appropriately updating the set ¢/ (c) every time we update one the sets
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¢u,i(c), incurring only O(1) overhead. Since this O(1) overhead does not change the asymptotic
behavior of our data structure, this does not change the asymptotic running time of any of the
updates or queries. When our algorithm now makes a call to EDGE-PALETTE-QUERY after calling
RESET-COLOR on an edge e = (u,v) appearing in round i, we note that no edges in Ss; have been
inserted into the graph yet. Hence, we have that a color ¢ is contained in P;(e) iff |¢), ()| — |¢u,i(c)| =
0 and |¢),(c)| — |¢v,i(c)| = 0, which we can check in O(1) time. O

D.2 Linear Time with High Probability

In order to obtain an algorithm that runs in O.(m) time with high probability, we need to obtain
concentration. Our first obstacle is our use of hashmaps. We need to argue that we can implement
these hashmaps so that not only can we handle insert, delete, and query operations in O(1) expected
time, but also so that these operations all take O(1) time with high probability. For this, we use
the following lemma which follows from [DadH90].

Lemma D.3 (Theorem 5.5, [DadH90]). There exists a dynamic dictionary that, given a parameter
k, can handle k insertion, deletion, and query operations, uses O(k) space, and takes O(1) worst-case
time per operation with probability at least 1 — O(1/k").

The second obstacle comes from our O(A) greedy algorithm, where we can make an unbounded
number of queries to a hashmap. By applying the following concentration inequality for sums of
geometric random variables given in [Broll|, we show that we only perform O(m) many queries to
the hashmap with high probability.

Lemma D.4. Let Xy,...,X,, be n independent geometric random variables with success probability
p, and let X =), X;. Then, for 0 < e <1, we have that

Pr[X > (1+ €)E[X]] < exp (—jn).

By combining these tools, we can analyze our static algorithm more carefully, and get the following
result.

Theorem D.5. There exists an algorithm that, given a graph G with mazimum degree A such that
A > (100log n/e*)BY/)10e(l/9) returns a (1 4 61€)A-edge coloring of G in O(mlog(1/e)/€?) time
with probability at least 1 — O(1/nf).

Proof. We begin by showing how we can use the dynamic dictionary from Lemma D.3 to implement
the hashmaps in Algorithm 4 so that each insertion, deletion, and query made by the algorithm
which we described in the preceding section takes O(1) time with probability at least 1 —O(1/m"),
where m is the number of edges in the input graph G = (V, E). This will immediately imply that
we can implement Algorithm 4 to run in O(Km) time with probability at least 1 — O(1/mT). We
first note that our data structure uses the maps ¢, ¢’, ROUND, COLOR-INDEX, COLOR-SEQUENCE,
and FAILED. Our implementation of Algorithm 4 does not need to use the map ¥, so we can ignore
all operations performed on this map in this context. As for the sets ¢, ;(c), note that they can only
increase in size as we run the algorithm. Since the algorithm never accesses the elements in ¢, ;(c)
after its size exceeds 2, we do not need to store the set once it becomes large enough, and instead
we just store its size after this point. Hence, we do not need to implement them as hashmaps and
can implement all operations on the set ¢, ;(c) in O(1) worst-case time. The same applies to the
sets ¢, (c). Since we never need to access the elements in ¢/ (c), it is sufficient to simply keep track
of its size, which can easily be achieved with a counter that can be updated in O(1) time.
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For each edge e € F, we make one call to INSERT(e) and one call to RESET-COLOR(e). It follows
that, throughout the entire run of Algorithm 4, we perform O(Km) many operations on the map ¢’
and O(m) many operations on each of the other maps. Hence, we can implement each of these maps
using the dynamic dictionary in Lemma D.3, initializing each one with a parameter of size O(Km).
It follows from a union bound that all the operations performed on all the hashmaps throughout the
run of Algorithm 4 takes O(1) time with probability at least 1 — O(1/(Km)") > 1 — O(1/n"). By
the arguments in the preceding section, it follows that the total time taken to subsample the graph
and handle each call to Algorithm 4 for each of the subsampled graphs is O(Km) with probability
at least 1 — O(n/n") > 1 — O(1/nf).

In order to implement our greedy algorithm so that it runs in O(m) time with high probability, we
again implement the hashmap v used by the algorithm using the dynamic dictionary in Lemma D.3,
passing a sufficiently large parameter of order O(m). However, it is not immediately clear that the
algorithm performs at most O(m) operations on the map 1. We can observe that the insertion
of the edge e into the greedy algorithm leads to O(X.) many operations on the map v, where
X, is a random variable denoting the number of colors sampled by the algorithm while trying to
sample a color from the palette of edge e. Clearly, the value of X, is O(1) in expectation. It
follows that, in expectation, we perform E[O(}, X.)] < O(m) many operations on the map . In
order to establish concentration, we can observe that {X,}. is a collection of independent geometric
random variables. Thus, we can apply the concentration inequality from Lemma D.4 to get that
our algorithm performs at most O(m) many operations on 1) with probability at least 1 — e~©("™).
Conditioned on this event, all of the operations performed on our hashmap run in O(1) worst-case
time with probability at least 1 — O(1/m”). Hence, the greedy algorithm runs in O(m) time with
probability at least 1 — O(1/m7).

Putting everything together, we get that our static algorithm runs in O(K'm) time with proba-
bility at least 1 — O(1/n®). Since the algorithm returns a (1 + 61¢)A-edge coloring with probability
at least 1 — O(1/n5), the lemma follows. O

E Concentration of Measure

In this appendix, we state the probabilistic tools that we use to establish concentration of measure
throughout our paper. This appendix is essentially a subset of Appendix E in [BGW21].

E.1 Concentrartion Bounds

We now introduce some standard concentration bounds for independent random variables. The
proofs of all of these bounds can be found in [DP09].

Proposition E.1 (Chrenoff Bounds). Let X be the sum of n mutually independent indicator random
variables X1, ..., Xy. Then, for any pur, < E[X] < pg, for all e > 0, we have that

2
Pr[X > (1 +¢€)un] < exp <—€3MH)7

PriX < (1 —€)ur] <exp <_622ML)-

Proposition E.2 (Hoeffding Bounds). Let X be the sum of n mutually independent indicator
random variables X1, ..., X,. Then, for all t > 0, we have that

Pr[X > E[X]+1] < e 2/,
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Pr[X < E[X] —#] < e 2°/7,

Definition E.3 (Lipschitz Functions). Consider n sets Ay, ..., A, and a real valued function f :
Ay, ..., A, — R. The function f satisfies the Lipschitz property with constants dy,...,d, if and
only if | f(z) — f(y)| < d; whenever x and y differ only in the ith coordinate, for alli € [n].

Proposition E.4 (Method of Bounded Differences). If f satisfies the Lipschitz property with con-
stants di,...,dy,, and X1,..., X, are independent random variables, then, for all t > 0, we have
that

Prlf < B[f] +1] < exp (f)

Prlf > B[f] — 1] < exp (f)

where d =Y, d3.

E.2 Negatively Associated Random Variables

We will sometimes need to get concentration around the sums for negatively associated random
variables. We will need the following tools.

Definition E.5 (Negatively Associated Random Variables, [DP09, JDP83]). We say that the ran-
dom variables X1, ..., X, are negatively associated (NA), if any two monotone increasing functions
f and g defined on disjoint subsets of the variables in {X;}; are negatively correlated. That is,

E[f - g] < E[f] - E[g].
Independent random variables are trivially NA.

Proposition E.6 (0-1 Principle, [DRI6]). Let X7, ..., X, € {0,1} be binary random variables such
that >, X; < 1. Then X1,..., X, are NA.

Definition E.7 (Permutation Distribution). Let z1,...,z, be n values and let X1,..., X, be ran-
dom variables taking on all permutations of (x1,...,%,) with equal probability. Then we call the
collection of random varaibles X1, ..., X, a permutation distribution.

Proposition E.8 ([JDP83]). Collections of random variables that form permutation distributions
are NA.

Proposition E.9 (NA Closure Properties, [DP09]).

e Closure under products. If Xi,...,X,, and Y1,...,Y,, are two independent families of
random variables that are separately NA, then X1,...,X,,Y1,...,Y, is also NA.

e Disjoint Monotone Aggregation. If Xi,..., X, are NA, and fi,..., fr are monotone
(either all increasing or all decreasing) functions defined on disjoint subsets of the random
variables, then f1(Xi,...,Xn), ..., fu(X1,...,X,) are NA.

The Chernoff-Hoeffding bounds from Propositions E.1 and E.2 extend to the case where the random
variables are NA [DP09].
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