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ABSTRACT 

 

In this paper we propose a new method for unsupervised 

data model discovery in hyperspectral data, by adopting the 

Latent Dirichlet Allocation (LDA) text modeling tool. The 

proposed method relies on defining a representation of 

hyperspectral data that allows LDA analysis, by defining a 

correspondence between hyperspectral profiles and visual 

words. As such, we can use Latent Dirichlet Allocation as a 

method for discovery of latent (intrinsic and natural) 

meaningful grouping of the spectral bands. Based on the 

model parameters we propose several use scenarios for 

hyperspectral data analysis, allowing us to identify 

semantically meaningful structures in the observed scene. 

Experiments using the proposed method were carried on an 

EO-1 Hyperion data set imaging an agricultural area in 

Romania, acquired in June 2009.  

Index Terms— Latency analysis, Latent Dirichlet 

Allocation 

 

1. INTRODUCTION 

 

The use of remotely sensed data plays an important role in 

global monitoring and assessment, with multiple 

applications such as urban monitoring, agriculture, soil 

mapping or disaster management. Airborne hyperspectral 

imaging sensors have been used by more than a decade [1], 

providing an almost continuous representation of the 

spectral response, with the tradeoff of reduced spatial 

resolution. The high cost of operating airborne hyperspectral 

sensors and their limited range have been restrictive factors 

in using hyperspectral data on a wide range of applications. 

 Those disadvantages were overcomes in late 2000, with 

the launch of Hyperion sensor onboard the EO-1 remote 

sensing platform [2], since then EO-1 being the only source 

of spaceborne hyperspectral data. The EO-1 satellite is 

placed on a sun-synchronous orbit, at an altitude of 705 km. 

It is capable of imaging a 7.65 km swath, with a spatial 

resolution of 30m. The Hyperion sensor covers images a 

spectral range of 0.4 - 2.5 µm in 220 spectral bands, with a 

spectral resolution of 10nm. Research has proven that using 

EO-1 hyperspectral data offers significant advantages over 

the use of multispectral data in applications such as 

detecting crop diseases [3], discrimination between crop 

types [4] as well as for land use/land cover classification [5]. 

Among the current methods for EO-1 Hyperion data 

analysis we can mention the use of Minimum Noise 

Fraction transformation [6], the use of various spectral 

indices [7], the classification of the principal components 

performed using Niche Hierarchical Artificial Immune 

System [8] or the use of pixel unmixing methods [9].  

In this paper we present a new approach towards EO-1 

Hyperion data analysis by adopting the Latent Dirichlet 

Allocation (LDA) text modeling tool to discover interesting 

patterns in the hyperspectral data. The paper is structured as 

follows: a short introduction of Latent Dirichlet Allocation 

for text modeling in the second section. In the third section 

we present the methodology related to finding a suitable 

representation of EO-1 data in order to allow analysis using 

LDA. Finally, section IV presents the experimental setup 

and the results we have obtained by the proposed method. 

 

2. LATENT DIRICHLET ALLOCATION 

 

Considering the inherent complexity and high 

dimensionality of hyperspectral data, computerized analysis 

of this type of data has to overcome the semantic gap, 

defined as the problem of mapping from the low-level 

features to the high-level semantic concepts expected by the 

user [10]. Significant advances towards bridging the 

semantic gap have been made in text analysis domain. The 

Latent Semantic Analysis [11] used singular value 

decomposition to mimic the way people associate words. A 

probabilistic approach towards semantic modeling was 

proposed in Probabilistic Latent Semantic Analysis (PLSA), 

the distribution of topics (classes) over words being 

modeled as multinomial distribution [12]. PLSA also 

introduced the idea of a generative model at document level. 

In 2003 Blei et.al. introduced the Latent Dirichet 

Allocation  model [13], in which topic mixtures are sampled 

from a Dirichlet distribution, thus completing the PLSA 

model by introducing a generative model at corpus level. As 

such, LDA has the ability to generalize over unseen 

documents from the same corpus. 

In text analysis, the following definitions are necessary 

prior to describe the LDA generative process: 

- the corpus is a collection of �	documents and is 

denoted by � = ���, �	, … ,��� 
- a document is a sequence of 
 words, denoted by  � = ��� , �	, … , ���, where  �� is the n-th word in the 

document. 



- words are the basic units of discrete data, defined as 

being items from a vocabulary indexed by �1, … , ��. 
 A word �� can be modeled as a V-length, with the 

property that �� = 1, and �� = 0, for any � ≠ �. 

With the above definitions, for each document � in the 

corpus �	the generative process of LDA can be described as 

follows: 

1. Choose 
~���������� 
2. Choose  ~��!�"ℎ$%&	�'� 
3. For each of the words �� 

 a.    Choose a topic (�~��$&���)�*$	� � 
 b. Choose a word �� from	+���|(� , -�, a 

multinomial probability conditioned by the topic (�. 

The Poisson distribution was chosen to model document 

length based on empirical observations and is not critical for 

the generative process. Other document length distributions 

can be chosen as needed. 

Finally, like many other text modeling tools, LDA 

assumes the bag-of-words model, in which the order of the 

words and the grammar are ignored, only the word count 

having importance in training a LDA model. 

According to the LDA model the likelihood of a 

document can be expressed as: 

 

+��|', -� = .+� |'�/01+�(�| �+���|(� , -�23
�

�4� 56  

 

The above equation is intractable. Only an approximate 

solution can be found, using inference algorithms such as 

variational expectation maximization inference or Gibbs 

Sampling [14]. In this paper we used the first method 

proposed by Blei [15]. 

In the LDA model the dimensionality 7 of the Dirichlet 

distribution, and thus the number of topics, is considered 

known, and is a user-given parameter. Estimation of the 

number of topics can be performed using the measure of 

perplexity, defined as: 

 

+%!+$%8�&9��:;<:� = %8+ =−∑ log	 +��C��C4�∑ 
C�C4� D 

 

where �:;<:	 = ���, �	, … ,��� is a test corpus consisting 

of � documents, each document having 
C words. 

The use of LDA is not limited to text analysis. In fact, 

almost any collection of discrete data can be analyzed using 

LDA. To apply LDA outside text domain the user must 

define a synthetic language, finding equivalents for words, 

documents and corpus, while respecting the bag-of-words 

assumption. In remote sensing analysis this is often 

achieved by extracting a set of features from data, such as 

mean and variance from patches of Quickbird data [16], of 

spectral signatures and fuzzy templates extracted from 

patches of Landsat and Quickbird data [17], or the analysis 

of satellite image time series by extracting change 

descriptors between pairs of images [18], followed by a 

vector quantization process, usually performed using 

k-means. 

 

3. LDA FOR HYPERSPECTRAL DATA ANALYSIS 

 

Hyperspectral data captured by EO-1 Hyperion sensor is 

characterized by a medium spatial resolution, a pixel 

corresponding to an area of 30m x 30m. The hyperspectral 

sensor records 224 bands, on which only 204 channels are 

usable, due to insufficient signal at the extremes of the 

spectral range, respectively bands 1-9 and 225-224. A 

further overlapping of the VNIR bands 54-57 and SWIR 

bands 75-78 is observed, and used mainly for calibration 

between VNIR and SWIR detectors [19]. In this paper we 

have chosen to ignore the spectral response in bands 75-78, 

in order to avoid unnecessary redundancy and to reduce the 

complexity of the trained LDA model. In total, a number of 

196 bands were selected for analysis. 

Considering the characteristics of the EO-1 Hyperion 

sensor, we aim to preserve the spatial resolution while fully 

exploiting the rich information recorded in the spectral 

domain. As such, the proposed method is applied at pixel 

level, the semantic meaning being extracted from the 

spectral information. 

To make possible the analysis of hyperspectral data 

using LDA a suitable bag-of-words representation of data 

has to be defined. While in language analysis the words are 

clearly defined, in hyperspectral domain we can define our 

own "visual words". Under the assumption that the spectral 

response for a pixel carries sufficient semantic information, 

in this paper we choose to consider the whole dataset as a 

corpus, the pixels as documents, and to define words from 

the spectral information. To achieve this we apply a linear 

quantization process to each spectral band, with a total 

number of 410 levels. Words are then defined as �EF = GEHF 
where GE  represents the i-th spectral band and HF is the 

quantization level within the spectral band. Considering that 

we have 196 spectral bands, each quantized by 410 levels, in 

total we can obtain a dictionary of 80360 possible words. As 

from each spectral band only one word is extracted, all 

words will appear with a frequency of one in the associated 

document. 

Once the analogy between text analysis and 

hyperspectral data is defined, the next step is to discover a 

Latent Dirichlet Allocation model of the data. To achieve 

this we take advantage of the LDA ability to generalize and 

we select only a part of the data for training. While LDA has 

the ability to generalize over unseen documents, this is 

limited only to the corpus from which the training set is 

extracted. Furthermore, as in this approach LDA learns 



directly from the data, which may be contaminated by noise, 

the LDA model will be a joint model of data and noise, and 

its application for inference is restricted to only the image 

from which the model is trained. 

As in the LDA model the number of topics (classes) is a 

user-given parameter, we have trained several LDA models 

for different number of topics and selected the model that 

returns the lowest value of perplexity as the model with the 

optimal number of classes. Once the LDA model is selected, 

we can perform inference over the whole data set to estimate 

the topic proportions inside each document.  

 

4. EXPERIMENTS AND RESULTS 

 

Experiments were performed on an EO-1 Hyperion data set 

acquired on 18 June 2009, imaging an agricultural area in 

Romania. Several land use/land cover types can be observed 

in the studied area: land use allocated to agriculture 

dominates, water bodies and patches of forests being also 

observed. 

Following the proposed method, we have extracted 

visual words from the data.  To reduce the complexity of the 

LDA model we have chosen to keep only the words that 

occur in the dataset.  In our experiments by this approach we 

have obtained a dictionary of 22540 words.  

A training set of 10% of the original data was selected, 

and we have trained several LDA models for different 

number of topics. As a result of LDA training we have 

obtained a data model characterized by the γ parameters of 

the topic over words distributions and by the topic mixture 

parameters β. This model is then used to perform inference 

over the whole dataset, obtaining the topic mixtures for each 

pixel. 

Several use scenarios can be further defined based on the 

LDA model parameters and the estimated topic mixtures.  

The first possible scenario is to use LDA to label each 

pixel considering a maximum likelihood of the topic 

mixtures, the result of labeling for a number of 20 topics 

being presented in figure 1. 

A second scenario of analysis focuses on individual 

topics, providing support for highlighting semantically 

meaningful structures.  

 

 
       a) Bands 29,23,16 as RGB           b) Dominant topics 

Fig.1 Topics extracted using the LDA model 

 
       a) Bands 29,23,16 as RGB           b) Cloud presence 

Fig.2 Topics presence for cloud cover 

 

 
       a) Bands 29,23,16 as RGB           b) Agriculture 

Fig.3 Topics presence for agriculture 

 

From the topic mixtures extracted by LDA we can 

extract only the topics of interest, and we can display the 

proportions of these topics within the pixel area. In figure 2 

we show the results of the analysis a topic that can be 

identified as cloud cover, while in figure 3 we show the 

topic proportions for a topic corresponding to agriculture.  

The last scenario we propose is based on the analysis of 

the conditional probabilities of the words and topics. This 

analysis allows us to select the words having the most 

contribution to topic. For example, considering the semantic 

topic corresponding to cloud cover in fig.2, the most 

important words are �	�IJK, �	�LIJ and �		MNO. Knowing 

these words allows us to identify the spectral bands and the 

range of the spectral bands corresponding to the words (in 

our case the spectral bands P	MN, P	M�and P	��. For the 

topic of agriculture in fig. 3 we found as the most significant 

the words �	�NIQ,	��Q�LM and �	�Q�I, corresponding to the 

spectral bands P�Q	, P�K� and P	MO.  

 
       a) Bands 29,23,16 as RGB       b) Bands 194, 201, 211 as RGB 

Fig.4 Band combinations for highlighting cloud cover 



 
       a) Bands 29,23,16 as RGB       b) Bands 194,141, 208 as RGB 

Fig.5 Band combinations for highlighting a topic from agriculture 

 

5. CONLCUSIONS 

 

In this paper we have proposed a novel method for 

analysis of unsupervised hyperspectral remotely sensed data 

by adopting Latent Dirichlet Allocation text modeling tool. 

The method is applied in the spectral domain, allowing us to 

preserve the spatial information of the original dataset. 

Unlike data classification, the proposed method allows 

the discovery of latent (intrinsic and natural) meaningful 

grouping of the spectral bands. Based on such grouping we 

then formulate use scenarios that aim to identify 

semantically meaningful structures in the observed scene. 

Furthermore, the derived topics and the associated vial 

visual words can provide support for visualization of the 

hyperspectral data, making evident the meaningful 

structures in the observed scene.  

Furthermore, through analysis of the relations between 

the topics and the extracted visual words, the topic 

discovery provides a powerful tool to support the creation of 

libraries of groups of hyperspectral signatures with semantic 

meaning. 
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