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Abstract—With increasing vehicle density and the growth
of accidents in urban areas, navigation management becomes
a serious problem. Even though there is a multitude of
navigation systems, ambulances, taxis, or even ordinary vehicles,
sometimes find it challenging to reach their destinations on
time. There are two main reasons for this difficulty: (i)
lack of local knowledge of the area of navigation solutions
and (ii) their inflexibility against unforeseeable situations that
may occur on the roads. Indeed, the majority of navigation
solutions are based only on the distance, the journey time,
or even statistics related to the density of vehicles to plan
the full paths, while neglecting the dynamic nature of the
vehicle traffic. Also, their respective centralized architectures
are unable to monitor both the traffic and unexpected events
continuously and in real-time without not being overloaded
by the flow of message exchanges between the road entities
and the central processing entity. To address these issues, we
propose in this paper a novel three-tier architecture, called
SDN-enabled Approach for Vehicle Path-Planning (SEARCH), to
enhance the situation awareness on urban roads, efficiently collect
traffic information in real-time, and decide the best navigation
strategy. The proposed architecture exploits Unmanned Aerial
Vehicles (UAVs), Vehicular Ad hoc Networks (VANETs), 5G
based cellular systems, and Software-Defined Networking (SDN)
to provide better and faster communication to changing road
conditions. Based on these technologies, some parameters related
to vehicles and driving environments, such as speed, distance,
traffic jams, incidents, and travel flow, are efficiently collected
and dynamically exploited to achieve faster paths between
any existing pairs of locations. Furthermore, the deployed
architecture of SEARCH can provide sufficient bandwidth to
support all data traffic needs to update vehicles during their
journey efficiently and in real-time. To evaluate the performance
of our architecture, we conduct a series of simulations and
perform a set of comparisons with relevant route planning
algorithms. We found that the proposed architecture works
effectively in terms of saving on driving time to reach any target
destinations.

Index Terms—5G; SDN; Traffic management; VANET; Path
planning.
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I. INTRODUCTION

The last decade has witnessed a severe increase in
congestion on our roads. Indeed, different statistics across
the web show that traffic congestion can negatively affect
the economic growth of cities by losing travel time, wasted
money due to loss of productivity, and waste of fuel [1].
Even worse, the number of vehicles continues to increase at a
rate of four million vehicles a year, especially in metropolitan
areas where the majority of the world’s population lives [2].
As a result, a considerable effort has been undertaken by
researchers to add new infrastructures (e.g., dedicated lanes
for buses) to minimize the congestion [3]. Nevertheless, the
impact of this classical solution is restricted because the speed
of construction of new roads is much slower than the increase
in the number of new vehicles. To adapt to this situation
and traveling without wasting time on roads, scientists try to
design path planning mechanisms to allow road-users to avoid
traffic congestion whenever possible. However, most current
path planning solutions are based exclusively on the shortest
distance or shortest time path algorithms, without considering
the impact of future traffic conditions during the duration
of the trip. Consequently, scientists have looked heavily into
the possibility of using dynamic path planning based on
real-time traffic information, which gives rise to the following
challenges:

• How to efficiently collect traffic information from the
roads in real-time?

• How to detect any incidents or temporary events (e.g.,
road repair) that can occur at any time on the roads?

• When is the right time to make path re-planning
decisions?

• How to accurately estimate the journey time of a given
vehicle?

• What is the best network architecture that provides
optimal coverage, saves bandwidth, reduces latency, and
maximizes throughput?

To overcome all these challenges, a set of emerging
technologies, such as 5G based cellular systems, Unmanned
Aerial Vehicles (UAVs), Vehicular Ad hoc Networks
(VANETs), and Software-Defined Networking (SDN), are
expected to answer all those questions and significantly
mitigate urban traffic congestion. Indeed, 5G technology
offers enhanced scalability and higher bandwidths to support
different applications dealing with the traffic congestion issues
in the roads [4], [5]. VANETs have been heavily involved
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in nearly all safety and comfort applications, such as crash
avoidance, autonomous driving, cooperative driving, collective
situational awareness, and even natural language processing
[6]. Therefore, VANETs are already approaching deployment,
which would make the roads safer, the travel experience more
pleasant, and the transportation system more efficient [7], [8].
To assist 5G cellular networks and VANETs, UAVs are well
equipped with the required devices to ensure coverage, collect
traffic information, and explore different geographical areas,
for example, through aerial photography [9]. To top it all,
SDN technology can effectively manage all these networks
by bringing flexibility, scalability, and programmability, and
thus exploit the available network resources more efficiently
[10], [11]. The combination of these technologies can satisfy
the requirements of various applications, such as vehicle
path-planning schemes that have and continue to receive
significant attention from the research community [12]. These
schemes play a crucial role in reducing traffic congestion,
thereby enhancing the overall economy in terms of energy
consumption, time, and productivity. Indeed, they consist of
computing the shortest-time path between a pair of locations
within a road network while considering several dynamic
parameters, such as the real-time traffic congestion level,
unexpected incidents, and road layout. Therefore, designing
a path planning algorithm is regarded as a challenging task
because it should consider the specific issues that characterize
any urban areas.

Motivated by the challenges mentioned above and
considering the advantages of employing such technologies
in urban traffic management, we propose an SDN-based
architecture for vehicle path planning in urban areas.
The emerging SDN technology significantly enhances the
propagation of messages in VANETs, where a remote server
and vehicles play the roles of a central controller (i.e.,
SDN controller) and switches, respectively. The proposed
architecture consists of a path planning algorithm to allow all
kinds of vehicles to dynamically estimate shorter time paths
to reach any given destination based on the traffic density,
obstructions and accidents on the roads, and average speed
of vehicles in a given time-frame. UAVs are leveraged to
make several tasks, such as detecting accidents and congestion,
collecting traffic information, and communicating with 5G BSs
to reduce their communication burden (i.e., preventing vehicles
in range to communicate directly with 5G BSs). All this
collected information is reported to the SDN controller to build
an accurate view of traffic in real-time in each road segment.
We assume that the SDN controller updates each vehicle with
the current road conditions and generates re-planning to look
for alternative shorter time paths in case of congestion or
unexpected events blocking the roads. The various experiments
conducted to evaluate the performance of this architecture
show that it is possible to effectively adjust the travel path,
and thus address the problem of static path planning.

The remaining of this paper is structured as follows. Section
II provides an overview of the existing SDN-based traffic
management solutions and route-planning algorithms in urban
areas. Section III describes the proposed architecture and its
major components. In Section IV, we discuss the experimental

performance evaluation of our proposed algorithm. Finally, in
Section V, we present the conclusion and future perspectives.

II. RELATED WORKS

5G and beyond 5G (B5G) are (at the time of writing
this paper) the latest cellular networking technologies being
developed, which are specifically designed to both provide
high data rates and promise a latency of 1 ms for
real-time applications [13]. These technologies support many
technologies, including Heterogeneous Networks and SDN, to
achieve massive device connectivity and ultra-low end-to-end
latency [14]. Motivated by the features of 5G and B5G, we
expect that network virtualization in a VANET environment
exploited by SDN technology can provide multiple advantages
and better performances to make commuting a pleasant
experience [15]. Moreover, the integration of SDN technology
into VANETs both helps to fulfill their management necessities
and enhances their performances in terms of flexibility and
programmability [16]. Even more, the SDN technology is
expected to be a keystone for future intelligentization in a
6G [17]. In the following, we describe some background
information and terminologies on 5G and its different
technologies in the context of vehicular networking and their
assistance by UAVs. Also, we discuss some route planning
algorithms to set up the context of the problem.

By looking into the related research works, we only
found a limited number of recent contributions in traffic
management based on 5G, SDN, or VANET technologies. For
instance, Ge et al. [18] proposed a hierarchical SDN-enabled
vehicular architecture to address the issue of connectivity
loss between the controller and switches while achieving the
minimum transmission delay between vehicles. Liu et al. [19]
leveraged the technologies of SDN, Mobile Edge Computing
(MEC), and 5G to create a distributed architecture for urban
traffic management. To quickly assign appropriate channels
in an SDN-based IoT network, Tang et al. [20] considered
a deep learning method and Partially Overlapping Channel
Assignment (POCA) technique to efficiently avoid congestion
and predict network traffic. In [21], a 5G-enabled SDN
architecture is proposed, which provides larger bandwidth and
higher data rates to enhance the capabilities of VANETs. Garg
et al. [22] aimed to both maintain a certain level of quality of
service (QoS) and ensure secure communication to VANETs
by developing an SDN-based framework for 5G vehicular
network. In [23], a novel SDN-based architecture for vehicle
communication. It aims to minimize the communication cost
between vehicles.

On the side of UAVs, we have witnessed an unexpected
spread of UAV-based applications, spanning from monitoring,
goods delivery, and public services, to communications,
network assistance, and security [29]. Due to shorter network
coverage in 5G, UAVs can play the role of aerial BSs. For
instance, in [30], UAVs are integrated to operate alongside
5G cellular networks. The work in [31] discussed the
assistance of UAVs to 5G network supporting lightweight
virtualization and network slicing. Sharma et al. [32]
designed a novel approach to enhance 5G communication
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TABLE I: Feature comparison of path planning schemes.

Features Ref. [24] Ref. [25] Ref. [26] Ref. [12] Ref. [27] Ref. [28] Our application

Basic ideology

A balance
function between

distance and
time

Big data analysis
for route
planning

Route planning
with traffic

congestion and
oil consumption

Leveraging both
current and
future traffic

status

Comfort-based
route planning

V2X and
driverless

technologies for
valet parking
technology

Dynamic path
planning with

congestion
awareness

Traffic view Global Global Global Global Critical areas Local Global

Route planning Deterministic Deterministic Deterministic Non-deterministic Deterministic Deterministic Non-deterministic
Re-routing × × ×

√
× ×

√

Traffic incident awareness × × × × × ×
√

Major advantage
Optimizing

parking lot path
planning

Promoting
information

sharing between
Vehicles

Decreasing oil
consumption

Reducing
commuting time

Demonstrating
comfortable

routes

Selecting the
fastest route for
parking space

Establishing the
shortest time
path in urban

areas

Major Limitation

Does not
consider

unexpected
events

Neglecting the
future congestion
of selected paths

Space and time
complexity of
the algorithm

Unrealistic
gathered data

Neglecting
drivers’ feedback

among the
considered costs

Neglecting
dynamic factors,
such as moving

obstacles

The cost of
aerial and

terrestrial BSs’
deployment

networks by accurately deploying multiple UAVs that play
the role of base stations. The authors in [33] proposed a
UAV-assisted backhaul link considering the dynamic blockage
of mmWave links. Different researches have involved vehicles
to communicate with different entities based on the concept of
Vehicle-to-Everything (V2X), which paves the path to UAVs
to be fully integrated with VANETs on the ground [34]. As an
example, Oubbati et al. in [35] proposed UAV-assisted VANET
for traffic management and emergency vehicle guidance.

There are several route-planning strategies and algorithms
proposed in the literature. The work of Xiaoxue et al. [24]
proposed a path planning strategy based on a tradeoff between
the path length and time balance to carry out optimal path
planning. In [25], the authors proposed an edge-based big
data analysis architecture to gather vehicle information and
traffic status to provide the optimal driving path to vehicles.
Zhang et al. [26] designed a route-planning algorithm based
on real-time data, such as fuel consumption, road patterns,
and feedback of drivers. In [12], a double rewarded value
iteration network (VIN) for route planning and to predict how
traffic will look like in the future by learning the routing
decisions of experienced drivers. Yu et al. [28] proposed a
route planning strategy to reach any parking spaces with the
shortest time. This strategy can significantly help to minimize
the congestion of the automatic valet parking lot. Based on
the Dijkstra’s algorithm, Li et al. [27] designed a cloud-aided
route planner to detect anomalies on roads, and then consider
the most comfortable route. For this purpose, three metrics
are considered during the path planning process: (i) road
roughness, (ii) travel time, and (iii) road remove.

Most of route planning schemes do not take into account
unexpected events occurred on roads, and they just use the
shortest distance or least time cost as the main functionality.
Therefore, vehicles might be blocked at any time, and their
paths cannot be dynamically adjusted when the predetermined
paths become obstructed. In this work, we propose to enhance
commuting in urban areas through an SDN-based route
planning scheme applied over road networks that are weighted
by accurate travel times of road segments. This scheme aims
to dynamically identify shorter time paths while avoiding
congestion and blocked roads. In addition, our second aim
is to meet a certain level of networking requirements while

enhancing the exploitation of existing network infrastructures.
To summarize, Table I provides a comparative study

between our proposed scheme and the previously proposed
route planning approaches based on several features.

III. AN SDN-ENABLED APPROACH FOR VEHICLE
PATH-PLANNING (SEARCH)

Nowadays, driving a vehicle in a big city become almost
unbearable due to the enormous traffic jam. As discussed
above, various emerging technologies are seen as promising
solutions in reducing traffic congestion on roads and providing
better monitoring of traffic conditions. Therefore, we need
to design a new architecture based on these technologies
to improve emergency responsiveness and save time in
transporting people, while considering the access, connectivity,
and analysis features. In this section, we present this
architecture and its main components. Moreover, we describe
operation details of this framework, including packet exchange
policy and vehicle traffic calculation. Finally, we discuss a
specific use case when a vehicle wants to reach a given target
destination and how our path planning algorithm deals with it.

A. Network Model

As depicted in Fig. 1, the overall network architecture is a
combination of different nodes, such as vehicles, UAVs, and
5G base stations (5G BSs). The organization of the network
is based on SDN technology. SDN controllers are mainly
responsible for managing this technology by collecting data
from all network nodes for building a global traffic information
graph of all vehicles on the roads. For this purpose, all
vehicles periodically send Hello packets to the SDN controllers
through BSs and UAVs that are on the front line of this data
collection. The SDN controllers are primarily in charge of
updating its neighboring list of each vehicle in the light of
the latest information received from periodically Hello packets
sent by vehicles to estimate the number of vehicles and their
fluidity in each road segment. In particular, the location, speed,
and direction of vehicles are essential traffic information on
roads, which can be estimated by several wireless location
technologies other than GPS in large urban cities where
skyscrapers and other obstructions may block GPS signals.
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Fig. 1: The three-tier architecture of SEARCH.

All this collected information allows vehicles to make smart
and efficient decisions regarding the path planning process.

1) Modes of communications: Our network architecture
is based on three modes of communications, namely
Vehicle-to-BS (V2BS), Vehicle-to-UAV (V2U), and
Vehicle-to-Vehicle (V2V). In V2U communication, UAVs can
communicate directly with vehicles based on the assumption
that they will not be affected by obstructions when they
are in range of each other. Also, they can act as collector
nodes gathering periodically all data related to vehicles
wherever it is possible. V2BS are used for control message
dissemination, including also the periodical gathering of
vehicles’ information (i.e., position, speed, and direction)
included in their Hello packets, either from vehicles or from
UAVs. It should be stressed that UAVs communicate with
vehicles within the UAVs’ coverage area, while the BSs
communicate with vehicles that are out of the coverage area
of any UAVs. In other words, UAVs have top priority to
collect traffic information on roads when they are hovering
any areas in order to reduce the network load on 5G BSs.
Furthermore, each BS monitors the traffic information in a
real-time manner and follows each vehicle requesting a path
planning by sending essential updates about the status of the
traffic to all vehicles in its vicinity. In V2V communication,
vehicles can communicate with each other or serve as relays,
which does not enter the scope of the paper.

2) SDN planes: The network architecture is divided
into three SDN planes that are assigned specific SDN
responsibilities and rules. We describe each SDN plane below:

• Control plane: is managed by the SDN controllers that
define a set of rules with OpenFlow protocol. These
rules determine how the interconnection units (e.g., 5G
BSs, UAVs, and vehicles) transmit the data frames to the

upper planes through optical fiber links. Generally, the
controllers monitor the positions of all vehicles in the
area in order to allow vehicles to plan their shorter time
paths to reach their target destinations quickly.

• Application plane: includes several software modules
(i.e., applications) related to different aspects, such
as security applications, traffic efficiency, networking,
and entertainment. The mode of how to provide
open interfaces to such modules is considered as
an advantageous factor to make simpler the network
optimization of functions and be up-to-date with the new
technology developments.

• Data plane: consists of the physical devices and
infrastructures in the network. All these physical
resources play the role of OpenFlow switches, and they
are mainly including vehicles, UAVs, 5G BSs. Each
vehicle can generate various data information, such as
speed, position, previous routes, etc. Equipped with
required communication modules, vehicles can transmit
all these generated data to the controller either through
cellular BSs or UAVs.

To further clarify the functioning of our SDN-based
architecture, we show the key functionalities of each
considered component in Fig. 2.
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Fig. 2: Key functionalities and components of SEARCH.

3) SDN components: The working of the SDN model
components is as follows:

• SDN Controllers: they belong to the control plane,
and they have control of the overall wired and wireless
networks, including 5G BSs, UAVs, and vehicles.
Moreover, they are considered as intermediate nodes
between the data and application planes.
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• 5G BS: it can act as a router and at the same time as an
SDN switch, which is responsible for ensuring the control
of different network devices, such as UAVs and vehicles
in a particular area. Besides, it can estimate the traffic
fluidity on road segments that are not covered by UAVs.

• UAVs: they act also as SDN switches and they are in
charge of estimating the traffic fluidity information on
roads and forwarding this information to the closest 5G
BSs.

• Vehicles: they are equipped with two on-board network
devices to support the communication with both UAVs
and 5G BSs.

It is worthy to summarize the role of the major components
exploited by SEARCH in its processes in TABLE II.

TABLE II: The role and advantages of 5G, SDN, and UAVs
over SEARCH.

5G BSs UAVs SDN

Path
planning

Updating
vehicles Traffic gathering

Estimating
shorter time
paths

Accidents &
congestion

Warning vehicles
before or at
intersections

Detection Updating path
planning

Traffic status Collecting traffic information

Estimating
density of
vehicles at road
segments

Networking
Providing
bandwidths and
scalability

Reduce
communication
burden over 5G
BSs

Managing
network
infrastructures
and fully
exploiting their
resources

B. Assumptions

The SEARCH framework assumes that the SDN controllers
have full access to the digital map to locate neighboring path
junctions, as well as the required road information. Each road
segment is partitioned into equal size zones of 30 m each
(c.f., Fig. 3). This partition is based on the assumption that the
traffic state is considered to be homogeneous, where strict lane
discipline is followed by all vehicles. UAVs and 5G BSs are
considered to cover at least one zone where they collect data
from vehicles and maintain a local view of the traffic state of
their controlled zones. Each zone is supposed to be controlled
by at least one BS, a UAV, or both. A global view of the overall
traffic state can be obtained by exchanging the sectional view
of adjacent BSs or UAVs with the SDN controllers.

The connectivity between vehicles and UAVs is ensured
via IEEE 802.11p wireless interfaces. Moreover, vehicles and
UAVs can also communicate with 5G BSs through appropriate
cellular interfaces. The connectivity between 5G BSs and
SDN controllers is ensured through high-speed optical fiber
links. In the case when UAVs are hovering in clear weather,
they can detect incidents on roads using their image capture
and processing capabilities. Otherwise, UAVs can exploit
V2U communication to report such events from the involved
terrestrial nodes. It is worthy to note that these two solutions
hold applicable for SEARCH. Since the satellite signals
might be blocked by skyscrapers, SEARCH assumes that

𝐙𝟏
𝟏𝟐 

𝐙𝟒
𝟏𝟐 

L(2,3) 

N12=8 

L(2,3) =30m 
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𝐣𝟐
 

𝐞𝟏𝟐
 

Fig. 3: Travel time estimation.

the localization service of vehicles is based on the direction
of arrival (DoA)/time of arrival (ToA) [36]. This type of
localization aims to realize GPS-free localization based on
device-to-device (D2D) communications or 5G antenna. The
accident detection process, the vehicle localization service, and
the energy consumption of UAVs are our future research works
and are out of the scope of the present study.

C. Functionality of SEARCH

In any path planning strategy, the SDN technology can be
considered as the best solution to cover any areas efficiently,
collect, analyze, and transmit crucial information related to
any events that occurred on roads. Our framework is designed
to allow 5G BSs and UAVs to sense the variation of traffic
status on the surrounding road segments. Also, it enables 5G
BSs to collect all possible data from vehicles and UAVs. All
gathered data are transmitted to the SDN controllers to allow
them to both build a global view of the traffic status on the
roads and quickly establish shorter time paths between any
pairs of locations.
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Fig. 4: Flowchart illustrating the functionality of SEARCH.

When a vehicle wants to reach a given destination, the
SDN controllers are already supposed to have the current
global vision of all surrounding road segments. Initially, the
controllers calculate the shortest time path from the current
location to the desired destination of the vehicle, according
to the Dijkstra algorithm. Whenever the vehicle reaches
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an intersection, it receives an update related to the traffic
conditions. If this update affects the earliest established path,
the Dijkstra algorithm is re-applied to calculate a new shortest
time path. Otherwise, the vehicle continues following the
same path. This process is repeated until the vehicle reaches
its desired destination. For more clarification, we summarize
these steps in the flowchart depicted in Fig. 4. In the remainder
of this section, we first describe the vehicle traffic calculation
and then present the application of our SEARCH routing
planning framework on a concrete example.

1) Journey time calculation: Vehicle driving time is
considered as an essential criterion of information to define the
minimum cost routes in the path planning process. Moreover,
it is also exploited as data to support driver decisions through
on-board guidance systems, editable message boards, and
radio dissemination. In our case, the road network is modeled
as a cyclic graph G = (J,E) to provide flexibility to use
well-known techniques in graph theories. J is defined by the
set of N nodes or vertices (i.e., junctions), where J = {ji}Ni=1.
E is a set of edges between vertices (i.e., directional links
between junctions), where E = {eij = (ji, jj), ji, jj ∈ J}
and eij 6= eji. Since the edges are directed, the traffic in
both directions could be either dependent or independent,
according to the presence of traffic signals at intersections,
where SEARCH operates correctly in both situations (c.f., Fig.
3). In Table III, we define a set of parameters that are useful
to describe the model clearly.

TABLE III: Summary of parameters of SEARCH.

Parameter Definition

eij A link from ji to jj .

Dij Distance between ji and jj .

Sij Default limited speed of eij .

Tij Journey time of eij , where Tij =
Dij

Sij
.

Zij
k Beginning of the kth sub-link in eij .

Nij Number of zones in eij .

jk kth junction.

L(k,k+1) Length between Zij
k and Zij

k+1 (by default 30 m).

P(k+1) P(k) 

g(k)(t) g(k+1)(t) 

R(k)(t) R(k+1)(t) 

S 

Fig. 5: Journey time in a sub-link.

To estimate the full journey time of a given link, we need
to calculate the journey time in each sub-link belonging to the
link eij , such as:

Tij =

N∑
k=1

tijk (1)

Where Tij is the journey time of the whole link eij . tijk is
the journey time of each sub-link constituting eij . To calculate
tijk , the journey time of the sub-link (Zij

k , Zij
k+1) can be

estimated using a combination between the traffic information
gathered by UAVs and 5G BSs and the Macroscopic Model
[37]. Therefore, we model the relationship between density
and traffic flow of a sub-link as a continuous fluid model, as
depicted in Fig. 5.

Based on this modeling, we can then calculate the average
speed, and thus the journey time in the sub-link based on these
two parameters. The Macroscopic Model is defined as follows:

∂

∂t
R(P, t) =

∂

∂P
g(P, t) (2)

Where R is the vehicle density by distance. g is the traffic
flow per time, while P and t are defined as the location and the
current time, respectively. The average speed in the sub-link
can be calculated based on the equation (2) as follows:

S =
g

R
(3)

Based on the equation (3), the journey time of the sub-link
(Zij

k , Zij
k+1) can be estimated as follows:

tijk =
L(k,k+1)

S
=

L(k,k+1)

g
×R =

L(k,k+1) × {R(k+1) +R(k)}
{g(k+1) − g(k)}

(4)
Where L(k,k+1) is the length of each sub-link (i.e., 30 m)

depending on the length of the road segment where L(k,k+1)

can be sometimes less or more than 30 m. g(k) is the gathered
traffic at the location P(k) at time t. R(k) is the density of node
at the location P(k) at time t. Therefore, we can calculate the
traffic throughout the sub-link (i.e., gathered traffic in Zij

k+1)
based on the following equation (5):

gijk+1(t) =
(nij

k+1 − nij
k ) +X

t
(5)

Where X is the total number of vehicles residing in the
sub-link between Zij

k and Zij
k+1 before the traffic gathering.

As for nij
k and nij

k+1, they represent the number of vehicles
entering and leaving the sub-link between Zij

k and Zij
k+1,

respectively. Similarly, the density of vehicles in the sub-link
can be computed as follows:

Rij
k+1(t) =

(nij
k+1 − nij

k ) +X

L(k+1,k)
(6)

According to the equation (3), we can deduct the average
speed in the sub-link between Zij

k and Zij
k+1 as follows:

Sij
k+1 =

gijk+1

Rij
k+1

=
(nij

k+1 − nij
k ) +X

t
×

L(k+1,k)

(nij
k+1 − nij

k ) +X
(7)

Finally, the journey time in the sub-link between Zij
k and

Zij
k+1 in the link eij can be easily extracted based on the

formula (4) as follows:

tijk =
L(k,k−1)

Sij
k

(8)
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2) Case Study: SEARCH route planning: Arriving on time
is considered as a crucial factor in most path planning
strategies. This punctuality raises two key questions: ”When
should I start the car?” and while on the way ”Which path
should I follow?”. Indeed, the majority of path planning
strategies are deterministic, which can be used to solve
the problem. Nevertheless, practically, the majority of these
strategies focus on minimizing the journey distance and
time well before starting the travel without considering
unexpected events or congestion that would be happened on
the road. Consequently, the proposed framework is based on a
non-deterministic approach to change this impasse, as shown
in Fig. 6. With the assistance of a low-latency SDN-based
heterogeneous network, the novel path planning scheme would
be enhanced by two significant measures: (i) Congestion and
accident detection and (ii) shorter time paths calculation.

Congestion and incident detection: In the process of
traditional path planning, when a vehicle requests to reach a
target destination, the centralized architecture tries to compute
the full path based on one or several features, such as the
distance, the journey time, the oil consumption, etc. However,
the major limitation of such architectures is that there is no
continual and real-time assessment of the variable nature of
traffic congestion on the roads and the unexpected incidents
that may occur during the journey of the vehicle to avoid an
indefinite duration of the trip. In the SEARCH framework, the

traffic status of vehicles is permanently collected by 5G BSs
and UAVs and forwarded to the SDN controllers. Besides,
the hovering UAVs in the sky can make a real-time video
diagnosis of any events on the roads that can hinder or block
the traffic. All these events’ information is also gathered by
SDN controllers for analysis.

As illustrated in Fig. 6(a), since there are no UAVs in
range, the red vehicle requests the closest 5G BS to get the
shortest time path towards the junction j4 (i.e., the target
destination). Once the request is fulfilled, the red vehicle starts
its journey through the path j1 → j2 → j3 → j4 (c.f., Fig.
6(b)). However, the journey will not last long, until a crucial
update impacting the original path is intercepted at junction
j2. This update informs the red vehicle that the segment
between j2 and j3 becomes congested. This requires initiating
the path planning calculation from the current junction j2.
This calculation results in obtaining an alternative shorter
time journey through the path j2 → j6 → j7 → j8 → j4.
At the junction j7, the red vehicle receives another crucial
update from the closest BS, which represents an accident
that occurred between j7 and j8 (see Fig. 6(d)). Therefore,
re-initiating the calculation of the shortest time path from j7
is unavoidable. Another journey is obtained from the current
junction j7 through the path j7 → j3 → j4, until reaching its
target destination. This process is summarized in TABLE IV
in which there are the estimated journey times for each path.
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Dest. 
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Fastest route  

to → j4 
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Fig. 6: A map processing test of SEARCH.
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TABLE IV: Processing and Functionality of SEARCH.

Source Destination Journey path(s) Estimated journey time (Dijkstra
cost) from the current junction

Update impacting the
path Cause of the update

j1 j4

j1 → j2 → j3 → j4 115 s Occurred at j2 Congestion
. . .→ j2 → j6 → j7 → j8 → j4 100 s Occurred at j7 Accident
. . .→ j7 → j3 → j4 60 s Not occurred —
The full path: j1 → j2 → j6 → j7 → j3 → j4 Total journey time=160 s

Dynamic Shorter time paths calculation: The SDN
controllers permanently calculate the journey times in each
lane of road segments. After that, the journey times are shared
with requesting vehicles. The Dijkstra algorithm is applied to
calculate shorter time paths. For this purpose, this algorithm is
enhanced to consider only the influence of journey time in each
link and to find the optimal path. Consequently, the optimal
path costs the least time, where all weights (i.e., journey times)
must be non-negative.
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Fig. 7: Weighted directed graphs of Fig. 6.

In our case, our framework transforms the map shown in
Fig. 6 into a directed weighted graph consisting of nodes and
edges, as illustrated in Fig. 7. Given that we have considered
a map with the same length of road segments, we distinguish
that all empty lanes take at most 30 seconds to be crossed.
The other lanes can be crossed, depending on the circulation of
vehicles inside them. At each update impacting the established
path, a new calculation of the shortest time path is made.
For instance, the red vehicle has carried out two different
updates at the junctions j2 and j7 to avoid congested or
blocked road segments. Indeed, at the first step, the red vehicle
computes the journey time at j1, which is estimated at 115 s.
However, after traveling 30 seconds, the vehicle reaches the
junction j2, in which it receives a crucial update impacting the
current path. Therefore, the vehicle re-calculates the shortest
journey time at j2 to find a new shorter time path through
j2 → j6 → j7 → j8 → j4, which is estimated at 100
seconds instead of taking the previous path with an estimation
of 150 seconds. After running 100 seconds, the red vehicle
reaches the junction j7 to find the road blocked in front of
it (i.e., between j7 and j8). Therefore, a new shortest time
alternative path is found through j7 → j3 → j4, which is

estimated at 60 seconds to finally reach the target destination.
In the end, the red vehicle has crossed the full path towards j4
in 160 seconds, which is the shortest time while considering
the variation of traffic and unexpected events occurred on the
roads. Algorithm 1 shows the process of congestion avoidance
using SEARCH. Moreover, it also illustrates the procedure of
calculating new routes when a crucial update is received. This
process is permanently repeated to update vehicles within each
intersection through UAVs or BSs.

Algorithm 1: Congestion avoidance using SEARCH
Input:
C = {ci}Ni=1 ; // A set of vehicles
H: Hello packet between UAVs, 5G BSs, and vehicles.
K = {eij}Ni,j=1 ; // Roads with attributes
M = ∅ ; // A set of congested roads
Output:
R: Shortest time route.

1 At each UAVs and 5G BSs
foreach eij ∈ G do

Collect(ci.location) ; // Vehicles’
positions
Collect({Sij

n }Nn=1) ; // speed in each
sub-link
Update(eij ,{Sij

n }Nn=1,{ci}Ni=1 ∈ eij)

2 Congestion roads detection
foreach eij ∈ K do

Calculate(Sij) ; // Average speed in eij
if Sij ≤ 0.2 then

M ∪ {eij} ; // Add eij into M

3 At each intersection
foreach ci ∈ C do

route← Extract(ci.B) ; // Extract the
vehicle route from Hello packets
foreach eij ∈ route do

if eij ∈M then
K − {eij} ; // Exclude the
congested road from K
Extract(ci.location) ; // Get the
current location of ci
foreach UAV and BS do

Update(K, {eij , Tij}Ni,j=1) ; // Update
road attributes

route← Shortest time(K) ; // Shortest
time path
Send(route,ci) ; // Send the newly
calculated route to the vehicle
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IV. PERFORMANCE EVALUATION

To evaluate the effectiveness of our SEARCH framework,
we conduct a set of experiments. We considered OMNeT++
4.3 [38], which is complemented by SUMO [39] and MobiSim
[40] as two mobility generators producing the random motions
of vehicles and UAVs, respectively. At a first step, we import a
test urban area from OpenStreetMap [41], which is known for
its busy streets of vehicles (see Fig. 8). Secondly, we extract
the road layout in the form of directed edges and nodes (i.e.,
blue lines and red circles in Fig. 8(b), respectively), we define
the number of vehicles and UAVs for each scenario, and we
select a number of accidents in each scenario of simulation.
To summarize, in this section, we first present the simulation
model and the different considered parameters. Finally, we
provide a clear interpretation of the obtained results.

A. Parameter Settings

To evaluate the performances of our framework, we place
a sufficient number of UAVs and 5G BSs such that we
ensure a full coverage along the roads. This full-coverage
allows us to get a global view of vehicular network topology
by collecting the movement information of all vehicles. For
the vehicular network, we consider IEEE 802.11p wireless
interfaces for each vehicle and UAV using the framework
Veins [42]. Also, we deploy up to 400 vehicles/km2 and
144 UAVs, which are randomly distributed to simulate traffic
and to capture any incidents on the roads. We randomly
select a pair of starting and ending points located at different
intersections (i.e., red circles), as shown in Fig. 8(b). It is
worthy to note that each point in the results represents the
mean of 10 simulation runs with a 95% confidence interval.
The performance of our path planning algorithm is compared

to traditional distance-based and time-based path planning
mechanisms that calculate the full path to be traveled before
the beginning of the journey. We also evaluate the performance
of our SDN-based architecture under different metrics and
compare it with both the architecture presented in [18] and
Non-SDN-based architecture. Table V summarizes the main
simulation parameters used in our experiments.

TABLE V: Simulation parameters to evaluate SEARCH.

Parameters Values

Simulation time 900 (s)
Area size 2 × 2 km2

Normal traffic density ≈ 80 vehicles/km2

Rush-hour traffic density ≈ 480 vehicles/km2

Number of incidents [5, 30]
Number of UAVs [16, 144]
Number of 5G BSs 1 BS/km2

Vehicle speed smax 14 m/s
Channel frequency 5.890e9 Hz
Transmit power 21.5 dBm
Sensitivity -81.5 dBm
Path loss model Free-space
PHY/MAC model IEEE 802.11p
Bit rate 18 Mbit/s
Coverage of UAVs and vehicles ≈ 300 m
Hello interval 0.1 (s)
Packet size 1 KB

B. Results Analysis

To evaluate the performance of our framework and the
other path planning algorithms, we first calculate the total
journey time of the vehicle to reach the target destination
for each applied path planning algorithm (c.f., Fig. 9).
As depicted in Fig. 9(a), our framework portrays an
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Fig. 8: Map of the simulation area in Zurich, Switzerland (47°22’24.7”N 8°32’19.1”E).
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(a) Total time vs. Density of vehicles
(UAV density=16, Number of incidents=5).
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(c) Total time vs. Number of incidents
(Vehicle density=280, UAV density=16).

Fig. 9: Simulation results of journey time of SEARCH.

outperforming performance under different vehicle densities.
Indeed, compared to other algorithms, SEARCH can decrease
the journey time by more than 20%. This minimization is
due to its dynamic nature to calculate shorter time paths
while being aware of both incidents and traffic congestion
on the roads. However, for the other algorithms, the average
time journey tends to be increased as the density of vehicles
increases. This can be explained by the continuous selection of
the initial path, thus exposed to traffic congestion and incidents
during the vehicle journey. In Fig. 9(b), we distinguish that
SEARCH achieves the least journey time as the density
of UAVs increases. This is because many road segments
are controlled by the increasing number of UAVs and
generate alerts to the SDN controllers at each detected
incident. Nevertheless, the results of the other algorithms
are not affected by the variation of UAV density since their
functioning is based only on the density of vehicles and
the length of paths. Fig. 9(c) reveals that with only 16
UAVs, SEARCH can enhance the vehicle journey time by
detecting most of the incidents and effectively regulate the
vehicle journey. In essence, compared to the other algorithms,
SEARCH allows the vehicle to avoid the traffic jam that is
formed around or on the way to the accident.

To compare the distance traveled for all the evaluated
algorithms, we perform different experiments under different
densities of vehicles and UAVs while varying the number of

incidents. As a result, we obtain three graphs represented in
Fig. 10. As shown in Fig. 10(a), SEARCH achieves a low
traveled distance compared to time-based path planning. This
is because SEARCH establishes congestion aware paths, thus
avoiding traffic jams whenever it is possible and occasionally
reducing distances. However, it is not the case for time-based
path planning that initially selects the full path to the target
destination, which should avoid all congested and blocked
roads, and thus occasionally results in some peaks of traveled
distances during the vehicle journey. It is worthy to note that
even if we expect a proportional behavior of traveled distances
according to the density of vehicles, but due to the time-based
criteria of selecting paths in both SEARCH and time-based
approach, Fig. 10(a) shows unstable behavior of traveled
distances. As for Fig. 10(b), decrease of traveled distance
is remarkable, which is explained by the quick detection of
incidents as the density of UAVs increases. However, the
distance-based path planning algorithm remains stable since
it establishes static paths (i.e., shortest paths) beforehand
while neglecting unexpected incidents on the roads. Fig. 10(c)
shows that the distance traveled in SEARCH is less than the
time-based path planning algorithm. This is caused by the
continuous collecting of information related to the roads by
UAVs and 5G BSs, which can often find shorter distance paths
when incidents suddenly happen.

To test the performance of SEARCH in terms of path
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(a) Total distance vs. Density of vehicles
(UAV density=16, Number of incidents=5).
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(b) Total distance vs. Density of UAVs
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Fig. 10: Simulation results of traveled distance of SEARCH.
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Fig. 11: Performance of path calculation dynamicity.

calculation dynamicity, we conduct different tests on the
distance and vehicle travel time (c.f., Fig. 11). In fact, Fig.
11(a) shows the estimated distance to be traveled from the
source to the destination at each crucial update. We distinguish
that the distance is variable according to the traffic in the
path. For example, the path is updated at times 30 and 60
seconds to be decreased until stabilization at time 170 and
180 seconds. As illustrated in Fig. 11(b), we calculate the
time needed from the source to the destination at each update,
impacting the already established path. We notice that the time
to reach the destination at 0.00 seconds is estimated at 165
seconds. The time varies according to the path changes until it
becomes stable. The stability is explained by not receiving any
updates. Fig. 11(c) shows a comparison between the estimated
time of six path measurements. The estimated time of the first
measurement is not considered as the most suitable path since
other paths, including the shortest path in terms of distance,
are obstructed at that time. When the vehicle makes the second
update at the second intersection, it turns out that the second
calculated path has the lowest estimated time. The vehicle
continues receiving updates at each intersection until reaching
the last intersection, in which the vehicle makes the sixth
measurement to find out that the estimated time to destination
is close to the second measurement (i.e., the lowest journey
time).

The performance of the SEARCH framework architecture
is analyzed and compared with two different architectures.
The first architecture is a traditional approach in which
every vehicle establishes communication directly with the
BS without considering any SDN controllers. The second
architecture is based on the method proposed in [18], named
SD-VANET, in which every vehicle has to send signaling
data to the closest vehicle to the BS. The performance
of SEARCH architecture is investigated by analyzing the
throughput, latency, control overhead, and processing latency.
It should be stressed that UAVs and incidents are neglected
during the evaluation of the mentioned above metrics.

As shown in Fig. 12(a), it is clear that SEARCH architecture
significantly improves the throughput compared to other
architectures. This improvement is explained by the provided
high-data rates and direct communications of a large number

of vehicles with UAVs while avoiding as much as possible 5G
BSs. However, in SD-VANET, there are only specific vehicles
that can establish a direct connection with BSs.

As in Fig. 12(b), it is clearly shown that the average latency
achieved by SEARCH is significantly less than those produced
by the traditional approach and SD-VANET. The reason is, in
our proposed SEARCH architecture, the control functionality
is divided among BSs and UAVs, thus reducing latency.
Moreover, vehicles communicate directly with BSs and UAVs
without V2V communications. Nevertheless, SD-VANET
produces high latency compared to SEARCH with the increase
of density of vehicles, which is explained by the complex
handovers carried out between vehicles.

Fig. 12(c) shows that the control overhead has a proportional
behavior according to the density of vehicles in all strategies.
This is explained by the fact that control messages are
periodically transmitted by vehicles to 5G BSs, which are
automatically increased when the density of vehicles increases.
Nevertheless, the different mechanisms applied by these
approaches differentiate the control overhead levels between
them. For instance, the traditional approach allows all vehicles
to transmit their periodical messages to 5G BSs, which
significantly deteriorates its performance. SD-VANET [18]
has enhanced the performance of the traditional approach by
selecting only the closest vehicles to make the transmission.
As for SEARCH, vehicles tend to transmit as much as possible
their periodical messages to existing UAVs in the sky, which
significantly decreases the number of nodes that communicate
with BSs, and thus reducing the overhead to their lowest level.

In Fig. 12(d), to accurately define the network utilization
rate, we calculate the controller processing rate and the ratio
of the total data arrival rate. It can be seen clearly that when
the network load is low enough, processing latency tends
to be close to zero for all the evaluated architectures. With
the increase of the network utilization ratio, SEARCH still
keeps the processing latency under 1 ms most of the time.
Consequently, we can conclude that SEARCH meets the 5G
latency requirement, which is not the case of SD-VANET and
the traditional approach.
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(a) Throughput vs. Density of vehicles.
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(b) Latency vs. Density of vehicles.
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(c) Control overhead vs. Density of vehicles.
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Fig. 12: Simulation results of our path planning algorithm.

V. CONCLUSION

This paper proposes a framework for dynamic path planning
based on a low-latency SDN-based heterogeneous network
called SEARCH. Due to the variable nature of congestion
level and random incidents, SEARCH can dynamically adjust
the best path of a vehicle during its journey. This solution
can significantly improve the problem of static path planning
by continuously collecting traffic information using 5G BSs
and UAVs deployed along roads. We exploit the Macroscopic
model to calculate the journey time in each road segment and
we use the Dijkstra algorithm to look for shorter time paths
towards target destinations. Experimental analysis shows the
robustness of the proposed framework in terms of decreasing
journey times associated with the different road constraints
in urban areas. However, we are aware of a certain number
of limitations of our scheme, such as the deployment cost
of aerial and terrestrial network equipment and the failure
of our path planning algorithm when an accident occurs in

front of a vehicle moving in a road segment. In the future,
we will strongly seek to extend SEARCH with an enhanced
network architecture by reducing the number of deployed
infrastructures and replacing them with mobile entities, such
as UAV-BSs. It will then be promising for us to enhance the
path planning strategy based on predictive models and artificial
intelligence (AI) techniques.
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