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Optimal Coordinated Transmit Beamforming for

Networked Integrated Sensing and Communications
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Abstract—This paper studies a multi-antenna networked in-
tegrated sensing and communications (ISAC) system, in which
a set of multi-antenna base stations (BSs) employ the coordi-
nated transmit beamforming to serve multiple single-antenna
communication users (CUs) and perform joint target detection by
exploiting the reflected signals simultaneously. To facilitate target
sensing, the BSs transmit dedicated sensing signals combined with
their information signals. Accordingly, we consider two types
of CU receivers with and without the capability of canceling
the interference from the dedicated sensing signals, respectively.
In addition, we investigate two scenarios with and without
time synchronization among the BSs. For the scenario with
synchronization, the BSs can exploit the target-reflected signals
over both the direct links (BS-to-target-to-originated BS links)
and the cross-links (BS-to-target-to-other BSs links) for joint
detection, while in the unsynchronized scenario, the BSs can only
utilize the target-reflected signals over the direct links. For each
scenario under different types of CU receivers, we optimize the
coordinated transmit beamforming at the BSs to maximize the
minimum detection probability over a particular targeted area,
while guaranteeing the required minimum signal-to-interference-
plus-noise ratio (SINR) constraints at the CUs. These SINR-
constrained detection probability maximization problems are re-
cast as non-convex quadratically constrained quadratic programs
(QCQPs), which are then optimally solved via the semi-definite
relaxation (SDR) technique. The numerical results show that for
each considered scenario, the proposed ISAC design achieves
enhanced target detection probability compared with various
benchmark schemes. In particular, enabling time synchronization
and sensing signal cancellation at the BSs is always beneficial
for further improving the joint detection and communication
performance.

Index Terms—Networked integrated sensing and communica-
tions (ISAC), coordinated transmit beamforming, target detec-
tion, semi-definite relaxation, likelihood ratio test.

I. INTRODUCTION

INTEGRATED sensing and communications (ISAC) has

been recognized as one of the usage scenarios of sixth-

generation (6G) wireless networks [2]–[6] to support emerg-

ing applications such as auto-driving, smart city, industrial

automation, and unmanned aerial vehicles (UAVs) [7]–[9].

Specifically, ISAC allows the sharing of cellular base station

(BS) infrastructures, signal processing modules, as well as
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scarce spectrum and power resources for the dual roles of

wireless communications and radar sensing. This not only

enhances the utilization efficiency of limited resources, but

also enables seamless coordination and mutual assistance

between communication and sensing for improving their per-

formances with reduced costs. In particular, by enabling the

joint optimization of the sensing and communication transmit

waveforms, beamforming, and resource allocation, ISAC can

efficiently harness the co-channel interference and provide new

design degrees of freedom for enhancing system performance.

Conventionally, mono-static and bi-static ISAC systems

have been widely investigated in the literature (see, e.g., [10]–

[21] and the references therein), in which one BS serves

as an ISAC transceiver or two BSs operate as the ISAC

transmitter and the sensing receiver, respectively. For instance,

the authors in [16], [19] considered the transmit beamforming

in a downlink ISAC system, where a BS sends combined

information-bearing and dedicated sensing signals to perform

downlink multiuser communication and radar target sensing

simultaneously. In particular, two joint beamforming designs

were investigated in [16], one aimed to match the trans-

mit beampattern with a desired one and the other aimed

to maximize the transmit beampattern gains towards desired

target directions, while ensuring the communication quality

of service (QoS) requirements. Also, the mean square error of

the beampattern as well as the cross correlation pattern were

optimized in [19] to enhance the performance of multiple-input

multiple-output (MIMO) radar, subject to the communication

QoS constraints. Moreover, a multi-antenna ISAC system

adopting rate splitting multiple access (RSMA) was studied in

[21], in which the joint transmission of communication streams

and radar sequences was jointly optimized for optimizing the

ISAC performance. However, the mono-static and bi-static

ISAC systems can only offer limited service coverage and

the resulting sensing and communication performances may

degrade when there are rich obstacles in the environment

and/or when the communication users (CUs) and sensing

targets are located far apart from the BS.

Recently, motivated by multi-BS cooperation for commu-

nications (e.g., coordinated multi-point transmission/reception

[22], [23], cloud-radio access networks (C-RAN) [24], cell-

free MIMO [25], etc.) and distributed MIMO radar sensing

[26]–[30], the notions of networked ISAC [31]–[33] or percep-

tive mobile networks [34]–[37] have drawn significant research

momentum to address the aforementioned issues. On the one

hand, as compared with conventional cellular architectures, C-

RAN and cell-free MIMO allow centralized signal processing

at the cloud to enable cooperative transmission and reception
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among distributed BSs, thus effectively mitigating or even

exploiting the interference originating from different CUs to

enhance their communication performance [22], [24], [25]. On

the other hand, a distributed MIMO radar is able to exploit

the inherent spatial diversity of target radar cross section

(RCS) by designing orthogonal waveforms, thus enhancing

both the sensing accuracy in estimating target parameters

and the detection probability [29], [38]. Besides, the coherent

processing in MIMO radar can be further adopted to acquire

high-resolution target detection exploiting both time and phase

synchronization among different radar transceivers [39]. As

such, by unifying the BSs’ cooperative communications and

distributed MIMO radar in integrated systems, networked

ISAC is envisioned to provide seamless sensing and communi-

cation coverage, efficient interference management, enhanced

communication data rate, high-resolution and high-accuracy

detection and estimation [40], as well as reduced energy and

hardware costs.

In the literature, there have been a handful of prior works,

e.g., [31]–[33], studying networked ISAC. For instance, the au-

thors in [31] studied a single-antenna networked ISAC system,

in which different BSs jointly optimized their transmit power

control to minimize the total transmit power consumption,

while fulfilling the required individual signal-to-interference-

plus-noise ratio (SINR) constraints set by the associated CUs

and the estimation accuracy or Cramér-Rao bound (CRB)

constraint for localizing a target. In addition, the work [32]

considered cell-free massive MIMO for networked ISAC with

regularized zero-forcing (ZF) transmit beamforming, in which

the BSs jointly optimized their transmit power control over

different CUs to maximize the sensing signal-to-noise ratio

(SNR) while ensuring the minimum required communication

SINR at the CUs. Furthermore, the work [33] investigated the

network utility maximization problem for a multi-UAV net-

worked ISAC system, in which multiple UAVs serve a group

of CUs and cooperatively sense the target simultaneously.

Despite the research progress on networked ISAC, however,

these prior works only considered the design of transmit

power control at single-antenna BSs [31], [33] or employed

the simplified regularized ZF transmit beamforming at multi-

antenna BSs [32]. Furthermore, these works only reused the

information signals for performing target sensing [31], [33]

or employing only one additional common dedicated sensing

beam for facilitating the target detection at a known location

[32]. To the best of our knowledge, the joint optimization

of transmit information beamforming and general-rank trans-

mit sensing beamforming in multi-antenna networked ISAC

systems has not been well investigated in the literature yet.

This task, however, is particularly challenging due to the

following reasons. First, while the information and sensing

signals at multiple BSs may cause interference at different

CUs, these signals can also be jointly exploited for performing

target sensing. As a result, this introduces a new tradeoff

between mitigating the co-channel interference to enhance the

communication performance and increasing the sensing signal

strength to improve the sensing performance. Next, practical

dedicated sensing signals can be generated offline and are

known to each CU prior to transmission [16]. Therefore, this

presents a new opportunity to exploit interference cancellation

to enhance the SINR at the CUs. However, the impact of such

interference cancellation on the networked ISAC has not been

investigated thus far. Furthermore, distributed MIMO sensing

may exploit the cross-link echo signals from one sensing

transmitter to a target captured by another sensing receiver

for facilitating sensing [29], when perfect synchronization can

be achieved between them. Indeed, investigating the impact of

such synchronization in the performance of networked ISAC is

an intriguing problem that remains unexplored. To address the

above issues, the joint design of target detection and multiuser

communication in networked ISAC are of utmost importance.

This paper studies a multi-antenna networked ISAC system,

in which a set of multi-antenna BSs employ coordinated

transmit beamforming to serve their associated CUs and at the

same time reuse the reflected wireless signals to perform joint

target detection. Our main results are summarized as follows.

• To fully utilize the degrees of freedom for sensing, the

BSs sends dedicated sensing signals in addition to com-

munication signals. Accordingly, to exploit the benefit

of these newly introduced dedicated sensing signals, we

consider two types of CU receivers: those without the

capability of canceling the interference from dedicated

sensing signals (Type-I receivers) and those with the ca-

pability to perform that (Type-II receivers), respectively.

• We consider two target detection scenarios depending on

the availability of time synchronization among the BSs.

In Scenario I, these BSs are all synchronized in time such

that they can exploit the target-reflected signals over both

the direct links (BS-to-target-to-originated BS links) and

the cross links (BS-to-target-to-other BSs links) for joint

detection. In Scenario II, these BSs are not synchronized

and thus they can only utilize the target-reflected signals

over their direct links for joint detection. For each of

the two scenarios, we analyze the likelihood ratio test for

detection and accordingly derive the detection probability

subject to a required false alarm probability at any given

target location, showing that the detection probability

is monotonically increasing with respect to the total

received reflection-signal power (over the utilized links

for each scenario) at the BSs.

• Based on the derivation in each scenario and by consid-

ering each type of CU receivers, we propose the coordi-

nated transmit beamforming design at the BSs to maxi-

mize the minimum detection probability (or equivalently

the minimum total received reflection-signal power) over

a particular targeted area, while satisfying the minimum

SINR constraints at the CUs, subject to the maximum

transmit power constraints at the BSs. These problems are

recast as non-convex quadratically constrained quadratic

programs (QCQPs), which are then optimally solved via

the semi-definite relaxation (SDR) technique. In particu-

lar, we rigorously prove that the adopted SDRs are tight

for these QCQPs and the optimal rank-one solutions for

information beamforming can be properly constructed

based on the optimal solution of the SDRs.

• Finally, we provide numerical results to validate the
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performance of our proposed designs as compared to

two benchmark schemes that perform ZF information

beamforming and conduct the target detection only via

dedicated sensing signals, respectively. It is shown that

for each scenario, the proposed ISAC design achieves a

higher detection probability than the benchmark schemes.

It is also shown that ensuring time synchronization among

BSs in Scenario I is consistently enhances the detec-

tion performance. Moreover, under both Scenario I and

Scenario II, we show that Type-II CUs equipped with

sensing interference cancellation capability outperform

their Type-I counterparts and other benchmark designs

in terms of detection performance, due to the higher

flexibility in interference management of the Type-II

CUs, which is always beneficial.

The remainder of this paper is organized as follows. Section

II presents the networked ISAC system model. Section III

derives the detection probability under a specific false alarm

probability at any target location. Section IV presents the

optimal coordinated transmit beamforming optimization prob-

lems for the two considered scenarios, respectively. Section V

provides numerical results to validate the performance of our

proposed schemes. Section VI concludes this paper.

Notations: Vectors and matrices are denoted by boldface

lowercase and uppercase letters, respectively. I denotes an

identity matrix with appropriate dimension. E(·) denotes the

statistical expectation. var (·) denotes the statistical variance.

For a scalar a, |a| denotes its absolute value. For a vector

v, ‖v‖ denotes its Euclidean norm. For a matrix M of

arbitrary dimension, MT and M
H denote its transpose and

conjugate transpose, respectively. Cx×y denotes the space of

x × y complex matrices. Re (·) denotes the real part of a

complex number, vector, or matrix. N (x,Y) and CN (x,Y)
denote the real-valued Gaussian and the circularly symmetric

complex Gaussian (CSCG) distributions with mean vector

x and covariance matrix Y, respectively, and “∼” means

“distributed as”. Q(·) denotes the Q-function. rank (·) denotes

the rank of a matrix.

Target reflection

Communication

Interference

Target

BS 2

CUs of BS 1

Central Controller

CUs of BS 2

CUs of BS 3

BS 1

BS 3

Fig. 1. An example of the considered multi-antenna networked ISAC system
model with three coordinated BSs.

II. SYSTEM MODEL

We consider a multi-antenna networked ISAC system con-

sisting of L BSs each with Nt > 1 transmit and Nr > 1

receive antennas, where each BS serves the same number of

K single-antenna CUs. Note that the total number of CUs is

LK , let L , {1, . . . , L} and Kl , {1, . . . ,K} denote the set

of BSs and the set of CUs in each cell associated with BS l,

respectively. In this system, the BSs send individual messages

and dedicated sensing signals to their associated CUs. At the

same time, the BSs receive and properly process the reflected

signals and then convey them to a central controller (CC)

for joint target detection, cf. Fig. 1. As such, the multi-

antenna networked ISAC system unifies the multi-antenna

coordinated beamforming system for communication [23] and

the distributed MIMO radar for target detection [29], as will be

detailed next. Specifically, we focus on the ISAC transmission

over a communication block with duration T that consists of

N symbols, where T = NTs with Ts denoting the duration of

each symbol. Here, T or N is assumed to be sufficiently large

for the ease of analysis [31]. Let T , (0, T ] denote the ISAC

period of interest and N , {1, . . . , N} the set of symbols.

First, we consider the communication from the BSs to the

CUs, in which the coordinated transmit beamforming is em-

ployed at these BSs. Let s̄l,i (t) ∈ C denote the communication

signal sent by BS l ∈ L for CU i ∈ Kl at time t ∈ T ,

wl,i ∈ CNt×1 denote the corresponding transmit beamforming

vector by BS l ∈ L, and s̄
r
l (t)C

Nt×1 denote the dedicated

sensing signal sent by BS l at time t with zero mean and

covariance matrix R
r
l = E[̄srl (t) s̄

rH
l (t)] � 0. With loss of

generality, we assume rt = rank(Rr
l ), As such, we express

s̄
r
l (t) as

s̄
r
l (t) =

rt∑

k=1

w
r
l,ks̄

r
l,k(t), (1)

where s̄rl,k(t) denotes the kth waveform of BS l that is modeled

by an independently generated pseudorandom signal with zero

mean and unit variance, and w
r
l,k denotes the corresponding

transmit beamforming vector that can be determined based

on R
r
l via eigenvalue decomposition (EVD). Denote sl,i[n],

srl,k[n], and s
r
l [n] as the sampled signals of s̄l,i (t), s̄

r
l,k (t), and

s̄
r
l (t), respectively, at each symbol n ∈ N . Here, {sl,i[n]} are

assumed to be independent and identically distributed (i.i.d.)

random variables with zero mean and unit variance.

Let hl,m,i ∈ CNt×1 denote the channel vector from BS

l ∈ L to CU i ∈ Km that is located in cell m ∈ L. Then, the

received signal by CU k ∈ Km at cell m in symbol n ∈ N is

ym,k[n] = h
H
m,m,kwm,ksm,k[n] +

∑

i∈Km,i6=k

h
H
m,m,kwm,ism,i[n]

︸ ︷︷ ︸

intra−cell interference

+
∑

l∈L,l 6=m

h
H
l,m,k

∑

i∈Kl

wl,isl,i[n]

︸ ︷︷ ︸

inter−cell interference

+
∑

l∈L

h
H
l,m,ks

r
l [n]

︸ ︷︷ ︸

sensing interference

+ zm,k[n], (2)

where zm,k[n] ∼ CN
(
0, σ2

c

)
denotes the noise at the receiver

of CU k at cell m, with σ2
c denoting the corresponding

noise power. It is observed in (2) that each CU suffers from

both the intra-cell and inter-cell interference, as well as the

interference from the dedicated sensing signals. In practice,
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γI
m,k ({wl,i} , {Rr

l }) =

∣
∣
∣h

H
m,m,kwm,k

∣
∣
∣

2

∑

i∈Km,i6=k

∣
∣
∣h

H
m,m,kwm,i

∣
∣
∣

2

+
∑

l∈L,l 6=m

∑

i∈Kl

|hl,m,kwl,i|2 +
∑

l∈L

hH
l,m,kR

r
l hl,m,k + σ2

c

. (3)

γII
m,k ({wl,i} , {Rr

l }) =

∣
∣
∣h

H
m,m,kwm,k

∣
∣
∣

2

∑

i∈Km,i6=k

∣
∣
∣h

H
m,m,km

wm,im

∣
∣
∣

2

+
∑

l∈L,l 6=m

∑

i∈Kl

∣
∣
∣h

H
l,m,kwl,i

∣
∣
∣

2

+ σ2
c

. (4)

the noise term zm,k[n] may also include the background and

clutter interference [41]. Notice that {s̄rl (t)} are predetermined

pseudorandom signals that can be a-priori known by all the

BSs and CUs. Therefore, we consider two different types of

CUs: those without the capability of canceling the interference

caused by the dedicated sensing signal [16], referred to as

Type-I receivers, and those with the capability, referred to as

Type-II receivers, respectively.

Type-I receivers: Each Type-I receiver k in cell m is

not equipped with the capability to cancel the interference

generated by the dedicated sensing signal srl [n]. The SINR of

CU k in cell m is given by (3).

Type-II receivers: Each Type-II receiver k in cell m is

dedicatedly designed for the ISAC system with the capability

to cancel the interference generated by dedicated sensing

signal srl [n] before decoding its desired communication signal

sm,k[n]. In this case, the SINR of CU k in cell m is given by

(4).

Next, we consider the distributed MIMO radar detection by

the L BSs via reusing both the communication signals {s̄l,i(t)}
and the dedicated sensing signals {s̄rl (t)} concurrently. Let

(xl, yl) denote the location of each BS l ∈ L. Suppose that

there is one target present at location (x0, y0), for which

the target angle with respect to BS l is denoted by θl. Let

at,l (θl) ∈ CNt×1 and ar,l (θl) ∈ CNr×1 denote the transmit

and receive steering vectors at BS l ∈ L, respectively, where

‖at,l(θl)‖/Nt = ‖ar,l(θl)‖/Nr = 1 is assumed without loss

of generality [16]. In the practical case with uniform linear

arrays (ULAs) deployed at the BSs, we have

at,l (θl) =
[

1, ej2π
da
λ

sin(θl), . . . , ej2π
da
λ

(Nt−1) sin(θl)
]T

, (5)

and

ar,l(θl)=
[

1, ej2π
da
λ

sin(θl), . . . , ej2π
da
λ

(Nr−1) sin(θl)
]T

, (6)

where j =
√
−1, while parameters da and λ denote the

antenna spacing and wavelength, respectively. Let Hm,l =

ζ̂m,lar,m (θm)aTt,l (θl) ∈ C
Nr×Nt denote the end-to-end target

response matrix from BS l-to-the-target-to-BS m, in which

ζ̂m,l =
√
βm,lζm,l is the reflection coefficient incorporating

both the RCS ζm,l and the equivalent round-trip path loss

βm,l. Specifically, we assume that βm,l = κ2 d4
ref

d2
md2

l

, where

κ denotes the path loss at the reference distance dref and

dl =
√

(xl − x0)2 + (yl − y0)2 denotes the distance between

the target and BS m. As such, the received echo signal at BS

m is

rm (t) =
∑

l∈L

Hm,l

(
∑

i∈Kl

wl,is̄l,i (t− τm,l) + s̄
r
l (t− τm,l)

)

+ z̄m (t) , (7)

where z̄m(t) ∼ CN
(
0, σ2

dI
)

denotes the noise at the receiver

of BS m and τm,l = 1
c
(dm + dl) denotes the transmission

delay from BS l-to-the-target-to-BS m, with c denoting the

speed of light. Without loss of generality, we assume that

each information signal and dedicated sensing signal have a

normalized power over block T , i.e., 1
T

∫

T
|s̄l,i (t)|2dt = 1 and

1
T

∫

T

∣
∣
∣s̄rl,k (t)

∣
∣
∣

2

dt = 1. Furthermore, notice that {s̄l,i(t)} and

{s̄rl,k(t)} are with zero mean and independent over different

CUs and different times. As T is sufficiently large, we have
1
T

∫

T s̄l,i (t) s̄
∗
m,k (t− τ) dt = 0, ∀τ, l 6= m, k 6= i, and

1
T

∫

T s̄rl,k (t) s̄
r∗
m,i (t− τ) dt = 0, ∀τ, l 6= m, k 6= i, as well as

1
T

∫

T s̄l,i(t)s̄
∗
l,i(t− τ)dt = 0 and 1

T

∫

T s̄rl,i(t)s̄
r∗
l,i(t− τ)dt = 0

for any l, i and |τ | ≥ Ts. Based on the received signals

{rm(t)} in (7), the L BSs jointly detect the existence of the

target, as will be illustrated in the next section.

III. DETECTION PROBABILITY AT GIVEN TARGET

LOCATION

In this section, we derive the detection probability and the

false alarm probability at a given target location (x0, y0), by

particularly considering the two joint detection scenarios with

and without time synchronization among the BSs, namely

Scenario-I and Scenario-II, respectively.

Scenario I: All the BSs are synchronized in time

such that the mutual delays τm,l are known. As such,

the target-reflected signals over both the direct links (i.e.,

Hm,m(
∑

i∈Km

wm,is̄m,i(t− τm,m) + s̄
r
m(t− τm,m)) from each

BS m-to-the-target-to-originated BS) and the cross links (i.e.,

Hm,l(
∑

i∈Kl

wl,is̄l,i(t − τm,l) + s̄
r
l (t − τm,l)) from other BSs

l’s-to-the-target-to-BS m, ∀l 6= m) can be exploited for

joint detection. Towards this end, each BS m performs the

matched filtering (MF) processing based on rm(t) by exploit-
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dI =
[
d
T
1,1,1, . . . ,d

T
1,1,K ,dT

1,2,1, . . . ,d
T
L,L,K ,drT

1,1,1, . . . ,d
rT
1,1,rt ,d

rT
1,2,1, . . . ,d

rT
L,L,rt

]T ∈ C
Nr(K+rt)L

2

. (10)

dII =
[
d
T
1,1,1, . . . ,d

T
1,1,K ,dT

2,2,1, . . . ,d
T
L,L,K,drT

1,1,1, . . . ,d
rT
1,1,rt ,d

rT
2,2,1, . . . ,d

rT
L,L,rt

]T ∈ C
Nr(K+rt)L. (11)

ing {s̄l,i(t)}, {s̄rl,k(t)}, and delay {τm,l}. Accordingly, the

processed signal based on s̄l,i(t) is

dm,l,i =
1

T

∫

T

rm (t) s̄∗l,i (t− τm,l) dt

=
1

T

∫

T

Hm,lwl,i

∣
∣s̄∗l,i (t− τm,l)

∣
∣
2
dt

︸ ︷︷ ︸

desired signal

+
1

T

∫

T

zm (t) s̄∗l,i (t− τm,l) dt

︸ ︷︷ ︸

filtered noise

= Hm,lwl,i + ẑm,l,i. (8)

Similarly, the processed signal based on s̄rl,k(t) is

d
r
m,l,k =

1

T

∫

T

rm (t) s̄r∗l,k (t− τm,l) dt

=
1

T

∫

T

Hm,lw
r
l,k

∣
∣s̄r∗l,k (t− τm,l)

∣
∣
2
dt

︸ ︷︷ ︸

desired signal

+
1

T

∫

T

zm (t) s̄r∗l,k (t− τm,l) dt

︸ ︷︷ ︸

filtered noise

= Hm,lw
r
l,k + ẑ

r
m,l,k. (9)

In (8) and (9), ẑm,l,i ∼ CN
(
0, σ2

dI
)

and ẑ
r
m,l,k ∼

CN
(
0, σ2

dI
)

denote the equivalent noise after MF processing,

where σ2
d is the per-antenna noise power at each BS. After

obtaining {dm,l,i}l∈L and {dr
m,l,k}l∈L, each BS m delivers

them to the CC, which then performs the joint radar detection

based on {dm,l,i} and {dr
m,l,k}. For ease of illustration, the

observed signals can be stacked as (10).

Scenario II: In this scenario, the BSs are not synchronized

in time and thus the value of transmission delay τm,l with

respect to other BS l 6= m is not available at BS m. In this sce-

nario, the BSs can only utilize the target-reflected signals over

their direct links, i.e., (Hm,m(
∑

i∈Km

wm,is̄m,i(t− τm,m) +

s
r
m(t − τm,m)), ∀m ∈ L), for joint detection. After the MF

processing similarly as in Scenario I, we have the processed

signal as (11), where {dm,l,i} and {dr
m,l,k} are defined as (8)

and (9), respectively.

A. Detection Probability in Scenario I with BSs Synchroniza-

tion

To start with, we define two hypotheses for target detection,

i.e., H1 when the target exists and H0 when the target does not

exist. For notational simplicity, we define α
c
m,l,i = Hm,lwl,i

and α
r
m,l,k = Hm,lw

r
l,k as the reflected communication signal

and dedicated sensing signal vectors from BS l-to-the target-

to-BS m when the target exists. Also, we present the corre-

spondingly accumulated signal vector as (12). Furthermore,

define the noise vector in Scenario I as (13). Then, based on

(8), we have the processed signals after the MF processing as
{

H1 : dI = αI + ẑI,

H0 : dI = ẑI.
(14)

Next, we adopt the likelihood ratio test for target detection.

Based on (14), the likelihood functions of vector dI under the

hypothesis H1 and H0 are respectively given by

p (dI|H1)=c0 exp

(

− 1

σ2
d

(dI−αI)
H
(dI−αI)

)

, (15)

p (dI|H0) = c0 exp

(

− 1

σ2
d

d
H
I dI

)

, (16)

where c0 = 1

πNr(K+rt)L
2
σ
2Nr(K+rt)L

2

d

. Accordingly, the

Neyman-Pearson (NP) detector is given by the likelihood ratio

test [42]:

ln
p (dI|H1)

p (dI|H0)
=

1

σ2
d

(
2Re

(
α

H
I dI

)
−α

H
I αI

)H1

≷
H0

δ, (17)

where δ denotes the threshold determined by the tolerable level

of false alarm. Notice that since α
H
I αI is given, the detector

in (17) can be equivalently simplified as

T (dI) = Re
(
α

H
I dI

)H1

≷
H0

δ
′

, (18)

where δ
′

denotes the threshold related to T (dI).
Then, we derive the distribution of T (dI). Towards this

end, we consider x = α
H
I dI, whose expectation and variance

under hypothesis H1 and H0 are respectively obtained as

E (x|H0) = 0, (19)

E (x|H1) = EI ,
∑

l∈L

∑

m∈L

(
∑

i∈Kl

‖Hm,lwl,i‖2

+

rt∑

k=1

∥
∥Hm,lw

r
l,k

∥
∥
2
)

= Nr

∑

l∈L

∑

m∈L

ζ2m,lβm,l(
∑

i∈Kl

∣
∣a

T
t,l (θl)wl,i

∣
∣
2

+ a
T
t,l (θl)R

r
l at,l (θl)), (20)

var (x|H0) = var (x|H1) = σ2
dEI. (21)

By combining (19), (20), and (21), we have
{

x ∼ CN
(
0, σ2

dEI
)
,H0,

x ∼ CN
(
EI, σ2

dEI
)
,H1.

(22)
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αI =
[
α

cT
1,1,1, . . . ,α

cT
1,1,K ,αcT

1,2,1, . . . ,α
cT
L,L,K ,αrT

1,1,1, . . . ,α
rT
1,1,rt ,α

rT
1,2,1, . . . ,α

rT
L,L,rt

]T ∈ C
Nr(K+rt)L

2

. (12)

ẑI =
[

ẑ
T
1,1,1, . . . , ẑ

T
1,1,K , ẑT1,2,1, . . . , ẑ

T
L,L,K , ẑrT1,1,1, . . . , ẑ

rT
1,1,rt , ẑ

rT
1,2,1, . . . , ẑ

rT
L,L,rt

]T

∈ C
Nr(K+rt)L

2

. (13)

As a result, for T (dI) = Re (x), it follows that
{

T (dI) ∼ N
(
0, σ2

dEI
/
2
)
,H0,

T (dI) ∼ N
(
EI, σ2

dEI
/
2
)
,H1.

(23)

Finally, we derive the detection probability under a required

false alarm probability. Based on (18) and (23), we obtain the

detection probability pID and the false alarm probability pIFA
with respect to the detector threshold δ

′

as

pID = Q

(

(δ
′ − EI)

√

2

σ2
dEI

)

, (24)

pIFA = Q

(

δ
′

√

2

σ2
dEI

)

, (25)

respectively. Based on (25), we have δ
′

√
2

σ2
d
EI

= Q−1
(
pIFA
)
.

By substituting this into (24), we obtain the detection proba-

bility for given false alarm probability pIFA as

pID = Q

(

Q−1
(
pIFA
)
−
√

2EI
σ2
d

)

. (26)

It is observed that the detection probability pID in (26) is

monotonically increasing with respect to EI in (20), which

corresponds to the total received reflection-signal power over

both direct and cross reflection links. Denote Al(θl) =
a
∗
t,l(θl)a

T
t,l(θl), ∀l ∈ L, EI is reexpressed as

EI = Nr

∑

l∈L

∑

m∈L

ζ2m,lβm,l(
∑

i∈Kl

tr
(
wl,iw

H
l,iAl (θl)

)

+ tr (Rr
lAl (θl))). (27)

As a result, maximizing the detection performance of the

system is equivalent to maximizing the received reflection-

signal power EI in (27).

B. Detection Probability in Scenario II without BSs Synchro-

nization

Next, we consider Scenario II without synchronization

among the BSs. The detection probability in this scenario can

be similarly derived as that in Scenario I, by replacing dI by

dII and accordingly replacing EI in (20) by

EII = Nr

∑

m∈L

ζ2m,mβm,m(
∑

i∈Km

∣
∣a

T
t,m (θm)wm,i

∣
∣
2

+ a
T
t,m (θl)R

r
mat,m (θm))

= Nr

∑

m∈L

ζ2m,mβm,m(
∑

i∈Km

tr
(
wm,iw

H
m,iAm (θm)

)

+ tr (Rr
mAm (θm))), (28)

where Am (θm) = a
∗
t,m(θm)aTt,m(θm), ∀m ∈ L.

Based on the similar derivation procedure as in Section

III-A, we have the detection probability pIID for a given false

alarm probability pIIFA as

pIID = Q

(

Q−1
(
pIIFA
)
−
√

2EII
σ2
d

)

. (29)

It is observed from (29) that the detection probability pIID
is monotonically increasing with respect to the total received

reflection-signal power over the direct links only, i.e., EII in

(28). Therefore, maximizing pIID is equivalent to maximizing

the received reflection-signal power EII in (29).

IV. SINR-CONSTRAINED DETECTION PROBABILITY

MAXIMIZATION VIA COORDINATED TRANSMIT

BEAMFORMING

In this section, we design the coordinated transmit beam-

forming {wl,k} and dedicated sensing signal covariance ma-

trix {Rr
l } to maximize the minimum detection probability

with a given false alarm probability pFA over a particular

targeted area, subject to the minimum SINR requirement

Γm,k at each cell m ∈ L and CU k ∈ Km, and the

maximum power constraint Pmax at each BS. In particular,

let Q denote the targeted area for detection. To facilitate the

design, we select Q sample locations from Q, denoted by

(x
(q)
0 , y

(q)
0 ), ∀q ∈ Q , {1, . . . , Q}. For a potential target

located at (x
(q)
0 , y

(q)
0 ), we denote the target angle with respect

to BS l ∈ L as θ
(q)
l and the round-trip path loss from BS

l ∈ L to target to BS m ∈ L as β
(q)
m,l.

A. Scenario I with BSs Synchronization

First, we consider Scenario I with BSs synchronization. In

this scenario, for given target location q, maximizing the detec-

tion probability in this scenario is equivalent to maximizing

EI in (27). Based on this observation, the SINR-constrained

minimum detection probability maximization problems over

the given targeted area with Type-I and Type-II receivers are

formulated as

(P1) : max
{wl,i,R

r
l }

min
q∈Q

f I ({wl,i}, {Rr
l }) (30a)

s.t. γI
m,k ({wl,i} , {Rr

l }) ≥ Γm,k,

∀k ∈ Km, ∀m ∈ L, (30b)
∑

i∈Kl

‖wl,i‖2 +Tr(Rr
l ) ≤ Pmax, ∀l ∈ L,

(30c)

R
r
l � 0, ∀l ∈ L, (30d)



7

and

(P2) : max
{wl,i,R

r
l }

min
q∈Q

f I ({wl,i}, {Rr
l }) (31a)

s.t. γII
m,k ({wl,i} , {Rr

l }) ≥ Γm,k,

∀k ∈ Km, ∀m ∈ L, (31b)

(30c) and (30d),

respectively, where

f I ({wl,i}, {Rr
l }) =

∑

l∈L

∑

m∈L

ζ2m,lβ
(q)
m,ltr((

∑

i∈Kl

wl,iw
H
l,i

+R
r
l )Al(θ

(q)
l )), (32)

(30b) and (31b) denote the minimum SINR constraints at dif-

ferent types of CUs and (30c) denotes the maximum transmit

power constraints at the BSs. Notice that problems (P1) and

(P2) are non-convex due to the non-convex constraints in (30b)

and (31b). In the following, we apply the SDR technique to

solve problems (P1) and (P2).

Towards this end, we introduce Ω as an auxiliary opti-

mization variable and define Wl,i = wl,iw
H
l,i � 0 with

rank(Wl,i) ≤ 1, ∀l ∈ L, i ∈ Kl. Problems (P1) and (P2)

are equivalently reformulated as

(P1.1) : max
{Wl,i�0,Rr

l
�0,Ω}

Ω (33a)

s.t. f̂
I
({Wl,i}, {Rr

l }) ≥ Ω, ∀q ∈ Q, (33b)
∑

l∈L

∑

i∈Kl

tr
(
hl,m,kh

H
l,m,kWl,i

)

+
∑

l∈L

tr
(
hl,m,kh

H
l,m,kR

r
l

)

+ σ2
c ≤ (1 +

1

Γm,k

)tr
(
hm,m,kh

H
m,m,kWm,k

)
,

∀k ∈ Km, ∀m ∈ L, (33c)
∑

i∈Kl

tr (Wl,i) + tr(Rr
l ) ≤ Pmax, ∀l ∈ L,

(33d)

rank(Wl,i) ≤ 1, ∀i ∈ Kl, ∀l ∈ L (33e)

and

(P2.1) : max
{Wl,i�0,Rr

l
�0,Ω}

Ω (34a)

s.t.
∑

l∈L

∑

i∈Kl

tr
(
hl,m,kh

H
l,m,kWl,i

)
+ σ2

c

≤
(

1 +
1

Γm,k

)

tr
(
hm,m,kh

H
m,m,kWm,k

)
,

∀k ∈ Km, ∀m ∈ L, (34b)

(33b), (33d), and (33e),

respectively, where

f̂
I
({Wl,i}, {Rr

l }) =
∑

l∈L

∑

m∈L

ζ2m,lβ
(q)
m,ltr((

∑

i∈Kl

Wl,i

+R
r
l )Al(θ

(q)
l )) (35)

However, problems (P1.1) and (P2.1) are still non-convex

due to the rank-one constraints in (33e). To tackle this issue,

we drop these rank-one constraints and obtain the SDR version

of (P1.1) and (P2.1) as (SDR1.1) and (SDR2.1) [43] respec-

tively, both of them are convex and can be optimally solved by

standard convex optimization program solvers such as CVX

[44]. Let {{W∗
l,i}, {Rr∗

l },Ω∗} and {{W∗∗
l,i}, {Rr∗∗

l },Ω∗∗}
denote the optimal solutions to (SDR1.1) and (SDR2.1),

respectively. Notice that the obtained W
∗
l,i and W

∗∗
l,i are gen-

erally of high ranks, which do not necessarily satisfy the rank-

one constraints in (P1.1) and (P2.1). As such, we introduce the

following additional step to construct the equivalent optimal

rank-one solutions to (P1.1) and (P2.1).

Proposition 1: The SDR of problem (P1.1) is tight. In par-

ticular, based on the optimal solution of {{W∗
l,i}, {Rr∗

l },Ω∗}
to (SDR1.1), if any of {W∗

l,i} is not rank-one, we can

always construct the equivalent optimal rank-one solution

of {{W̃l,i}, {R̃
r

l }, Ω̃} to (P1.1) according to the following,

which achieves the same objective value as (SDR1.1):

w̃l,i =
(
h
H
l,m,kW

∗
l,ihl,m,k

)− 1
2
W

∗
l,ihl,m,k, (36a)

W̃l,i = w̃l,iw̃
H
l,i, (36b)

R̃
r

l =
∑

i∈Kl

W
∗
l,i + R̃

r∗

l −
∑

i∈Kl

W̃
∗

l,i (36c)

Ω̃ = Ω∗. (36d)

proof 1: See Appendix A.

Similarly as for problem (P1.1), we find the optimal solution

to (P2.1) by showing that the SDR is tight in the following

proposition.

Proposition 2: The SDR of problem (P2.1) is tight. In partic-

ular, based on the optimal solution of {{W∗∗
l,i}, {Rr∗∗

l },Ω∗∗}
to (SDR2.1), if any of {W∗∗

l,i} is not rank-one, we can

always construct the equivalent optimal rank-one solution of

{{W̄l,i}, {R̄r

l }, Ω̄} to (P2.1) in the following, which achieves

the same objective value as (SDR2.1):

w̄l,i =
(
h
H
l,m,kW

∗∗
l,ihl,m,k

)− 1
2
W

∗∗
l,ihl,m,k, (37a)

W̄l,i = w̄l,iw̄
H
l,i, (37b)

R̄
r

l =
∑

i∈Kl

W
∗∗
l,i +R

r∗∗
l −

∑

i∈Kl

W̄l,i (37c)

Ω̄ = Ω∗∗. (37d)

proof 2: The proof is similar to that in Appendix A, for

which the details are omitted.

B. Scenario II without BSs Synchronization

Next, we consider Scenario II without BSs synchronization.

In this scenario, the SINR-constrained minimum detection

probability maximization problems of Type-I and Type-II CU

receivers are respectively formulated as problems (P3) and

(P4) in the following, which are similar to problems (P1) and

(P2) by replacing EI in (27) as EII in (28), respectively:

(P3) : max
{wm,i,Rr

m�0}
min
q∈Q

f II ({wm,i}, {Rr
m}) (38)

s.t. (30b) and (30c).
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(P4) : max
{wm,i,Rr

m�0}
min
q∈Q

f II ({wm,i}, {Rr
m}) (39)

s.t. (30c) and (31b).

where

f II ({wm,i}, {Rr
m}) =

∑

m∈L

ζ2m,mβ(q)
m,mtr((

∑

i∈Km

wm,iw
H
m,i

+R
r
m)Am(θ(q)m )). (40)

As problems (P3) and (P4) have similar structures as

problems (P1) and (P2), respectively, they can also be solved

optimally based on the SDR. More specifically, by introducing

the auxiliary variable Ω, and defining Wm,i = wm,iw
H
m,i � 0

with rank(Wm,i) ≤ 1, problems (P3.1) and (P4.1) can be

reformulated equivalently as

(P3.1) : max
{Wm,i�0,Rr

m�0,Ω}
Ω (41a)

s.t. f̂
II
({Wm,i}, {Rr

m}) ≥ Ω, ∀q ∈ Q,

(41b)

(33c), (33d), and (33e),

and

(P4.1) : max
{Wm,i�0,Rr

m�0,Ω}
Ω (42a)

s.t. (41b), (34b), (33d), and (33e),

respectively, where

f̂
II
({Wm,i}, {Rr

m}) =
∑

m∈L

ζ2m,mβ(q)
m,mtr((

∑

i∈Km

Wm,i

+R
r
m)Am(θ(q)m )) (43)

Then, we drop the rank-one constraints on {Wm,i} in (33e)

to obtain the SDR versions of (P3.1) and (P4.1) as (SDR3.1)

and (SDR4.1), respectively, which are convex and can be

solved optimally.

Note that problems (SDR3.1) and (SDR4.1) generally have

high rank optimal solutions, which may not satisfy the rank-

one constraints in (33e) for (P3.1) and (P4.1). Fortunately,

by following the similar concepts as in Propositions 1 and

Propositions 2 for the SDRs of (P3.1) and (P4.1), one can

show that the optimal rank-one solutions to (P3.1) and (P4.1)

can always be constructed. The details of the derivations are

thus omitted for brevity.

Remark 1: Comparing problem (P1.1) (or (P2.1)) in Sce-

nario I with problem (P3.1) (or (P4.1)) in Scenario II, we

observe that the feasible solutions of (P1.1) (or (P3.1)) is

a subset of (P2.1) (or (P4.1)), but not vice versa. Thus, we

conclude that problem (P2.1) (or (P4.1)) can always achieve a

higher optimal objective value or at least equal to that of (P1.1)

(or (P3.1)), since (P2.1) and (P4.1) enjoy a larger feasible

solution set than (P1.1) and (P3.1), respectively. Moreover,

via extensive simulations in the next section, we observe

that for Type-I receivers without sensing signal interference

cancellation, the optimal solutions to (P2.1) and (P4.1) satisfy

R
r
l = 0, which shows that employing dedicated sensing

signals is not necessary. Intuitively, this is because the dedi-

cated sensing signals would introduce harmful interference for

communications in this case.

V. NUMERICAL RESULTS

In this section, we provide numerical results to validate the

performance of our proposed coordinated transmit beamform-

ing designs for the multi-antenna networked ISAC system.

A. Benchmark Schemes

First, we consider the following benchmark schemes for

performance comparison.

• ISAC with ZF information beamforming:

In this scheme, we apply coordinated ZF

beamforming [32], [45]. Let H̄m,m,k =
[hm,1,1, . . . ,hm,m,k−1,hm,m,k+1, . . .hm,L,K ], and

H̄m,m,k = Ūm,m,kΛ̄m,m,kV̄
H

m,m,k denotes the

application of singular value decomposition (SVD)

on H̄m,m,k, where Ūm,m,k = [Ū
n̄ū̄l̄l
m,m,kŪ

null
m,m,k]

and Ū
null
m,m,k ∈ C

Nt×(Nt−L2K+1). The ZF transmit

beamforming at BS m for CU k is designed as

w
ZF
m,k =

√

pZFm,kŪ
null
m,m,kŪ

nullH
m,m,khm,m,k

∥
∥
∥Ū

null
m,m,kŪ

nullH
m,m,khm,m,k

∥
∥
∥

,

∀m ∈ L, ∀k ∈ Km, (44)

where pZFm,k denotes the power for CU k by BS m,

which is a variable to be optimized. Accordingly, the

power constraint at each BS m becomes
∑

k∈K

pZFm,k ≤
Pmax. By substituting w

ZF
m,k in (44) into problems (P1.1),

(P2.1), (P3.1), and (P4.1), we obtain the corresponding

power allocation problems (ZF1.1), (ZF2.1), (ZF3.1), and

(ZF4.1), which can be optimized similarly as in Section

IV for obtaining the optimal coordinated power control

solutions.

• Joint detection via dedicated sensing signals: In this

scheme, the BSs only employ the dedicated sensing

signals for joint detection. The corresponding detection

probabilities in Scenario I and Scenario II are respectively

given by

pID = Q



Q−1
(
pIFA
)
−
√

2Ê I

σ2
d



 , (45)

pIID = Q



Q−1
(
pIIFA
)
−
√

2ÊII

σ2
d



 , (46)

where

Ê I = Nr

∑

l∈L

∑

m∈L

ζ2m,lβm,ltr(R
r
lAl(θ

(q)
l )), (47)

Ê II = Nr

∑

m∈L

ζ2m,mβm,mtr(Rr
mAm(θ(q)m )), (48)

denote the correspondingly received echo signals of the

dedicated sensing signals. Accordingly, we optimize the



9

joint beamforming by solving problems (P1)-(P4) via

replacing EI and EII as Ê I and Ê II, respectively.

B. Simulation Results

In the simulation, we consider the networked ISAC scenario

with L = 3 BSs as shown in Fig. 2, where each BS serves

one CU or multiple CUs. Each BS is deployed with a ULA

with half a wavelength spacing between the antennas. The

noise powers are set as σ2
c = −84 dBm and σ2

d = −102
dBm. The SINR constraints at the CUs are set to be identical,

i.e., Γm,k = Γ, ∀k ∈ Km,m ∈ L. The coordinates of the

three BSs are set as (80 m, 0 m),
(
−40 m, 40

√
3 m

)
, and

(
−40 m,−40

√
3 m

)
, respectively. The numbers of transmit

and receive antennas at each BSs are Nt = Nr = Na = 32.

Furthermore, the path loss between each BS and CU is given

by µl,i = κ̂[ d0

dl,i
]ν , where κ̂ denotes the path loss at the

reference distance of d0 = 1 meter and ν denotes the path loss

exponent. In addition, the targeted area is set as a square region

with an area of 2× 2 = 4 m2 centering at origin (0 m, 0 m),
we take M = 9 sample locations that are uniformly distributed

in the targeted area.

-150 -100 -50 0 50 100 150

x (m)

-100

-50

0

50

100

y 
(m

)

CU of  BS1
CU of BS2
CU of BS3
BS
Targeted area

BS 1

BS 2

BS 3

Fig. 2. The ISAC system has 3 BSs, each of which serves the corresponding
CU for communication and detects the potential target at targeted area.

Firstly, we consider the case when there is only K = 1
CU served by each BS, thus the system has LK = 3
CUs in total. In particular, we consider the Rayleigh fading

channel in communication from each BS to CU, and that

the three CU locations are located at (38.85 m,−20.97 m),
(−1.26 m, 44.13 m), and (−37.58 m,−23.16 m), respectively.

Fig. 3 shows the detection probability pD versus the SINR

requirement Γ at the CUs in Scenario I and Scenario II, in

which the maximum transmit power constraint Pmax = 15W

and the false alarm probability pFA = 10−3. It is observed

that for all the schemes, the detection probability decreases

with an increasing SINR requirement. This is due to the fact

that when the communication requirement becomes stringent,

the BSs need to steer the transmit beamformers towards the

CUs, thus leading to less power being reflected by the target

location and jeopardizing the performance of detection. It is

also observed that the proposed design with Type-II receivers

achieves the highest detection probability compared to other

20 21 22 23 24 25 26 27 28 29 30

SINR threshold at CUs (dB)

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
et

ec
tio

n 
pr

ob
al

ili
ty

Proposed design, Type-II
Proposed design, Type-I
ZF, Type-II
ZF, Type-I

Detect via R r, Type-II

Detect via R r, Type-I

(a) Scenario I.

20 21 22 23 24 25 26 27 28 29 30

SINR threshold at CUs (dB)

0.05

0.1

0.15

0.2

0.25

0.3

0.35

D
et

ec
tio

n 
pr

ob
al

ili
ty

Proposed design, Type-II
Proposed design, Type-I
ZF, Type-II
ZF, Type-I

Detect via R r, Type-II

Detect via R r, Type-I

(b) Scenario II.

Fig. 3. The detection probability versus the SINR requirement at the CUs in
Scenario I and Scenario II, where Pmax = 15 W, K = 1, and pFA = 10

−3.

schemes under same channel conditions in both Scenario I

and Scenario II. When Γ becomes large, the performance gaps

between the proposed design and the benchmark schemes are

enlarged. This shows the importance of joint communication

and sensing coordinated transmit beamforming. Furthermore,

with a large value of Γ, the performance achieved by Type-

I CU receivers approaches that of their Type-II counterparts.

This is due to the fact that in this case, more power should

be allocated to information signals. As a result, the power

of dedicated sensing signals and the resultant interference

become smaller, thus making the gain of sensing interference

cancellation marginal.

Fig. 4 shows the detection probability pD versus the false

alarm probability pFA in the two scenarios for the two types of

CU receivers with Pmax = 15 W and Γ = 25 dB. For all the

schemes, it is observed that the detection probability increases

towards one as the false alarm probability becomes large, as

correctly predicted by (26) and (29). It is also observed that the

detection probability achieved in Scenario II is much smaller

than that in Scenario I under the same setup. This gain is

attributed to the joint exploitation of both direct and cross echo

links in Scenario I, thanks to the time synchronization among
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Fig. 4. The detection probability versus the false alarm probability in Scenario
I and Scenario II, where Pmax = 15 W, K = 1, and Γ = 25 dB.

different BSs. Furthermore, the schemes with Type-II receivers

are observed to achieve higher detection probability than the

counterparts with Type-I receivers, thus validating again the

benefit of dedicated sensing signals together with interference

cancellation in enhancing the networked ISAC performance.

Fig. 5 shows the detection probability pD versus the max-

imum transmit power budget Pmax at each BS with Γ = 25
dB and pFA = 10−3. Similar observations can be made as in

Figs. 3 and 4, demonstrating the performance gains achieved

by the proposed joint optimization framework.

Next, we consider the case when each CU is located at a

different angle with respect to its home BS, in which the LoS

channel is considered in communication from each BS to its

respective CU. In particular, as shown in Fig. 2, the CUs in

different cells are located at the same angle θ with respect to

the corresponding BS, and the distance between each BS and

the correspondingly associated CU is 45 m.

Fig. 6 shows the detection probability pD versus the angle

θ with Pmax = 12 W, Γ = 30 dB, and pFA = 10−3. It is

observed that when θ is close to 0◦ and 360◦, the scheme with

Type-II receivers significantly outperforms that with Type-

I receivers. This is because the CUs are located at similar
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Fig. 5. The detection probability versus the transmit power at each BSs in
Scenario I and Scenario II, where Γ = 25 dB, K = 1, and pFA = 10

−3.

angles as the targeted area in this case, and accordingly, the

interference caused by sensing signals becomes severe. By

contrast, when θ is close to 110◦, such performance gap is

observed to become less. This is due to the fact that the CUs

are located at different angles from the targeted area. As a

result, the information and sensing beamformers can be steered

toward different directions for communication and sensing,

respectively, with minimized interference.

Furthermore, we consider that each BS serves K = 3 CUs,

in which the Rayleigh fading channel model is considered

from each BS to its respective CU. The locations of the CUs

are generated as shown in Fig. 7. Fig. 8 shows the detection

probability pD versus the SINR requirement Γ at each CU,

where Pmax = 15 W, Γ = 15 dB, pFA = 10−3. Fig. 9 shows

the detection probability pD versus the false alarm probability

pFA with Pmax = 15 W, Γ = 15 dB, and pFA = 10−3. Fig. 10

shows the detection probability pD versus the power budget

Pmax = 15 at each BS, with Γ = 15 dB, and pFA = 10−3.

By comparing these figures to Figs. 3, 4, and 5 for the case

with K = 1, it is observed that the proposed design with

Type-I receivers achieves similar performance as that with

Type-II receivers, which means that the gain brought by the
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Fig. 6. The detection probability versus the angle θ at which the CU position
has been rotated, where Pmax = 12 W, Γ = 30 dB, K = 1, and pFA =

10−3.
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Fig. 7. Networked ISAC topology with 3 BSs each serves 3 CUs (CU locations
are randomly generated).

dedicated signals becomes marginal in this case. This is due to

the fact that when there are more CUs in each cell, we have a

larger number of information beams that can provide sufficient

degrees of freedom for target sensing, thus making the benefit
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Fig. 8. The detection probability versus the SINR requirement at CUs in
Scenario I and Scenario II, where Pmax = 15W, Γ = 15 dB, K = 3, and
pFA = 10−3.

of dedicated sensing signals limited or even not necessary. It

is also observed that the benchmark scheme with ZF-based

information beamforming performs significantly worse than

the proposed designs. This is because with more CUs, the

inter-user interference becomes more severe, and thus the

ZF-based design leads to degraded performance due to the

limited available degrees of freedom for effective interference

suppression.

VI. CONCLUSION

This paper studied the joint multi-cell communication and

distributed MIMO radar detection in a networked ISAC sys-

tem, in which a set of multi-antenna BSs employed the coor-

dinated transmit beamforming to serve their associated single-

antenna CUs, and at the same time utilized the dedicated

sensing signals together with their communication signals for

target detection. Two joint detection scenarios with and with-

out time synchronization among the BSs were considered, for

which the detection probability and the false alarm probability

were derived in closed forms. Accordingly, we developed the

coordinated transmit beamforming ISAC design to maximize
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Fig. 9. The detection probability versus the false alarm probability in Scenario
I and Scenario II, where Pmax = 15 W, Γ = 15 dB, K = 3, and pFA =

10−3.

the minimum detection probability (or equivalently the total

received reflection-signal power) over a particular targeted

area, while ensuring the SINR constraints at the CUs for

communication. By considering the transmission of dedicated

sensing signals, we introduced two types of CU receivers,

Type-I and Type-II, without and with the capability of ded-

icated sensing interference cancellation, respectively. For the

proposed non-convex optimization problems, we adopted the

SDR technique to obtain the optimal joint beamforming so-

lutions. Finally, numerical results showed that the proposed

ISAC design achieved higher detection probability than other

benchmark schemes. It was also shown that the presence of

time synchronization among the BSs and dedicated sensing

interference cancellation can further enhance the sensing and

communication performances for networked ISAC systems.

APPENDIX

A. Proof of Proposition 1

It can be verified based on (36a) and (36c) that W̃l,i

achieves the same objective values in (P1.1) as W
∗
l,i, and

satisfy the power constraints in (33d).
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Fig. 10. The detection probability versus the transmit power in Scenario I and
Scenario II, where Γ = 15 dB, K = 3, and pFA = 10

−3.

Next, we verify that W̃l,i can satisfy the SINR constraints

in (33d) for communications. From (36a) and (36b), we obtain

that

h
H
l,m,kW̃l,ihl,m,k = h

H
l,m,kw̃l,iw̃

H
l,ihl,m,k

= h
H
l,m,kW

∗
l,ihl,m,k. (49)

Thus, it follows that

(1 +
1

Γm,k

)hH
m,m,kW̃m,khm,m,k

= (1 +
1

Γm,k

)hH
m,m,kW

∗
m,khm,m,k

≥
∑

l∈L

h
H
l,m,k(

∑

i∈Kl

W
∗
l,i +R

r∗
l )hl,m,k + σ2

c

=
∑

l∈L

h
H
l,m,k(

∑

i∈Kl

W̃l,i + R̃
r

l )hl,m,k + σ2
c . (50)

The first equality follows from (49), the inequality follows

from (33c), and the last equality follows from (36c). Therefore,

we show that the constructed solution {W̃l,i} and {R̃r

l } also

satisfy the SINR constraints in (33d) for problem (P1.1). Thus,

this completes the proof of this proposition.
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