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Abstract—For solving linear inverse problems, particularly of
the type that appears in tomographic imaging and compressive
sensing, this paper develops two new approaches. The first ap-
proach is an iterative algorithm that minimizes a regularized least
squares objective function where the regularization is based on a
compound Gaussian prior distribution. The compound Gaussian
prior subsumes many of the commonly used priors in image
reconstruction, including those of sparsity-based approaches. The
developed iterative algorithm gives rise to the paper’s second new
approach, which is a deep neural network that corresponds to an
“unrolling” or “unfolding” of the iterative algorithm. Unrolled
deep neural networks have interpretable layers and outperform
standard deep learning methods. This paper includes a detailed
computational theory that provides insight into the construction
and performance of both algorithms. The conclusion is that
both algorithms outperform other state-of-the-art approaches to
tomographic image formation and compressive sensing, especially
in the difficult regime of low training.

Index Terms—Machine learning, neural networks, inverse
problems, nonlinear programming, least squares methods

NOTATION AND NOMENCLATURE

R Set of real numbers.
yyy = [yi] ∈ Rn. Boldface characters are vectors.
Y = [Yij ] ∈ Rn×m. Uppercase characters are matrices.
(·)T Transpose of vector or matrix (·).
⊙ Hadamard product.
D{vvv} Diagonal matrix with v1, v2, . . . , vn on the diagonal.
Avvv = AD{vvv} for matrix A of compatible size.
f(vvv) = [f(vi)] for componentwise function f : R → R.
Pa,b(x) = a+ ReLU(x− a)− ReLU(x− b), for a, b ∈ R, is

a modified ReLU (mReLU) activation function.

I. INTRODUCTION

MOTIVATED by the success of machine learning (ML)
in image recognition and advances in deep learning,

ML has been extended to various inverse problems –including
the signal reconstruction problems of tomographic imaging
and compressive sensing. Improving signal reconstruction,
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the inverse problem of recovering a signal from undersam-
pled measurements, is an active area of research as it has
widespread applicability including radar, sonar, medical, and
tomographic imaging. Two prevalent classes of approaches are
used in practice for signal reconstruction, namely model-based
and data-driven approaches.

First, model-based approaches incorporate certain assump-
tions, such as the expected prior density or sparsity level
of the coefficients, into the signal estimation method. Often,
model-based methods apply an iterative algorithm designed
to minimize an objective function. Examples include Iterative
Shrinkage and Thresholding (ISTA), Bayesian Compressive
Sensing (BCS), Basis Pursuit, and Compressive Sampling
Matching Pursuit (CoSaMP) [1]–[4]. Many previous works
model the prior density, of the signal coefficients, as a general-
ized Gaussian and solve a corresponding least squares problem
with ℓp regularization [2, 4]–[7]. Alternatively, some previous
works consider a compound Gaussian (CG) prior [8, 9], which
is a class of densities subsuming generalized Gaussian and
other densities as special cases, that better captures statistical
properties of the coefficients of images [10]–[12].

Second, data-driven approaches learn the signal reconstruc-
tion mapping directly by training a standard deep neural
network (DNN) on pairs of undersampled signal measure-
ments and signal coefficients. Common DNNs in signal recon-
struction are structured upon a convolutional neural network
(CNN), recurrent neural network, or a generative adversarial
network [13]–[20].

Algorithm unrolling is a recent approach to signal recon-
struction, stemming from the original work of Gregor and
LeCun [21], which combines the model-based and data-driven
methods by structuring the DNN layers based on an iterative
algorithm. Unlike a standard DNN, which acts as a black-
box process, we have an understanding of the inner workings
of an unrolled DNN from understanding the original iterative
algorithm. Works utilizing algorithm unrolling have shown
excellent performance in signal reconstruction while offering
simple interpretability of the network layers [22]. Examples
of iterative imaging algorithms that have been unrolled in-
clude: ISTA [21, 23]–[25], proximal gradient or gradient de-
scent [26]–[28], the inertial proximal algorithm for nonconvex
optimization [29], and the primal-dual algorithm [30].

While many inverse problems are non-linear, we focus on
linear inverse problems as this is frequently the assumed mea-
surement model in many applications – including compressive
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sensing, computed tomography (CT), and magnetic resonance
imaging (MRI) – and leave non-linear inverse problem appli-
cations to future work. Let xxx ∈ Rn be a vectorized signal
that has a representation xxx = Φccc with respect to (w.r.t) a
dictionary, Φ ∈ Rn×n, and coefficients, ccc ∈ Rn. An example,
Φ is a wavelet transform and ccc the wavelet coefficients. The
linear measurement model is

yyy = ΨΦccc+ ννν (1)

where yyy ∈ Rm are the measurements produced by observing
xxx through a sensing matrix, Ψ ∈ Rm×n, with additive white
noise, ννν ∈ Rm. For many applications of interest m ≪ n.
Signal reconstruction, or estimation, aims to recover ccc given
yyy, Ψ, and Φ.

A. Contributions

In this work, we expand on initial work from [31, 32] by:
1) Construct a novel iterative signal estimation algorithm,

named compound Gaussian least squares (CG-LS), to
solve (1) with general Ψ and Φ matrices. A regularized
least squares (RLS) optimization is the foundation for
CG-LS where the regularization enforces a CG prior
on the signal coefficients. We provide experimental
results illustrating the effectiveness of CG-LS in linear
tomographic imaging.

2) Develop a DNN by unrolling CG-LS. The new net-
work, which we name CG-Net, is, to the best of our
knowledge, the first DNN for general linear inverse
problems to be fundamentally informed by a CG prior.
The efficacy of CG-Net to reconstruct images after
training is evaluated and shown to outperform other
state-of-the-art deep learning methods in the low training
scenario.

3) Provide fundamental characterization of the existence
and location of minimizers of the CG-LS cost function.

4) Derive convergence analysis of CG-LS to stationary
points of the cost function under a two-block coordinate
descent with one block estimated via steepest descent.

Specifically, as compared to [31, 32], our work here gener-
alizes the CG-LS and CG-Net implementations by replacing
Newton’s descent with a generic steepest descent option pro-
viding greater flexibility and learning capacities. Additionally,
theoretical analysis and a thorough empirical validation of CG-
LS, absent from [31, 32], is provided here. Finally, significant
additional validation of CG-Net, including the use of other
datasets and evaluating on alternative reconstruction problems,
is supplied here with vastly more comparisons to prior art.

B. Compound Gaussian Prior

A fruitful way to formulate inverse problems in imaging
is by Bayesian estimation. In particular, consider the RLS
estimate of ccc from (1) ĉcc = argmin ||yyy − ΨΦccc||22 + R(ccc),
which can, equivalently, be viewed as a maximum a pos-
teriori (MAP) estimation when the regularization satisfies
R(ccc) ∝ log(p(ccc)). Therefore, the choice of regularization,
R(ccc), or prior density, p(ccc), of the coefficients, ccc, is a crucial

component to incorporate domain level knowledge into the
signal reconstruction problem. Many previous works have
employed a generalized Gaussian prior including a Gaussian
prior [33, 34], corresponding to a Tikhonov regression, or a
Laplacian prior [1, 2, 4]–[6, 35], as is predominant in the
compressive sensing (CS) framework. Additional regulariza-
tions, not derived from a specific prior density, have been
implemented for signal reconstruction including total variation
norm [35, 36], stochastic based regularization [37], and deep
learning-based regularization [16, 26, 27].

Through the study of the statistics of image sparsity co-
efficients, it has been shown that coefficients of natural im-
ages exhibit self-similarity, heavy-tailed marginal distributions,
and self-reinforcement among local coefficients [11]. Such
properties are not encompassed by the generalized Gaussian
prior typically assumed for the image coefficients. Instead, a
class of densities known as CG densities [38], or Gaussian
scale mixtures [10, 11], better capture statistical properties
of natural images and signals from other modalities such as
radar [12, 39]. A useful formulation of the CG prior lies in
modeling the coefficients of signals as

ccc = zzz ⊙ uuu (2)

such that zzz = h(χχχ), where h : R → R is a componentwise,
positive, nonlinear function, χχχ follows a multi-scale Gaussian
tree process [8, 11], uuu ∼ N (000,Σu), and uuu and zzz are
independent random variables. In Appendix VI-E, Proposition
7 shows the CG prior subsumes many well-known distributions
including the generalized Gaussian. Additionally, Proposition
8 in Appendix VI-E provides the specific nonlinearity, h,
producing a Laplace prior allowing an interpretation of the
CG prior as a generalization of CS work.

Previously, the CG prior has been used, with h(x) =√
exp(x/α) for α ∈ (0,∞), in a hierarchical Bayesian MAP

estimate of wavelet and discrete cosine transformation (DCT)
coefficients [8, 9]. This algorithm produces reconstructed im-
ages with superior quality, measured by the structural similar-
ity index (SSIM), over other state-of-the-art CS techniques [8].
Furthermore, the CG prior, under a single random scale
variable has been successfully used for image denoising [40]
and hyperspectral image compressive sensing [41].

C. Deep Neural Networks and Algorithm Unrolling

A DNN is a collection of ordered layers, denoted
L0,L1, . . . ,LK for K > 1, where successive layers feed into
one another from the input layer, L0, to the output layer, LK .
Intermediate layers L1, . . . ,LK−1 are known as hidden layers.
Each layer, Lk, contains dk hidden units [42], which are
assigned a computed real-value when a signal is transmitted
through the DNN.

A function fk : Rdi1(k) × · · · × Rdij(k) → Rdk , that is
parameterized by some θk, defines the computation, i.e. signal
transmission, at layer Lk where Ik := {i1(k), . . . , ij(k)} ⊆
{0, 1, . . . , k − 1} are the indices of layers that feed into Lk.
That is, given an input signal ỹ ∈ Rd0 assigned to L0, a DNN
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is a composition of parameterized vector input and vector
output functions where

Lk ≡ fk

(
Li1(k), . . . ,Lij(k);θk

)
∈ Rdk .

Fully connected networks, as an example, use Ik = {k −
1} and LLLk ≡ fffk(LLLk−1;θθθk = [Wk, bbbk]) = σ(WkLLLk−1 + bbbk)
where Wk ∈ Rdk−1×dk , bbbk ∈ Rdk , and σ is a componentwise
activation function.

A DNN learns, or trains, its parameters, ΘΘΘ = (θθθ1, . . . , θθθK),
by optimizing a loss function L(ΘΘΘ) over a training dataset
D = {(ỹyyi, c̃cci) : i = 1, 2, . . . , Ns} where each (ỹyyi, c̃cci)
satisfies equation (1). Let c̃cc(ỹyyi;ΘΘΘ) denote the DNN output
given the input ỹyyi. Then the loss function is defined as
L(ΘΘΘ) := 1

Ns

∑Ns

i=1 L (̃ccc(ỹyyi;ΘΘΘ), c̃cci) where L (̃ccc(ỹyyi;ΘΘΘ), c̃cci) is
the loss, or error, between the network output, c̃cc(ỹyyi;ΘΘΘ), and
the actual coefficients, c̃cci. Common loss functions for image
reconstruction neural networks include mean-squared error
(MSE), mean-absolute error (MAE), peak signal-to-noise ratio
(PSNR), or SSIM [43].

Algorithm unrolling creates a DNN by assigning the op-
erations from each step k of the iterative algorithm as the
function fffk defining layer k. That is, layer k in the DNN
should correspond to the output of k iterations of the original
iterative algorithm. Then parameters, θθθk, on each step k of the
iterative algorithm parameterize fffk in the DNN [21, 22]. In
training the unrolled DNN, each θθθk is learned, which optimizes
the iterative algorithm to produce improved signal estimates.

II. ITERATIVE ALGORITHM (CG-LS)

Let h be the componentwise, invertible, nonlinear function
in the CG prior and f = h−1. Defining A = ΨΦ, we consider
the RLS cost function and estimate given respectively by

F (uuu,zzz) = ||yyy −A(zzz ⊙ uuu)||22 + λ||uuu||22 + µ||f(zzz)||22 (3)[
uuu∗ zzz∗

]
= argmin

[uuu zzz]

F (uuu,zzz). (4)

Our CG-LS, given in Algorithm 1, is an iterative algorithm
that, approximately, solves (4). The cost function (3) is a
RLS where, as given by the CG prior, the coefficients are
decomposed as ccc = zzz⊙uuu and the regularization is taken to be
R(ccc) = R(uuu,zzz) = λ||uuu||22 + µ||f(zzz)||22 to enforce normality
of uuu and χχχ = f(zzz), a Gaussian tree process, as desired from
the CG prior. We note that R(ccc) is not exactly proportional to
log(p(ccc)) as specified in the MAP estimate. Instead, R(ccc) is
an approximation capturing important statistical properties of
the CG prior while also simplifying the optimization.

Due to the explicit joint estimation in (4), we optimize by
block coordinate descent [44], which on iteration k produces

zzzk = argmin
zzz∈Zn

||yyy −Auuuk−1
zzz||22 + µ||f(zzz)||22 (5)

uuuk = argmin
uuu∈Rn

||yyy −Azzzk
uuu||22 + λ||uuu||22 (6)

where Z ⊆ [0,∞) is the domain of f . Convergence rates of
block coordinate descent under different conditions for the cost
function, such as convexity, have been proven [44]–[46]. As
the optimization in (5) cannot be solved analytically, for most
choices of f , we implement the steepest descent method to

iteratively and approximately solve (5). Recall [47] that given
a norm ||·|| on Rn and differentiable function, g(xxx) : Rn → R,
the steepest descent vector, ddd : Rn → Rn, is

ddd(xxx) = ||∇g(xxx)||∗

(
argmin
||vvv||=1

∇g(xxx)Tvvv

)
(7)

where || · ||∗ is the dual norm given by ||www||∗ = max
||vvv||=1

wwwTvvv.

For instance the Euclidean norm produces ddd(xxx) = −∇g(xxx).
Applying steepest descent to (5) we write zzzjk as the estimate

of zzz on steepest descent step j of iteration k. For generality, we
assume that a different norm may define each steepest descent
step as is the case in Newton’s descent for a convex cost
function with non-constant Hessian. Let dddjk = dddjk(zzz) denote
the descent vector corresponding to norm || · ||(k,j), with dual
norm ||·||∗(k,j), for steepest descent step j of iteration k. Thus,
zzzjk is given by

zzzjk = zzzj−1
k + η

(j)
k dddjk(zzz

j−1
k )

where η
(j)
k is a step size determined by a backtracking line

search [47]. Note, dddjk = dddjk(zzz) = dddjk(zzz;uuuk−1, yyy) as dddjk
is parameterized by uuuk−1 and yyy. Let J be the maximum
number of steepest descent steps; then, for notation, we take
zzzJk = zzzk = zzz0k+1 for all k > 0.

Equation (6) is the well-known Tikhonov solution

uuuk = (AT
zzzk
Azzzk

+ λI)−1AT
zzzk
yyy ≡ AT

zzzk
(Azzzk

AT
zzzk

+ λI)−1yyy (8)

where the second equality results from the Woodbury matrix
identity. Note that we do not calculate the inverse in (8) and
instead solve a system of linear equations.

Next, define the initial estimate of zzz as zzz0 = Pa,b(A
Tyyy)

where the mReLU function Pa,b is applied elementwise to
ATyyy. We remark that Pa,b is a projection operator onto
the interval [min{a, b},max{a, b}]. This eliminates negative
values, as zzz should have positive components, and limits the
maximum values in the initial zzz estimate for stability. The
initial uuu estimate, denoted as uuu0, is given by (8).

Algorithm 1 Compound Gaussian Least Squares (CG-LS)

1: zzz0 = Pa,b(A
Tyyy) and uuu0 = (AT

zzz0
Azzz0

+ λI)−1AT
zzz0
yyy

2: for k ∈ {1, 2, . . . ,K} do
3: zzz ESTIMATION:
4: zzz0k = zzzk−1

5: for j ∈ {1, 2, . . . , J} do
6: if ||∇zF (uuuk−1, zzz

j−1
k )||2∗(k,j) < δ then

7: return zzzk = zzzj−1
k

8: end if
9: Compute step size η

(j)
k (backtracking line search)

10: Compute descent vector dddjk = dddjk(zzz
j−1
k ;uuuk−1, yyy)

11: zzzjk = zzzj−1
k + η

(j)
k dddjk(zzz

j−1
k ;uuuk−1, yyy)

12: end for
13: zzzk = zzzJk
14: uuu ESTIMATION:
15: uuuk = (AT

zzzk
Azzzk

+ λI)−1AT
zzzk
yyy

16: end for
Output: ccc∗ = zzzK ⊙ uuuK
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Finally, the gradient, ∇zF (uuu,zzz), and a user-chosen pa-
rameter δ > 0 determine convergence of CG-LS. On
each steepest descent step j of iteration k, we check
if ||∇zF (uuuk−1, zzz

j−1
k )||∗(k,j) < δ. When this holds, we

exit the steepest descent steps taking zzzk = zzzj−1
k . Once

||∇zF (uuuk−1, zzz
0
k)||∗(k,1) < δ we say CG-LS has converged and

return estimates uuuk−1 and zzzk−1. Otherwise, CG-LS terminates
after a user-chosen maximum number of iterations K.

A. Existence and Location of Minimizers

Here, we discuss the existence of minimizers to (3) along
with details on their location that can be ensured through a
sufficient scaling on the measurements, yyy, or proper choices
of CG-LS parameters, λ and µ. We remark that (3) is strongly
convex in the uuu block, with parameter at least 2λ, and thus
has no local maxima.

Throughout the remainder of this paper we will assume that
f : Z → R is a C2 function defined on Z = (zmin,∞).
While in theory f should be an invertible function, we will
not require this. Additionally, we assume that f is coercive on
Z , that is lim

z→zmin

f(z) → ±∞ and lim
z→∞

f(z) → ±∞. Now, we
give a necessary and sufficient condition that any stationary
point of (3) must satisfy.

Lemma 1. Define vvv : Zn → Rn and FFF : Zn → Rn by

vvv(zzz) = AT (AzzzA
T
zzz + λI)−1yyy (9)

FFF(zzz) = −2λzzz ⊙ vvv(zzz)⊙ vvv(zzz) + 2µf ′(zzz)⊙ f(zzz). (10)

Then (3) has a stationary point [uuu∗, zzz∗] if and only if FFF(zzz∗) =
000 and uuu∗ = zzz∗ ⊙ vvv(zzz∗).

Proof. Solving ∇uuuF (uuu,zzz) = 000 and applying the Woodbury
matrix identity gives uuu = zzz ⊙ vvv(zzz). Next, applying the
Woodbury matrix identity to ∇zF (zzz⊙vvv(zzz), zzz) produces (10).
Therefore, ∇uuuF (uuu,zzz) = ∇zF (uuu,zzz) = 000 if and only if zzz = zzz∗

is a root of (10) and uuu = zzz∗ ⊙ vvv(zzz∗).

We remark that if f(z)2 is strictly decreasing on an interval
I then, from Lemma 1, zzz∗ ∈ Zn \In for any stationary point
[uuu∗, zzz∗] of (3). A particular application is when f is invertible
and obtains a root, at z0, on Z then zzz∗ ∈ [z0,∞)n.

Next, we assume that the measurements, yyy, have been scaled
by a positive constant s. That is, yyy = sỹyy for ỹyy given by (1).
Under certain conditions and choices of s, λ, and µ we gain
significant insight into the location of a minimizer of (3).

Proposition 2. Let f2(z) be strictly convex and obtain an
interior local minimum, at z0, on [a, b] ⊆ Z . Then there exists
positive s, λ, and µ such that (3) has a non-degenerate local
minimizer [uuu∗, zzz∗] where zzz∗ ∈ [z0, b]

n and uuu∗ = zzz∗ ⊙ vvv(zzz∗).

Proof of Proposition 2 is given in Appendix VI-A. We re-
mark that Proposition 2 extends optimization insights from the
single variable function f2(z) to the multivariate cost function
(3) that involves zzz and uuu. In particular, Proposition 2 is useful
for choosing the correct scaling constant to match the mReLU
interval, which is informed by intervals of convexity and roots
of f2(z), defining the initial estimate of zzz in Algorithm 1.
Additionally, the convexity of f2(z) in conjunction with the

scaling law revealed in Proposition 2 guarantees convexity of
(5) and the existence of a unique stationary point within this
convex region.

B. Convergence of CG-LS
For any norm, ||·||, on Rn we remark that a Euclidean lower

bound exists. That is, there exists a constant 0 < γ ≤ 1 such
that || · || ≥ γ|| · ||2. Thus, for every CG-LS steepest descent
norm || · ||(k,j) with dual norm || · ||∗(k,j) we let γ(k,j) and
γ∗(k,j) be the respective Euclidean bound constants.

To show Algorithm 1 converges, we first give a lower
bound on the change in the cost function for a steepest
descent step on zzz. To simplify notation, define the function
Gk(zzz) = F (uuuk−1, zzz).

Proposition 3. For every k, j ∈ N, there exists a positive
constant, c(k,j), such that Algorithm CG-LS satisfies

Gk

(
zzzj−1
k

)
−Gk

(
zzzjk

)
≥ c(k,j)

∣∣∣∣∣∣∇Gk

(
zzzj−1
k

)∣∣∣∣∣∣2
∗(k,j)

. (11)

A proof of Proposition 3 is given in Appendix VI-B.
From Proposition 3, the sequence of cost function values,
{Gk(zzz

j
k)}∞j=0, monotonically decreases, and when the gradient

is large, we expect a large decrease in the cost function. Since
Gk(zzz) ≥ 0, we know the sequence {Gk(zzz

j
k)}∞j=0 converges.

That is, each steepest descent process in CG-LS will converge.
To show the convergence of CG-LS to a stationary point of
(3), we apply Proposition 3 and similarly bound the change
in the cost function over an iteration of CG-LS.

Theorem 4. Assume the Euclidean bound sequences
{γ(k,1)}∞k=1 and {γ∗(k,1)}∞k=1 are bounded below by γ > 0.
Then CG-LS converges to a stationary point of (3). Further-
more, the sequence of minimum gradient dual norms satisfies

min
1≤k≤K

||∇F (uuuk, zzzk)||2∗(k,1) ≤ O
(

1

K

)
.

A proof of Theorem 4 is in Appendix VI-C and shows that
CG-LS generates a monotonic decreasing sequence of cost
function values. Combining Theorem 4 with the fact that (3)
has no local maxima, Algorithm 1 is guaranteed to converge to
a local minimum or saddle point of (3). As (3) is, in general,
not convex, we cannot guarantee that Algorithm 1 converges to
a local nor global minimum. Although, if Proposition 2 is also
satisfied, we can guarantee convergence to a global minimizer
of (3) relative to [z0, b]

n × Rn.
We further strengthen our convergence results when Propo-

sition 2 is satisfied. Let γ be given as in Theorem 4 and c
from (26).

Theorem 5. Let Proposition 2 be satisfied with local mini-
mizer [uuu∗, zzz∗] corresponding to minimum value F ∗. Then there
exists a region C ⊆ Rn × Zn such that [uuu∗, zzz∗] ∈ C and (3)
is strongly convex on C with constant ℓ. Furthermore, for any
[uuu0, zzz0] ∈ C we have for all k ≥ 0

F (uuuk, zzzk)− F ∗ ≤ (1− 2ℓγ2c)k(F (uuu0, zzz0)− F ∗). (12)

A proof of Theorem 5 is in Appendix VI-D. Theorem
5 shows a region around the local minimizer where (3) is
strongly convex exists and thus we can guarantee a linear rate
of convergence of the cost function values in this region.
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(a) Original (b) Radon Transform (c) gCG-LS (0.952)

(d) nCG-LS (0.953) (e) FISTA (0.896) (f) ℓ1-LS (0.849)

(g) FBP (0.844) (h) BCS (0.827) (i) CoSaMP (0.838)

Fig. 1: Image reconstructions (SSIM) using our gCG-LS, our
nCG-LS, FISTA, ℓ1-LS, FBP, BCS, and CoSaMP. The input
to each algorithm is a vectorized (1b), which is a Radon
transform of (1a) at 15 uniformly spaced angles with an SNR
of 60dB. We observe that CG-LS outperforms all methods
with nCG-LS slightly outperforming gCG-LS.

C. Numerical Results

We test the CG-LS algorithm using gradient descent, which
we denote by gCG-LS, and Newton descent, which we denote
by nCG-LS, as the steepest descent method for updating zzz.
Note, the gradient and Hessian of (3) w.r.t zzz are, respectively:

∇zF (uuu,zzz) = −2AT
uuu (yyy −Auuuzzz) + 2µf ′(zzz)⊙ f(zzz) (13)

HF ;zzz(uuu,zzz) = 2AT
uuuAuuu + 2µD{hhhf (zzz)} (14)

where

hhhf (zzz) = f ′′(zzz)⊙ f(zzz) + f ′(zzz)⊙ f ′(zzz). (15)

We use 32 × 32 images from the CIFAR10 [48] image
dataset, 64 × 64 images from the CalTech101 [49] image
dataset, and the 11 images from the Set11 [23] dataset resized
to 128 × 128. Each image has been converted to a single-
channel grayscale image, scaled down by the maximum pixel
value, and vectorized. A Radon transform, at a specified
number of uniformly spaced angles, is performed on each
image to which white noise is added producing noisy measure-
ments, yyy, at a specified signal-to-noise ratio (SNR). Finally, a
biorthogonal wavelet transformation is applied to each image
to produce the coefficients, ccc.

For all simulations, we use f(z) = ln(z), µ = 2, K = 1000,
J = 1, and δ = 10−6. For measurements at an SNR of
60dB and 40dB, we take λ = 0.3 and λ = 2, respectively.

We remark that for the 128 × 128 Set11 reconstructions we
instead take K = 100 and, in the 40dB case, λ = 30. Using
nCG-LS requires (14) to be positive definite in the zzz variable,
which for f(z) = ln(z), is guaranteed when zzz ∈ (0, e)n.
Informed by Proposition 2, we can guarantee a local minimizer
lies in [1, e)n under sufficient scaling of the input data.
Therefore, in each nCG-LS test using 32 × 32 images, we
scale the input measurement by a factor, chosen empirically,
of e−4. Similarly, in each nCG-LS test on larger images we
scale the input measurement by e−6. Additionally, we use an
eigendecomposition on (14) to find the closest positive semi-
definite matrix that is then used in the Newton descent step.
Alternatively, we remark that the mReLU function P1,e may
be applied at each zzz update in line 11 of Algorithm 1 to ensure
(14) is positive semi-definite. Finally, we choose Pa,b = P1,e

for nCG-LS whereas for gCG-LS we use Pa,b = P1,e2 .
Fig. 1 contains the reconstruction of a 32 × 32 Bar-

bara snippet from seven iterative algorithms: gCG-LS, nCG-
LS, Fast Iterative Shrinkage and Thresholding Algorithm
(FISTA) [2], ℓ1-least squares (ℓ1-LS) [6], Fourier backprojec-
tion (FBP) [50], BCS [3], and CoSaMP [4]. Each algorithm
takes as input (1b) vectorized, which is a 60dB SNR Radon
transform at 15 uniformly spaced angles. In (1b) the angle and
distance are given on the x and y axes, respectively.

Similarly, Fig. 2 and Fig. 3 respectively contain the recon-
struction of a 64 × 64 Barbara snippet and 128 × 128 boat

(a) Original (b) Radon Transform (c) gCG-LS (0.809)

(d) nCG-LS (0.832) (e) FISTA (0.765) (f) ℓ1-LS (0.692)

(g) FBP (0.611) (h) BCS (0.524) (i) CoSaMP (0.526)

Fig. 2: Image reconstructions (SSIM) using our gCG-LS, our
nCG-LS, FISTA, ℓ1-LS, FBP, BCS, and CoSaMP. The input
to each algorithm is a vectorized (2b), which is the Radon
transform of (2a) at 15 uniformly spaced angles with an SNR
of 60dB. We observe that CG-LS outperforms all methods
with nCG-LS slightly outperforming gCG-LS.
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TABLE I: Average SSIM/PSNR with 99% confidence intervals for our gCG-LS and nCG-LS and five comparative methods.
Each algorithm estimated two hundred, 32×32 and 64×64 images along with 11, 128×128 images all from Radon transform
measurements taken at 15, 10, or 6 uniformly spaced angles. The measurement noise is set at 60dB or 40dB SNR. We find
that CG-LS performs best in all noise and sparse scenarios with nCG-LS, in bold, slightly outperforming gCG-LS, in italics.

SSIM (×102)/PSNR for 32× 32 CIFAR10 images
Angles 15 10 6
SNR 60 dB 40 dB 60 dB 40 dB 60 dB 40 dB
nCG-LS 91.3± .59/28.0± .39 87.0± .97/26.2± .28 83.6± .82/24.8± .39 80.6± .94/24.0± .32 70.0± 1.1/21.7± .37 68.0± 1.2/21.3± .35
gCG-LS 90 .1 ± .57 /27 .1 ± .38 85 .9 ± .93 /25 .5 ± .28 82 .3 ± .78 /24 .3 ± .40 80 .1 ± .86 /23 .8 ± .34 68 .9 ± 1 .1 /21 .4 ± .42 67 .9 ± 1 .1 /21 .3 ± .40
FISTA 86.6± 1.0/26.6± .29 78.6± 1.1/23.6± .27 81.4± .89/24.8± .39 69.4± .97/21.7± .31 67.9± 1.2/21.4± .39 53.3± 1.2/19.1± .38
ℓ1-LS 86.6± .58/26.0± .42 72.7± 1.6/22.1± .35 74.5± .93/22.8± .42 67.2± 1.1/21.2± .29 55.2± 1.3/19.4± .42 52.5± 1.2/18.9± .36
FBP 85.7± .77/20.6± .36 81.2± 1.2/20.2± .35 72.4± 1.1/14.5± .42 68.4± 1.3/14.3± .43 53.4± 1.1/18.8± .46 50.2± 1.2/18.7± .45
BCS 77.4± .96/22.7± .43 74.1± .93/22.1± .34 62.4± 1.2/19.9± .44 60.4± 1.2/19.6± .42 44.6± 1.5/17.3± .45 44.1± 1.5/17.2± .44
CoSaMP 75.9± 1.0/22.4± .48 71.2± .98/21.3± .34 61.7± 1.2/19.5± .44 58.6± 1.1/18.9± .36 35.5± 1.5/14.8± .48 32.4± 1.3/14.2± .43

SSIM (×102)/PSNR for 64× 64 CalTech101 images
Angles 15 10 6
SNR 60 dB 40 dB 60 dB 40 dB 60 dB 40 dB
nCG-LS 67.5± 1.2/22.7± .45 63.2± 1.4/22.0± .41 58.3± 1.3/21.0± .43 56.0± 1.3/20.7± .41 46.8± 1.3/19.0± .42 45.7± 1.3/18.9± .42
gCG-LS 65 .5 ± 1 .1 /22 .0 ± .43 61 .3 ± 1 .3 /21 .4 ± .39 56 .9 ± 1 .2 /20 .5 ± .44 54 .4 ± 1 .2 /20 .3 ± .42 45 .4 ± 1 .4 /18 .5 ± .47 44 .0 ± 1 .2 /18 .4 ± .46
FISTA 63.5± 1.2/22.6± .44 51.2± 1.3/19.8± .40 56.5± 1.3/21.1± .44 42.9± 1.0/18.5± .39 45.5± 1.5/19.1± .44 31.1± 1.0/16.5± .40
ℓ1-LS 61.6± 1.3/21.5± .49 45.3± 1.7/18.3± .46 48.7± 1.4/19.4± .46 40.7± 1.1/18.0± .40 33.7± 1.4/16.7± .44 30.0± 1.0/16.2± .43
FBP 54.6± 1.3/15.3± .57 48.1± 1.4/14.9± .56 41.5± 1.1/9.33± .66 36.2± 1.1/9.13± .65 27.6± .81/14.4± .71 23.6± .76/14.1± .70
BCS 54.3± 1.9/19.4± .49 52.3± 1.8/19.1± .47 40.7± 1.9/17.2± .47 39.6± 1.9/17.0± .46 29.1± 1.9/15.2± .49 28.9± 1.9/15.2± .48
CoSaMP 54.2± 2.0/19.2± .49 51.5± 1.7/18.6± .45 41.1± 2.1/16.8± .48 40.0± 1.9/16.6± .46 24.8± 1.6/13.5± .47 24.3± 1.5/13.4± .46

SSIM (×102)/PSNR for 128× 128 Set11 images
Angles 15 10 6
SNR 60 dB 40 dB 60 dB 40 dB 60 dB 40 dB
nCG-LS 51.3± 7.7/20.7± 2.0 46.9± 7.6/19.9± 1.7 44.3± 7.4/19.2± 1.5 40.4± 7.1/18.6± 1.3 37.8± 7.9/17.8± 1.4 35.1± 6.7/17.6± 1.3
gCG-LS 51 .3 ± 7 .8 /20 .7 ± 2 .0 46 .9 ± 7 .6 /19 .9 ± 1 .7 44 .3 ± 7 .4 /19 .2 ± 1 .5 40 .3 ± 7 .1 /18 .5 ± 1 .4 37 .8 ± 7 .9 /17 .8 ± 1 .4 35 .1 ± 6 .7 /17 .6 ± 1 .3
FISTA 50.9± 7.4/20.6± 1.9 33.0± 3.9/17.4± 1.3 43.4± 7.1/19.1± 1.5 27.8± 4.0/16.6± 1.2 37.3± 8.3/17.8± 1.4 26.4± 4.3/16.0± .97
ℓ1-LS 42.6± 7.3/19.2± 1.9 32.9± 4.0/17.4± 1.3 33.5± 6.8/17.5± 1.6 27.3± 4.1/16.5± 1.3 25.6± 6.4/15.7± 1.4 21.7± 4.5/15.1± 1.2
FBP 35.3± 4.0/11.2± .69 27.4± 2.9/10.6± .62 25.0± 3.2/5.46± .55 18.7± 2.0/5.23± .55 15.7± 2.5/0.85± .59 11.2± 1.2/0.68± .59
BCS 39.1± 11/17.7± 2.1 37.6± 11/17.5± 1.8 31.7± 10/16.3± 1.4 31.4± 9.7/16.3± 1.4 28.7± 10/15.1± 1.1 28.5± 10/15.1± 1.1
CoSaMP 38.7± 11/17.3± 2.0 38.0± 11/17.2± 1.9 32.2± 10/15.6± 1.3 32.0± 10/15.6± 1.4 28.9± 10/14.6± 1.0 28.8± 10/14.5± .95

image from a 60dB SNR Radon transform at 15 uniformly
spaced angles. We see by visual inspection and SSIM that both
gCG-LS and nCG-LS produce superior reconstructions to the
other iterative algorithms with nCG-LS slightly outperforming
gCG-LS.

The superiority of CG-LS is further highlighted in Table
I, which shows the average image reconstruction SSIM and
PSNR along with 99% confidence intervals. Note, larger
SSIM and PSNR values correspond to image reconstructions
that are visually closer to the original image. One reason
our method outperforms the comparative methods may be
attributed to the relatively low sparsity level of the wavelet
coefficients, ccc, which CG-LS can manage while ℓ1-LS, BCS,
and CoSaMP require a sufficiently high signal sparsity for
superb performance. Although, CG-LS is slower, as shown in
Table V.

Lastly, we remark that we tested a Kalman Filter ap-
proach [51] and found that it underperformed in general
inverse problems. For example, in CS experiments the Kalman
approach underperformed while being relatively competitive
to the prior art in Radon inversion problems. A thorough
examination of Kalman based approaches to general inverse
problems is a subject of future work.

III. CG-NET

A. Network Structure

We create a DNN by applying algorithm unrolling to CG-LS
in Algorithm 1. CG-Net has a structure shown in Fig. 4 and
consists of an input layer, L0, an initialization layer, Z0, an
initial uuu layer U0, K blocks given in Fig. 4b, and an output
layer, O. Two main functions, fffk : Rn × Rm → Rn and

(a) Original (b) Radon Transform (c) gCG-LS (0.503)

(d) nCG-LS (0.504) (e) FISTA (0.487) (f) ℓ1-LS (0.401)

(g) FBP (0.348) (h) BCS (0.342) (i) CoSaMP (0.342)

Fig. 3: Image reconstructions (SSIM) using our gCG-LS, our
nCG-LS, FISTA, ℓ1-LS, FBP, BCS, and CoSaMP. The input
to each algorithm is a vectorized (3b), which is the Radon
transform of (3a) at 15 uniformly spaced angles with an SNR
of 60dB. We observe that CG-LS outperforms all methods
with nCG-LS slightly outperforming gCG-LS.



7

(a) End-to-end network structure of CG-Net.

(b) Block k of CG-Net (c) Mathematical descriptions of the CG-Net layers.

Fig. 4: End-to-end network structure for CG-Net, the unrolled deep neural network of Algorithm 1, is shown in (4a). A
mathematical description of each layer is given in (4c). CG-Net consists of an input layer, L0, initialization layer, Z0, output
layer, O, and K CG-Net blocks (4b). Each CG-Net block, k, contains J steepest descent layers, Z1

k , . . . , Z
J
k , and a single

Tikhonov layer, Uk. Every layer takes the measurements, L0 ≡ yyy, as an input so these connections are omitted for clarity.

gggjk : Rn × Rn × Rm → Rn, define the CG-Net layers. Each
fffk(zzz,yyy) ≡ fffk(zzz,yyy;λk), which is parameterized by a scalar
λk, corresponds to updating uuu as

fffk(zzz,yyy) := AT
zzz (AzzzA

T
zzz + λkI)

−1yyy.

Next, each gggjk(zzz,uuu,yyy) ≡ gggjk(zzz,uuu,yyy; a
j
k, b

j
k, η

(j)
k , dddjk), which is

parameterized by a descent vector, dddjk, step size, η
(j)
k and

mReLU parameters ajk and bjk, corresponds to updating zzz as

gggjk(zzz,uuu,yyy) := Paj
k,b

j
k

(
zzz + η

(j)
k dddjk(zzz;uuu,yyy)

)
. (16)

In CG-LS, the step size, η(j)k , is found by a backtracking line
search, which we cannot implement in CG-Net. Thus, the
application of the mReLU activation function, Pa,b, at each
steepest descent step serves to guarantee the next step is not
too large and stays within Z .

Now, we mathematically detail the CG-Net layers:
L0 = yyy is the input measurements to the network

Z0 = Pa0,b0(Â
Tyyy), for Â = A/||A||2, is the initial

estimate of zzz from line 1 of Algorithm 1.
U0 = fff0(Z0, yyy) is the initial estimate of uuu corresponding

to line 1 of Algorithm 1.
The kth CG-Net block, shown in Fig. 4b, consists of layers:
Zj
k = gggjk(Z

j−1
k , Uk−1, yyy) is zzz on steepest descent step j of

iteration k, corresponding to line 11 in Algorithm 1.
Uk = fffk(Z

J
k , yyy) is uuu on iteration k, corresponding to line

15 in Algorithm 1.
O = UK ⊙ ZJ

K is the estimated wavelet coefficients
produced by CG-Net.

Note, to simplify notation, we let Z0
k = ZJ

k−1. In total, CG-
Net has K(J + 1) + 4 layers: K + 1 uuu update layers, KJ
steepest descent zzz layers, one input, output, and initialization
layer.

By incorporating the CG prior, CG-Net differentiates from
previous unrolled DNNs in two key ways. First, the Tikhonov
updates of uuu provide non-linear transformation layers of zzz.
These layers impose a significant structure via data consistency

in equating measurements and measured estimated signals.
Second, instead of estimating the original signal of interest
directly, CG-Net simultaneously estimates two separate signals
and formulates its output as a Hadamard product, which can be
viewed as a unique output activation function. These network
attributes, inspired by the theory in Sections II-A and II-B, are
shown to be advantageous empirically in Section III-C.

B. Network Parameters and Loss Functions
We further detail the parameters that will be learned by CG-

Net. For every k = 0, 1, . . . ,K the layer Uk is parameterized
by regularization scalar, λk > 0. In Algorithm 1, every λk is
taken to be the same constant, λ from (3), but we increase the
trainability of CG-Net by allowing different λk at each layer
updating uuu. The initialization layer, Z0, is parameterized by
two positive real numbers a0 > zmin and b0 > zmin, which
are applied through the mReLU function, Pa0,b0 .

Next, for each Zj
k layer, defined by (16), we implement

the steepest descent vector dddjk(zzz;uuu) = −Bj
k∇zF (zzz;uuu) for

a positive definite matrix Bj
k that will be learned in CG-Net.

Note, this descent vector is the steepest descent based upon the
quadratic norm || · ||2

(Bj
k)

−1
. Thus, CG-Net can be understood

as learning the quadratic norm defining every steepest descent
step that optimally traverses the landscape of the cost function
in (5). For matrix L, let Q and Λ be the eigendecomposition
of (L + LT )/2. That is, (L + LT )/2 = QΛQT . Define, for
small ϵ > 0, the diagonal matrix Λϵ as [Λϵ]ii = max{Λii, ϵ}
and let

Pϵ(L) = QΛϵQ
T . (17)

That is, Pϵ(L) can be viewed as the closest symmetric, real-
valued matrix with minimum eigenvalue of ϵ to (L + LT )/2
as measured by the Frobenius norm.

We enforce Bj
k to be positive definite by learning a lower

triangular matrix Lj
k and setting Bj

k = Pϵ(L
j
k). Therefore, CG-

Net layer Zj
k is parameterized by a lower triangular matrix Lj

k

defining the steepest descent vector

dddjk(zzz;uuu) = −Pϵ(L
j
k)∇zF (uuu,zzz).
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Note, while the entire matrix Lj
k could be learned, we set

CG-Net to learn only the diagonal and sub-diagonal in Lj
k

constraining Bj
k to be a tridiagonal matrix.

Additionally, as ∇zF (uuu,zzz), given in (13), depends on the
regularization scalar µ, layer Zj

k is parameterized by regular-
ization scalar µj

k. Furthermore, layer Zj
k is parameterized by

the step size η
(j)
k , which we take to be a diagonal matrix. That

is, instead of learning a single constant to scale the steepest
descent vector dddjk we learn a different constant to scale each
component of dddjk separately. Finally, layer Zj

k learns positive
real numbers ajk > zmin and bjk > zmin, which are applied
through the mReLU activation function, Paj

k,b
j
k
, in (16).

Fix a small real-valued ϵ > 0. We remark that to ensure
λk > 0 and a0, b0, a

j
k, b

j
k > zmin in implementation we use

max{λk, ϵ} in place of λk, max{a0, zmin+ ϵ} in place of a0,
and similarly for b0, a

j
k, and bjk.

When only the diagonal and sub-diagonal in Lj
k are learned

then CG-Net has K(J(3n+ 2) + 1) + 3 parameters

ΘΘΘ =
{
λ0, a0, b0, λk, µ

j
k, L

j
k, η

(j)
k , ajk, b

j
k

}j=1,2,...,J

k=1,2,...,K

where n is the image size. The CG-Net parameters are trained
by minimizing a loss function involving the SSIM image
quality metric [43], namely for B ⊂ D a batch of data points

LB(ΘΘΘ) =
1

|B|
∑

(ỹyyi ,̃ccci)∈B

(1− SSIM(Φc̃cc(ỹyyi;ΘΘΘ),Φc̃cci)) .

We note that the MAE loss function is an adequate alternative
providing nearly identical results for CG-Net. The SSIM loss
function is optimized through adaptive moment estimation
(Adam) [52], which is a stochastic gradient-based optimizer.
The gradient ∇ΘLB for Adam is calculated via backpropaga-
tion through the network, which we implement with automatic
differentiation [53] using TensorFlow.

C. Numerical Results

Given a sensing matrix, Ψ, dictionary, Φ, and noise level
in SNR, we create a set of training and testing measurement-
coefficient pairs, (yyy,ccc), as in Section II-C, that we use to train
and evaluate a CG-Net. Measurements are formed from 32×32
CIFAR10 [48] images and 64 × 64 CalTech101 [49] images.
For network size, CG-Net running on 32 × 32 or 64 × 64
image measurements use (K,J) = (20, 1) or (K,J) = (5, 1),
respectively. The network sizes were chosen empirically such
that the time to complete one image reconstruction was rea-
sonably quick while still producing excellent reconstructions
on a validation set of test images. We let f(z) = ln(z) and
initialize a0 = 1, b0 = exp(2), every η

(j)
k = 1

2I , all µj
k = 2,

each ajk = 8
10 , all bjk = exp(3), and every Lj

k = I . Finally,
we initialize λk = 0.3 for 60dB SNR noise level and λk = 2
all other noise levels. Each CG-Net was trained for 30 epochs
using a learning rate of 10−3 with early stopping.

We compare CG-Net against nine state-of-the-art methods:
memory augmented deep unfolding network (MADUN) [23],
ISTA-Net+ [24], FISTA-Net [25], iPiano-Net [29], Recon-
Net [13], LEARN++ [28], Learned Primal-Dual (LPD) [30],

FBPConvNet [15], and iRadonMAP [14]. Additionally, mem-
ory augmented proximal unrolled network (MAPUN) [54]
was considered, but due to the similarity in performance to
MADUN only MADUN results are shown. Note, LEARN++,
LPD, FBPConvNet, and iRadonMAP are CT-specific recon-
struction methods relying on the structure of the CT sino-
gram measurements. Instead MADUN, ISTA-Net+, FISTA-
Net, iPiano-Net, and ReconNet are linear inverse problem
reconstruction methods with particular application in image
compressive sensing. Furthermore, we remark that MADUN,
ISTA-Net+, FISTA-Net, iPiano-Net, LEARN++, and LPD
are DNNs formed by algorithm unrolling while ReconNet,
iRadonMAP, and FBPConvNet are instead standard DNNs.

For every set of training data, each method was trained
using early stopping. That is, as shown in Fig. 9, training
was conducted until the model initially overfits as compared
to a validation dataset. In doing so, we ensure every model is
sufficiently trained while also not being over trained thereby
presenting the best performance for each model for the pro-
vided set of training data.

Shown in Fig. 5 is the average SSIM quality, over 200
test image reconstructions, for CG-Net and the comparison
methods when each is trained on a varying amount of training
data. We consider small sets of training data specifically of size
1000, 500, 100, and 20 measurement, coefficient pairs. Note,
ReconNet, iRadonMAP, and some instances of FBPConvNet
perform significantly lower and are thus omitted from Fig. 5.
In Fig. 5a, 5b, and 5c we see when reconstructing images
from Radon transforms – at 15, 10, or 6 uniformly spaced
angles, respectively – with an SNR of 60dB that CG-Net
outperforms all comparative methods and does so appreciably
in low training.

The smallest training dataset, of size 20, is further detailed
in Table II, which displays the average SSIM and PSNR plus
99% confidence intervals over 200 test image reconstructions
for CG-Net and each comparison method. We see in Table II
that CG-Net significantly outperforms all comparative methods
in this low training scenario. While the values in Table II
may seem low, they are a result of training the models only
on a very small training dataset. To this point, while CG-Net
does not appreciably outperform CG-LS in the lowest training
scenario it will do so when provided enough training data.
In particular, we see in Fig. 5 and in Table III that with
over 100 training samples CG-Net will outperform CG-LS.
Nevertheless, as highlighted in Section IV, CG-Net provides
a significant reconstruction time improvement over CG-LS
while still providing comparable reconstruction quality even
in low training.

We believe the high performance of CG-Net in low training
scenarios is due to a couple of factors. First, the initializa-
tion of CG-Net corresponds precisely to CG-LS and, unlike
other algorithm unrolling methods, we do not replace any
part of the optimization with a CNN or other subnetwork
structure. As these optimization-replacing subnetworks are
learned completely from scratch, they can overfit quickly
in low training. Second, CG-Net naturally incorporates the
powerful statistical CG prior through the Tikhonov estimates
and Hadamard product output, which provides beneficial data-
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TABLE II: Average SSIM/PSNR with 99% confidence intervals for ten machine learning-based image reconstruction methods.
Each method reconstructed two hundred, 32× 32 CIFAR10 [48] and 64× 64 CalTech101 [49] images after training on a set
of only 20 samples. Sensing matrix, Ψ, is a Radon transform at 15, 10, or 6 uniformly spaced angles and the dictionary, Φ,
is a biorthogonal wavelet transform. Each measurement has an SNR of 60dB or 40dB SNR. In all cases, our method CG-Net,
highlighted in bold, outperforms the other approaches. Samples from these tests are visualized in Fig. 6, Fig. 7, and Fig. 8.

SSIM(×102)/PSNR for 32× 32 CIFAR10 images
Angles 15 10 6
SNR 60 dB 40 dB 60 dB 40 dB 60 dB 40 dB
CG-Net 89.9± .56/27.7± .38 84.4± .86/25.5± .28 81.5± .83/24.8± .40 77.4± .83/23.7± .34 67.6± 1.2/21.8± .40 66.1± 1.2/21.6± .37
LEARN++ 79.1± .98/22.2± .32 78.7± 1.0/22.2± .32 72.7± 1.1/21.1± .33 72.4± 1.0/21.1± .31 59.2± 1.4/19.7± .33 59.1± 1.3/19.6± .32
LPD 86.8± .64/25.1± .34 84.3± .77/24.4± .30 76.5± .93/22.5± .36 75.9± .90/22.4± .33 61.0± 1.2/19.7± .32 59.6± 1.2/19.4± .31
FBPConvNet 62.6± 2.2/17.2± .41 56.5± 1.7/15.4± .32 54.1± 1.6/16.3± .31 53.6± 2.1/16.3± .37 41.9± 1.4/14.8± .31 40.7± 1.6/14.5± .31
MADUN 82.6± .74/24.3± .33 80.2± .89/23.8± .29 71.3± .86/21.9± .35 69.9± .90/21.7± .33 55.3± 1.2/19.5± .36 54.6± 1.2/19.4± .35
FISTA-Net 83.8± .81/23.2± .30 81.9± 1.0/22.8± .31 75.8± .94/21.5± .29 74.9± 1.0/21.4± .29 61.9± 1.3/19.6± .29 61.6± 1.3/19.5± .28
iPiano-Net 84.2± .63/23.1± .44 82.1± .72/22.8± .40 75.3± .91/21.4± .43 74.2± .91/21.2± .42 64.3± 1.2/19.5± .46 61.8± 1.3/19.4± .43
ISTA-Net+ 86.4± .62/24.5± .39 83.6± .83/24.1± .36 74.1± 1.0/21.4± .39 73.6± .99/21.4± .37 55.4± 1.4/18.9± .33 55.3± 1.4/18.7± .33
iRadonMAP 21.4± 1.5/14.6± .33 20.7± 1.4/13.9± .37 20.8± 1.4/14.4± .35 20.5± 1.4/14.3± .34 18.4± 1.3/14.1± .37 18.2± 1.3/14.0± .37
ReconNet 19.6± 1.4/15.8± .32 19.0± 1.5/15.2± .31 18.7± 1.6/14.9± .32 18.3± 1.6/15.0± .32 17.7± 1.5/14.6± .32 17.1± 1.6/14.5± .31

SSIM(×102)/PSNR for 64× 64 CalTech101 images
Angles 15 10 6
SNR 60 dB 40 dB 60 dB 40 dB 60 dB 40 dB
CG-Net 65.4± 1.2/22.8± .46 60.6± 1.3/22.0± .41 56.6± 1.3/21.1± .44 53.1± 1.2/20.7± .41 45.7± 1.3/19.1± .43 43.1± 1.2/18.9± .41
LEARN++ 53.4± 1.4/19.3± .36 52.3± 1.4/19.2± .35 49.8± 1.5/19.0± .37 48.7± 1.5/18.9± .37 38.6± 1.3/17.1± .35 37.1± 1.3/17.0± .35
LPD 64.4± 1.2/21.0± .37 60.7± 1.1/20.7± .36 53.9± 1.2/19.5± .36 51.1± 1.2/19.1± .35 44.2± 1.3/17.5± .36 43.5± 1.3/17.6± .35
FBPConvNet 45.0± 1.6/15.9± .50 42.2± 1.5/15.6± .43 36.1± 1.5/14.2± .38 32.3± 1.4/13.7± .39 30.4± 1.2/12.6± .45 24.4± 1.1/11.9± .40
MADUN 57.8± 1.2/21.0± .46 56.5± 1.2/20.8± .43 49.1± 1.2/19.8± .42 47.9± 1.1/19.6± .40 38.8± 1.4/18.1± .42 38.2± 1.4/18.0± .42
FISTA-Net 63.7± 1.1/21.7± .38 59.6± 1.2/21.0± .35 55.2± 1.3/20.2± .36 53.4± 1.2/19.4± .34 45.6± 1.3/17.9± .38 44.4± 1.3/17.9± .38
iPiano-Net 63.9± 1.3/20.4± .49 61.0± 1.2/19.7± .44 56.3± 1.6/19.1± .56 54.0± 1.6/18.7± .54 45.7± 1.6/17.7± .49 45.1± 1.6/17.5± .48
ISTA-Net+ 60.0± 1.6/20.3± .42 58.9± 1.5/20.2± .41 54.5± 1.7/19.6± .45 53.9± 1.7/19.4± .44 45.6± 1.5/18.3± .42 44.5± 1.4/18.1± .42
iRadonMAP 12.9± 1.1/12.5± .34 12.8± 1.1/12.4± .34 12.4± 1.1/12.3± .35 12.3± 1.1/12.3± .35 11.5± .93/11.4± .36 11.3± .92/11.4± .35
ReconNet 12.9± .97/14.0± .38 11.3± .92/13.5± .36 11.5± .94/13.7± .37 11.0± .91/13.6± .38 10.6± .96/13.4± .38 9.40± .90/13.1± .38

(a) Fifteen uniformly spaced angles. (b) Ten uniformly spaced angles. (c) Six uniformly spaced angles.

Fig. 5: Average test image reconstruction SSIM and PSNR when varying the amount of CIFAR10 [48] data in training eight
machine learning-based image reconstruction methods. Here, the sensing matrices, Ψ, are a Radon transform at 15, 10, or 6
uniformly spaced angles and the sparsity dictionary, Φ, is a biorthogonal wavelet transform. Measurements in training and
testing have an SNR of 60dB. Our method, CG-Net, significantly outperforms all comparative methods, as highlighted in the
boxed region, in the low training regime. The 20 training samples scenario is further detailed in Table II.

consistency solution structure for low training. However, with
greater noise and higher training, CG-Net can perform lower
than the best performing comparative methods, possibly due to
the enforced structure that makes CG-Net so successful in low
training. Another consideration, as shown in Table VI, is that

the model complexity of CG-Net may need to be increased in
higher training by increasing the number of unrolled iterations.

For a visual comparison of the methods, Fig. 6 shows the
reconstructions, plus SSIM values, of a 32×32 dog image from
a 60dB SNR Radon transform at 10 uniformly spaced angles.
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(a) Original (b) Radon Transform (c) CG-Net (0.870) (d) LEARN++ (0.763) (e) LPD (0.796) (f) FBPConvNet (0.583)

(g) MADUN (0.730) (h) FISTA-Net (0.803) (i) iPiano-Net (0.791) (j) ISTA-Net+ (0.735) (k) iRadonMAP (0.173) (l) ReconNet (0.415)

Fig. 6: Test image reconstructions (SSIM) of a 32 × 32 dog image. Here, Ψ is a Radon transform at 10 uniformly spaced
angles, Φ is a biorthogonal wavelet transformation, and each measurement has an SNR of 60dB. Our method CG-Net (6c)
performs best.

(a) Original (b) Radon Transform (c) CG-Net (0.602) (d) LEARN++ (0.496) (e) LPD (0.556) (f) FBPConvNet (0.430)

(g) MADUN (0.510) (h) FISTA-Net (0.569) (i) iPiano-Net (0.565) (j) ISTA-Net+ (0.492) (k) iRadonMAP (0.090) (l) ReconNet (0.321)

Fig. 7: Test image reconstructions (SSIM) for a 32× 32 truck image. Here, Ψ is a 6 uniformly spaced angle Radon transform,
Φ is a biorthogonal wavelet transformation, and measurement have an SNR of 60dB. Our method CG-Net (7c) performs best.

Next, Fig. 7 shows the reconstructions of a 32×32 truck image
from a 60dB SNR Radon transform at 6 uniformly spaced
angles. Finally, Fig. 8 shows the reconstructions of a 32× 32
and 64 × 64 Barbara snippet each from a 60dB SNR Radon
transform at 15 uniformly spaced angles. All reconstructions
are performed after training on a dataset of only 20 samples.
In all figures, we see CG-Net producing higher quality images
visually and by SSIM than the nine comparison methods.

To further highlight the applicability of CG-Net we consider
alternative sensing matrices, Ψ, and dictionaries, Φ as summa-
rized in Table III. As typical in CS applications, we consider
Ψ ∈ Rm×n as a Gaussian matrix where m

n is the sampling
ratio. Also, we consider a DCT as an alternative representation
dictionary. The training dataset for each experiment consists
of 2000 measurement, coefficient pairs. Note, for each CS
problem, we initialize every λk = 102.

Table III provides the average SSIM and PSNR, across 200
test image reconstructions, with 99% confidence intervals for
various Ψ and Φ. As LEARN++, LPD, FBPConvNet, and
iRadonMAP are CT-specific reconstructions the CS problem
is not directly applicable and thus these comparisons are omit-
ted from Table III. Again, CG-Net outperforms or performs
comparably to the competitive methods in these alternative
sensing matrices and dictionary schemes. We remark that an
advantage of CG-Net is its applicability to any general linear
inverse problem while many of the comparison methods are
only for the specific problem of image estimation. It remains
a point of future work to study CG-Net and the comparative
methods for non-image estimation tasks.

Lastly, as shown in Fig. 5, Table II, and Table III the
unrolled DNN methods have an advantage over standard DNN
methods in low training scenarios. This is perhaps unsurprising
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TABLE III: Average SSIM/PSNR with 99% confidence intervals for six deep learning image reconstruction methods when
training and testing on alternative sensing matrices, Ψ, and dictionaries, Φ. Here, Ψ ∈ Rm×n is a Radon transform, at 15 or
10 uniformly spaced angles, or a Gaussian matrix, with 0.5 or 0.3 sampling ratio

(
defined as m

n

)
, as in compressive sensing.

Additionally, Φ is a biorthogonal wavelet or discrete cosine transformation. Each measurement is corrupted with noise at an
SNR of 60dB. Every method reconstructed two hundred 32× 32 CIFAR10 images after training on a set of 2000 samples. In
all cases, our method CG-Net, highlighted in bold, performs better or comparably to all other approaches.

SSIM(×102)/PSNR for 32× 32 CIFAR10 images
Φ Discrete Cosine Transformation Biorthogonal Wavelet Dictionary Discrete Cosine transform
Ψ 15 Angles 10 Angles 0.5 sampling ratio 0.3 sampling ratio 0.5 sampling ratio 0.3 sampling ratio
CG-Net 92.6± .44/29.2± .44 84.3± .80/25.7± .44 84.4± .80/25.3± .49 70.7± 1.1/22.2± .48 89.4± .72/26.9± .37 78.8± 1.1/23.2± .36
MADUN 90.9± .53/28.1± .42 82.5± .84/25.1± .42 72.0± .98/22.2± .38 62.8± 1.2/20.9± .41 79.2± .95/23.5± .37 70.6± 1.2/21.9± .41
FISTA-Net 91.6± .53/27.8± .41 83.5± .92/25.0± .41 75.8± 1.1/23.0± .39 66.5± 1.4/21.4± .42 75.8± 1.1/23.0± .39 66.5± 1.4/21.4± .42
iPiano-Net 92.9± .57/28.9± .49 85.0± .88/25.5± .42 88.7± .64/26.5± .39 79.5± 1.0/24.1± .44 88.7± .64/26.5± .39 79.5± 1.0/24.1± .44
ISTA-Net+ 92.7± .48/28.7± .44 85.2± .85/25.6± .42 85.5± .72/25.6± .39 80.1± .99/24.2± .43 85.5± .72/25.6± .39 80.1± .99/24.2± .43
ReconNet 68.0± 1.3/22.0± .35 64.2± 1.5/21.5± .38 77.4± 1.0/23.4± .40 65.3± 1.3/21.2± .39 77.4± 1.0/23.4± .40 65.3± 1.3/21.2± .39

(a) Original (b) Radon Transform (c) CG-Net (0.954) (d) LEARN++ (0.764) (e) LPD (0.862) (f) FBPConvNet (0.618)

(g) MADUN (0.829) (h) FISTA-Net (0.832) (i) iPiano-Net (0.864) (j) ISTA-Net+ (0.908) (k) iRadonMAP (0.501) (l) ReconNet (0.526)

(m) Original (n) Radon Transform (o) CG-Net (0.829) (p) LEARN++ (0.627) (q) LPD (0.724) (r) FBPConvNet (0.584)

(s) MADUN (0.718) (t) FISTA-Net (0.721) (u) iPiano-Net (0.787) (v) ISTA-Net+ (0.751) (w) iRadonMAP (0.185) (x) ReconNet (0.186)

Fig. 8: Image reconstructions (SSIM) using CG-Net and nine other deep learning methods for 32 × 32 and 64 × 64 Barbara
images. The sensing matrix, Ψ, is a Radon transform at 15 uniformly spaced angles, the dictionary, Φ, is a biorthogonal wavelet
transformation, and each measurement has an SNR of 60dB. Our method CG-Net, shown in (8c) and (8o), performs best.

given that the unrolled methods enforce some solution struc-
ture, through data consistency layers (typically a gradient step
on a data fidelity measure), providing better initialization over
standard DNN methods with no such required structure. That
is, with no training the reconstructions from an unrolled DNN
method, generally, are closer to the actual signal of interest as

compared to the reconstructions from a standard DNN method.
This likely leads to unrolled methods requiring less learning
for ample performance and thus succeeding in low training
scenarios. To this point, the excellent performance of our CG-
Net method in low training, as compared to state-of-the-art
DNN and standard DNN methods, can be expected as CG-Net
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enforces an appreciable solution structure by incorporating the
CG prior through the Tikhonov update layers and Hadamard
product output. However, given enough training data, standard
DNN methods could outperform unrolled methods, which may
now have hindered learning capacities due to the required
solution structure. As full coverage of a comparison between
unrolled and standard DNN methods is beyond the scope of
this paper; we leave it to a future study. As full coverage of a
comparison between unrolled and standard DNN methods is
beyond the scope of this paper, we leave it to a future study.

D. Ablation Study

We consider the effect of removing the learned steepest
descent matrix Bj

k from CG-Net by fixing it during training.
Two possibilities are employed, a gradient CG-Net (gCG-
Net) where Bj

k = I and a Newton CG-Net (nCG-Net) where

Bj
k =

(
HF ;zzz(uuuk−1, zzz

j−1
k )

)−1

where HF ;zzz is given in (14).
All other aspects of training are identical to CG-Net in Section
III-C except that for nCG-Net we scale the input measurements
by e−4 and initialize a0 = a

(j)
k = 1 and b0 = b

(j)
k = e.

Shown in Table IV is the average SSIM of 200 test image
reconstructions – from Radon transforms at 15, 10, and 6
uniformly spaced angles with an SNR of 60dB or 40dB –
when varying the amount of training data. With fewer than 100
training data samples both gCG-Net and nCG-Net structures
perform comparably or outperform the fully general version of
CG-Net. Likely, this is due to gCG-Net and nCG-Net having
fewer parameters to be fit for these cases and thus avoiding
overfitting. With more than 100 training data samples CG-Net
outperforms both gCG-Net and nCG-Net.

TABLE IV: Ablation study for CG-Net. Average SSIM (×102)
and PSNR for 32 × 32 image reconstructions from a Radon
transform, at several different amounts of uniformly spaced
angles, with a set SNR. We find that gCG-Net and nCG-Net
outperform the full version of CG-Net in the lowest training
scenario since fewer parameters must be fit for these cases.

Training Dataset Size
Method (Angles,SNR) 20 100 500

SSIM PSNR SSIM PSNR SSIM PSNR
gCG-Net 90.0 27.7 90.8 28.2 91.2 28.5
nCG-Net (15,60) 90.7 28.1 90.7 28.2 90.8 28.2
CG-Net 89.9 27.7 90.8 28.1 92.0 28.8
gCG-Net 81.6 24.9 82.4 25.1 82.8 25.3
nCG-Net (10,60) 81.7 24.9 81.8 24.9 82.0 25.0
CG-Net 81.5 24.8 82.4 25.1 83.6 25.5
gCG-Net 67.6 21.8 68.1 21.8 68.7 22.0
nCG-Net (6,60) 67.1 21.7 67.2 21.7 67.9 21.8
CG-Net 67.6 21.8 68.1 21.9 69.5 22.1
gCG-Net 66.1 21.6 66.4 21.6 66.7 21.6
nCG-Net (6,40) 65.5 21.5 65.6 21.5 66.2 21.6
CG-Net 66.1 21.6 66.4 21.6 67.7 21.7

IV. TIME REQUIREMENTS & PARAMETERS

Table V lists the average computational time per image, in
milliseconds, across 200 test image reconstructions running
on a 64-bit Intel(R) Xeon(R) CPU E5-2690. We see that CG-
LS is slower than the comparative iterative methods although
it has yet to be optimized for computational efficiency and

speed. Fortunately, the required computational time is reduced
by more than a factor of 100 for CG-Net while producing the
same or slightly improved quality image reconstructions as
compared to CG-LS. This reduced computational time of CG-
Net is one of the primary advantages over using CG-LS.

TABLE V: Average reconstruction time of 32 × 32 images
from Radon transform measurements at 15 uniform angles.

Method nCG-LS gCG-LS FISTA ℓ1-LS FBP BCS CoSaMP
Time (ms) 1.5× 105 8.7× 104 410 180 1.5 622 407

Method CG-Net ReconNet LPD LEARN++ iRadonMAP
Time (ms) 765 0.65 4.7 10.6 4.5

Method iPiano-Net FISTA-Net MADUN ISTA-Net+ FBPConvNet
Time (ms) 13.0 6.4 26.0 7.9 2.0

Nevertheless, CG-Net lags in computational time against
the comparative DNN methods that take a fraction of the
time to reconstruct an image. This is likely an outcome of the
required linear solver to calculate the inverse in (8) to update
uuu and the required eigendecomposition in (17). Instead, the
comparative methods solely consist of convolutions or matrix,
vector products that are appreciably faster to implement than
linear solvers.

Finally, Table VI provides the number of parameters for
CG-Net and all nine comparative deep learning-based methods
for linear inverse problems. We remark that CG-Net has the
fewest parameters to be trained out of the compared methods,
which may be a contributing factor to the success of CG-Net
when small training datasets are used.

Increasing the number of unrolled iterations in CG-Net
to produce a DNN with a model complexity matching the
average of the compared methods remains a point of future
work. In particular, with larger training datasets, CG-Net can
be outperformed by the best-performing comparative method
where we may be required to increase the number of unrolled
iterations in CG-Net, thereby increasing the number of learned
parameters, to more closely match the comparative methods.

TABLE VI: Parameter count for our CG-Net and each com-
pared deep learning method when reconstructing a 32 × 32
image from Radon transform measurements at 15 uniformly
spaced angles.

Method Parameters (×105) Method Parameters (×105)

CG-Net 0.62 ISTA-Net+ 3.37
LPD 2.53 MADUN 29.7

LEARN++ 12.0 FISTA-Net 0.75
iRadonMAP 8.33 iPiano-Net 19.3
FBPConvNet 7.09 ReconNet 7.30

V. CONCLUSION AND FUTURE WORK

Informed by the powerful statistical representation of signal
coefficients through the compound Gaussian prior, we devel-
oped a novel iterative signal reconstruction algorithm, named
CG-LS, that enforces the CG prior. CG-LS is based upon a
regularized least squares estimate of the signal coefficients
where the regularization, equivalent to the negative log prior
from a MAP estimate, is chosen to capture the fundamental
statistics of the CG prior. We conducted a rigorous theoretical
characterization of CG-LS, which gave important insights
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Fig. 9: Model loss curves on a validation dataset when training each deep learning-based method on Radon inversion from 15
uniformly spaced angles with 20 training samples. The point on each model’s loss curve represents the epoch in which that
model achieved its best loss on a validation dataset and overfits on subsequent epochs. Only these best loss epoch results are
presented for each method. Note, for the plots above, CG-Net uses an SSIM loss function, MADUN uses a mean absolute
error loss function, and all other methods use a mean square error loss function (possibly with some additional regularization).
As the network loss functions are not equivalent, these plots do not contribute a comparison between the methods and only
illustrate that each method is maximally trained for every supplied training dataset.

into the implementation of the algorithm. Numerical valida-
tion of CG-LS was conducted, which showed a significant
improvement over other state-of-the-art image reconstruction
algorithms.

Furthermore, we have applied algorithm unrolling to CG-
LS, creating a deep neural network named CG-Net. To the best
of our knowledge, CG-Net is the first unrolled DNN for natural
and tomographic image reconstruction to be fundamentally
informed by a CG prior. Multiple datasets were used to
train and test CG-Net where, after each training, CG-Net was
shown to outperform other unrolled DNNs as well as standard
DNNs. In particular, CG-Net significantly outperforms the
comparative methods in low training for both tomographic
imaging and CS applications. Finally, a comparison of the
computational time to reconstruct a single image from each
iterative and DNN method was discussed. CG-Net significantly
improved upon the necessary time over CG-LS, but still falls
short of the speed other DNN methods achieve for image
reconstruction.

Improving the speed of CG-Net serves as one direction
of future work for which we suggest a technique. When
training CG-Net the eigendecomposition in (17) must be
implemented within each Zj

k layer call as the entries of Lj
k

are actively being updated and thus, we need to actively
ensure (Lj

k + (Lj
k)

T )/2 stays positive definite. Using CG-
Net post-training, the eigendecomposition only needs to be
implemented once upon instantiating the model with pre-
trained network parameters.

Analyzing the performance of CG-Net for larger image
reconstructions also serves as a key point of future work. Here
we presented fundamental development, theory, and results for
a CG-inspired iterative reconstruction algorithm and unrolled
DNN. As CG-LS continues to outperform competitive iterative
methods when reconstructing larger images, we anticipate
CG-Net will similarly outperform or perform comparably to
competitive methods in low training scenarios when applied
to larger image reconstructions. For larger images, the training
time will be costly, however, so optimization of the CG-Net
implementation may be required. Alternatively, a technique,
common in CS applications, of splitting an image into disjoint

blocks of small size and then measuring and reconstructing
separately [23, 54] could be employed for future experimental
evaluation.

As we focus on laying the fundamental groundwork for
solving linear inverse problems while incorporating a CG
prior, further future work could extend CG-LS and CG-Net
to non-linear inverse problems where matrix A is replaced
by a non-linear function FA. Alternatively, a linearization of
a non-linear forward operator, which is an adequate approx-
imation for many non-linear inverse problems under suitable
conditions (e.g. radar imaging [55]), could be used. Therefore,
the theoretical and empirical groundwork laid in this paper
can serve as the basis for future applications of our CG-
based inverse problem methodology to CT, radar, or other
experimental data.

Another open question remains as to the generalizability
of the CG-Net model through replacing aspects of CG-based
optimization with relevant neural network structures. For in-
stance, the CG prior depends on the choice of nonlinearity
h, or the corresponding choice of its inverse f . A future
implementation of CG-Net could learn f by approximating
it with a sub-network embedded inside of CG-Net. Such an
extension of CG-Net could expand its applicability by both
no longer requiring a user-specified function f , as well as
providing CG-Net with a greater learning capacity.

Finally, further empirical comparison between standard
DNN approaches and algorithm-unrolled-based DNN ap-
proaches for solving inverse problems stands as another crucial
goal of future work for deep-learning-based inverse problems
as a whole. Briefly discussed in Section III-C, unrolling
approaches, such as CG-Net, appear to have a clear advantage
when small training data sets are available. However, given
enough training data, standard DNN approaches could have an
advantage over unrolled approaches in a couple of ways. One
is that unrolling approaches have required solution structure
and restriction through data consistency layers. Additionally,
unrolled approaches often share trained weights across net-
work layers leading to a recurrent network structure, which
can suffer from vanishing and exploding gradient problems.
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VI. APPENDIX

A. Proposition 2 Details

First, a lemma on the eigenvalues of a 2× 2 block matrix.

Lemma 6. For a, b, c ∈ Rn let A = D{a}, B = D{b}, and

C = D{c}. The eigenvalues of M =

[
A B
B C

]
are

λ±
i = (ai + ci ±

√
(ai − ci)2 + 4b2i )/2, i = 1, . . . , n.

Proof. Note B and C − rI commute. Thus, using [56]

det(M − rI) = det((A− rI)(C − rI)−B2),

which is zero for r = λ±
i .

We now prove Proposition 2.

Proof of Proposition 2. Let ρρρ : Rn ×Zn → Rn be given by

ρρρ(uuu,zzz) = AT (AD{zzz}uuu− yyy). (18)

Let i ∈ {1, 2, . . . , n}. Define Zi(z) := {zzz ∈ [z0, b]
n : zi = z}

for z ∈ [z0, b]. Since f2(z) is differentiable and achieves a
local minimum at z0 > 0, then f ′(z0)f(z0) = 0. Then

Fi(zzz) = −2λz0vi(zzz)
2 ≤ 0 for all zzz ∈ Zi(z0)

as λ > 0 and vvv(zzz) = [v1(zzz), . . . , vn(zzz)]
T and FFF(zzz) =

[F1(zzz), . . . ,Fn(zzz)]
T are given in (9) and (10), respectively.

Writing yyy = sỹyy we define ṽvv(zzz) = AT (AzzzA
T
zzz + λI)−1ỹyy and

ṽmax(b) = max
1≤i≤n

max
zzz∈Zi(b)

|ṽi(zzz)|.

Let zzzb ∈ Zi(b). Note, s2 (ṽmax(b))
2 ≥ s2ṽi(zzzb)

2 = vi(zzzb)
2.

Hence, if

1

(ṽmax(b))
2

f ′(b)f(b)

b
≥ λ

µ
s2 (19)

then µf ′(b)f(b) ≥ λbs2 (ṽmax(b))
2 ≥ λbvi(zzzb)

2. Thus,

Fi(zzz) = −λbvi(zzz)
2 + µf ′(b)f(b) ≥ 0 for all zzz ∈ Zi(b).

By the Poincare-Miranda theorem [57], when s, λ, and µ
satisfy (19) there exists a zzz∗ ∈ [z0, b]

n such that FFF(zzz∗) = 000.
Thus, by Lemma 1, [uuu∗, zzz∗] with uuu∗ = zzz∗ ⊙ vvv(zzz∗) is a
stationary point of (3).

Next, we assume that (19) is satisfied and show the Hessian,
HF = HF (uuu,zzz), of (3) at [uuu∗, zzz∗] is positive definite. Note

HF

2
=

[
AT

zzz

AT
uuu

] [
Azzz Auuu

]
+

[
λI D{ρρρ(uuu,zzz)}

D{ρρρ(uuu,zzz)} µD{hhhf (zzz)}

]
(20)

for hhhf and ρρρ given in (15) and (18), respectively. Observe

ρρρ(zzz ⊙ vvv(zzz), zzz) = AT (AzzzA
T
zzz (AzzzA

T
zzz + λI)−1 − I)yyy = −λvvv(zzz).

Thus, at xxx∗ = [uuu∗, zzz∗], using that uuu∗ = zzz∗ ⊙ vvv(zzz∗) we have[
λI D{ρρρ(xxx∗)}

D{ρρρ(xxx∗)} µD{hhhf (zzz
∗)}

]
=

[
λI −λD{vvv(zzz∗)}

−λD{vvv(zzz∗)} µD{hhhf (zzz
∗)}

]
which, by Lemma 6, has eigenvalues

λ±
i = λ(1 + ci ±

√
(1− ci)2 + 4vi(zzz∗)2 )/2

for ci := µ
λ [hhhf (zzz

∗)]i = µ
λ

(
f ′′(z∗i )f(z

∗
i ) + f ′(z∗i )

2
)
. Since

f2(z) is strictly convex on [a, b], then f ′′(z∗i )f(z
∗
i ) +

f ′(z∗i )
2 > 0 implying ci > 0 and thus λ+

i > 0 for all
i = 1, 2, . . . , n.

Now λ−
i > 0 if and only if ci > vi(zzz

∗)2. Define

hf min = min
z∈[z0,b]

f ′′(z)f(z) + f ′(z)2

ṽmax = max
1≤i≤n

max
zzz∈[z0,b]n

|ṽi(zzz)|.

Note s2ṽ2max ≥ s2ṽi(zzz
∗)2 = vi(zzz

∗)2 and [hhhf (zzz
∗)]i ≥ hf min

for all i = 1, 2, . . . , n. Hence, if

hf min

ṽ2max

>
λ

µ
s2 (21)

then ci = µ
λ [hhhf (zzz

∗)]i ≥ µ
λhf min > s2ṽ2max ≥ vi(zzz

∗)2 and
thus λ−

i > 0. Therefore, when s, λ, and µ satisfy (21)
then (20) at [uuu∗, zzz∗] is the sum of a positive semi-definite
and positive definite matrix, implying the Hessian is positive
definite. Lastly, note f ′(b)f(b) > 0 and hf min > 0 as f2(z) is
strictly convex on [a, b] and achieves a minimizer z0 ∈ (a, b).
Thus (19) and (21) can be satisfied for positive λ, µ, and s.

Comparing (19) and (21) we note ṽ2max ≥ (ṽmax(b))
2.

Hence, if an approximation of ṽmax, which we denote by v̂max,
is obtained then we can satisfy both (19) and (21) choosing
min{f ′(b)f(b)/b, hf min}/v̂2max > λs2/µ. Note, for a given
f , both f ′(b)f(b)/b and hf min can easily be obtained.

B. Proposition 3 Details

For initial estimates uuu0 and zzz0, define the sublevel set

S(uuu0, zzz0) = {(uuu,zzz) ∈ Rn ×Zn : F (uuu,zzz) ≤ F (uuu0, zzz0)}.

Since F is continuous then S(uuu0, zzz0) is closed and since F is
coercive in both uuu and zzz then S(uuu0, zzz0) is bounded. Thus,
S(uuu0, zzz0) is compact, which implies that F has Lipschitz
continuous gradient on S(uuu0, zzz0). Let L := Lzzz(uuu0, zzz0) be the
Lipschitz constant, on S(uuu0, zzz0), for ∇zF .

Proof of Proposition 3. Let ζζζ = zzzjk, ξξξ = zzzj−1
k , and η = η

(j)
k .

As ∇Gk is Lipschitz continuous with constant L, then

Gk (ζζζ) ≤ Gk (ξξξ) + η∇Gk (ξξξ)
T
dddjk (ξξξ) +

L

2

∣∣∣∣∣∣ηdddjk (ξξξ)∣∣∣∣∣∣2
2
. (22)

for sufficiently small η. Using (7) note, ∇Gk (xxx)
T
dddjk(xxx) =

−||∇Gk(xxx)||2∗(k,j) and for the Euclidean bound constant γ(k,j)
of || · ||(k,j) we have γ2

(k,j)||ddd
j
k(xxx)||22 ≤ ||∇Gk(xxx)||2∗(k,j).

Combining with (22) gives

Gk (ζζζ) ≤ Gk (ξξξ)− η

(
1− ηL

2γ2
(k,j)

)
||∇Gk (ξξξ)||2∗(k,j) . (23)

From [47] a backtracking line employs two user-chosen
parameters α ∈ (0, 1/2] and β ∈ (0, 1) where the step size η
is chosen to be a multiple of β satisfying

Gk (ζζζ) ≤ Gk (ξξξ)− αη ||∇Gk (ξξξ)||2∗(k,j) . (24)

Note, (23) implies (24) when η ≤ γ2
(k,j)/L and thus,

from [47], the backtracking line search step size satisfies
η ≥ min{1, βγ2

(k,j)/L} > 0. Combining with (23) and (24)
produces (11) when c(k,j) = αmin{1, βγ2

(k,j)/L}.
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C. Theorem 4 Details

Recall Gk(zzz) = F (uuuk−1, zzz). We now prove Theorem 4.

Proof of Theorem 4. Define vvvk = [uuuk, zzzk], vvvk− 1
2

=

[uuuk−1, zzzk] and vvvj
k− 1

2

= [uuuk−1, zzz
j
k]. We let F (vvvk) = F (uuuk, zzzk)

and similarly for F (vvvj
k− 1

2

) and F (vvvk− 1
2
). Note, for all k ≥ 1,

vvv0
k− 1

2

= vvvk−1 and vvvJ
k− 1

2

= vvvk− 1
2

. Summing over j in (11)

F (vvvk−1)− F (vvvk− 1
2
) ≥

J∑
j=1

c(k,j)

∣∣∣∣∣∣∇zF
(
vvvj−1

k− 1
2

)∣∣∣∣∣∣2
∗(k,j)

≥ c(k,1)||∇zF (vvvk−1)||2∗(k,1). (25)

First, note ∇uuuF (vvvk−1) = 000 since uuuk−1 is a global
minimizer of (3) with zzz fixed at zzzk−1. Hence, we have
||∇zF (vvvk−1)||2∗(k,1) = ||∇F (vvvk−1)||2∗(k,1). Second, note
F (vvvk) ≤ F (vvvk− 1

2
) since uuuk is a global minimizer of (3) with

zzz fixed at zzzk. Hence, −F (vvvk) ≥ −F (vvvk− 1
2
). Third, define

c := αmin
{
1, βγ2/L

}
(26)

and note, since γ(k,1) ≥ γ, then, from Proposition 3 c(k,1) ≥
c > 0. Combining these three results with (25) gives

F (vvvk−1)− F (vvvk) ≥ c||∇F (vvvk−1)||2∗(k,1). (27)

Thus, CG-LS generates a monotonic decreasing sequence of
cost function values, which are bounded below by 0. Hence,
{F (vvvk)}∞k=0 converges to a value F ∗. Therefore, taking an
infinite sum of (27) w.r.t k and using γ∗(k,1) ≥ γ gives

F (vvv0)− F ∗ ≥ c
∞∑
k=1

||∇F (vvvk−1)||2∗(k,1) ≥ γ2c
∞∑
k=0

||∇F (vvvk)||22.

Implying that
∑∞

k=0 ||∇F (vvvk)||22 converges. Thus,
lim
k→∞

||∇F (vvvk)||22 → 0 and so lim
k→∞

∇F (vvvk) → 000. Finally,
taking an average of (27) gives

F (vvv0)− F (vvvK)

c

1

K
≥ min

1≤k≤K
||∇F (vvvk)||2∗(k,1).

D. Theorem 5 Details

First, define

Bδ(ûuu, ẑzz) = {[uuu,zzz] ∈ Rn ×Zn : ||[uuu,zzz]− [ûuu, ẑzz]||2 < δ} .

for δ > 0, ûuu ∈ Rn, and ẑzz ∈ Zn. We now prove Theorem 5.

Proof of Theorem 5. The non-degenerate local minimizer
[uuu∗, zzz∗] in Proposition 2 satisfies, for all www ∈ R2n,
wwwTHF (uuu

∗, zzz∗)www = ℓ0(www) ≥ λmin > 0 where λmin is the
minimum eigenvalue of the Hessian HF (uuu

∗, zzz∗). Since (3) is
twice continuously differentiable then, for fixed www ∈ R2n,
Q(uuu,zzz) := wwwTHF (uuu,zzz)www is a continuous function. Fix
ℓ ∈ (0, λmin) and let ϵ = λmin − ℓ > 0. By continuity of
Q there exists a δ > 0 such that for all [uuu,zzz] ∈ Bδ(uuu

∗, zzz∗)
we have |Q(uuu,zzz)−Q(uuu∗, zzz∗)| < ϵ = λmin− ℓ, which implies
Q(uuu,zzz) ≥ ℓ. Therefore, (3) is strongly convex with constant
ℓ on C = Bδ(uuu

∗, zzz∗).
Next, strong convexity of (3) with constant ℓ implies that

F (vvvi)− F ∗ ≤ (2ℓ)−1||∇F (vvvi)||22 (28)

for all i ≥ 0. Rearranging (27), subtracting F ∗ from both
sides, and applying || · ||∗(k,1) ≥ γ|| · ||2 gives

F (vvvk)− F ∗ ≤ F (vvvk−1)− F ∗ − γ2c||∇F (vvvk−1)||22,

which combined with (28), when i = k − 1, produces

F (vvvk)− F ∗ ≤ (1− 2ℓγ2c) (F (vvvk−1)− F ∗) . (29)

Applying (29) recursively gives (12).

E. Compound Gaussian Representations

Here, we discuss the generality of the CG prior.

Proposition 7. The generalized Gaussian, student’s t, α-
stable, and symmetrized Gamma distributions are special
cases of the compound Gaussian distribution.

The result of Proposition 7 is found in [10, 11]. Now, we
give an explicit nonlinearity, h, such that the CG prior reduces
to a Laplace prior.

Proposition 8. Let Υ be the cumulative distribution function
(CDF) of a standard Gaussian random variable. Define

h(x) =
(
−2λ2 ln(1−Υ(x))

)1/2
.

Then ccc = h(xxx)⊙ uuu, for xxx ∼ N (000, I) and uuu ∼ N (000, I), has a
Laplace distribution. That is, ccc ∼ λ exp(−λ||ccc||1)/2.

Proof. A Laplace random variable X ∼ λ exp(−λx)/2 is
decomposed as X =

√
ZU , for U ∼ N (0, 1) and Z ∼

Exp(1/2λ2). Let FZ(z) = 1 − e−z/(2λ2) be the CDF of Z.
Due to independence in the components of ccc, we only need
to show that h(xi)

2 ∼ Z for xi ∼ N (0, 1), which is easily
observed since

P(h(xi)
2 ≤ x) = P

(
xi ≤ Υ−1 (FZ(x))

)
= FZ(x).
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