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Distributed Extended Object Tracking Using
Coupled Velocity Model from WLS Perspective
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Abstract—This study proposes a coupled velocity model (CVM)
that establishes the relation between the orientation and velocity
using their correlation, avoiding that the existing extended
object tracking (EOT) models treat them as two independent
quantities. As a result, CVM detects the mismatch between the
prior dynamic model and actual motion pattern to correct the
filtering gain, and simultaneously becomes a nonlinear and state-
coupled model with multiplicative noise. The study considers
CVM to design a feasible distributed weighted least squares
(WLS) filter. The WLS criterion requires a linear state-space
model containing only additive noise about the estimated state.
To meet the requirement, we derive such two separate pseudo-
linearized models by using the first-order Taylor series expansion.
The separation is merely in form, and the estimates of interested
states are embedded as parameters into each other’s model,
which implies that their interdependency is still preserved in the
iterative operation of two linear filters. With the two models,
we first propose a centralized WLS filter by converting the
measurements from all nodes into a summation form. Then,
a distributed consensus scheme, which directly performs an
inner iteration on the priors across different nodes, is proposed
to incorporate the cross-covariances between nodes. Under the
consensus scheme, a distributed WLS filter over a realistic
network with ‘“naive” node is developed by proper weighting
of the priors and measurements. Finally, the performance of
proposed filters in terms of accuracy, robustness, and consistency
is testified under different prior situations.

Index Terms—Extended object tracking, wireless sensor net-
work, weighted least squares criterion, consensus estimate, se-
quential processing.

I. INTRODUCTION

ITH increased resolution capabilities of modern sen-

sors (e.g., phased array radar), multiple measurements
from different scattering source of an object appear in a
detection process [1]]. In this situation, one can fuse these
available measurements to get a joint estimate on the kinematic
state (e.g., position and velocity) and extent (e.g., size and
orientation) about the object. This induces a so-called extended
object tracking (EOT) problem [2f], [3]]. The previous works on
the EOT system rely on different state-space models, such as
the random matrix (RM) model for elliptical extents [4]—[8]],
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random hyper-surface model (RHM) [9] and Gaussian process
(GP) model [10]-[]12] for star-convex extents, and multiplica-
tive error model (MEM) [13]], [14] for axis symmetric extents,
etc.

In recent years, wireless sensor network (WSN) has received
much attention as it uses a cooperative protocol to increase
the perception capability from different field-of-view (FoV)
[15]-[19]. In general, WSN involves two types of network
architectures, i.e., the centralized and distributed. To derive
a centralized EOT filter under the RM model, G. Vivone et
al. integrated multiple sensors’ measurements into the fusion
center to output a fused estimate [23[]-[25]. The centralized
architecture provides an optimal estimate, while a key chal-
lenge is that the fusion center suffers from a computational
burden for large-scale sensor networks. The other challenge is
that the fusion service will be suspended or even denied if the
fusion center does not work properly (e.g., under a network
attack).

The distributed architecture discards the fusion center, so
it overcomes these challenges to some extent [20]—[22]. In
[26], a distributed EOT filter was proposed by minimizing
the weighted Kullback-Leibler divergence. To accomplish an
asynchronous measurements fusion, Liu et al. proposed a
distributed EOT particle filter, where the Gaussian mixture
approximations of local posterior density functions were fused
by a named geometric mean fusion rule [27]]. Recently, Hua
et al. derived a distributed variational Bayesian filter for the
statistical characteristic identification and joint estimation [28]].
Therein, the alternating direction method of multipliers was
used to hold a consensus estimate. Apart from these filters
under the RM model [26]]—[28]], Ren et al. used the diffusion
strategy to provide a distributed EOT filter within the MEM
model [29].

The above mentioned distributed filters over sensor net-
works have the following common shortcomings. First, the
models (i.e., the RM and MEM model) they rely on do not
establish a tight relation between estimated states from the
kinematic perspective, which causes the EOT merely being
a joint estimation problem. In fact, an EO’s extent including
the orientation enables to point out whether its velocity has
changed, since a change in the orientation must be caused
by its velocity. Second, an EO is detected by each sensor
node during the whole tracking process. This is definitely
not suitable in a realistic scenario, since a sensor node has
fixed FoV and limited sensing distance. Moreover, a network
topology is usually sparse (not fully-connected), and thus
the measurements are not available in a node and its imme-
diate neighboring nodes (i.e., the node is a “naive” node).
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Hence, how to design a feasible distributed filter becomes
very challenging, especially when combined with constrained
communication resource. Third, the cross-covariances across
different nodes are neglected as the computational cost and
bandwidth requirements become unscalable for a large-scale
network. Due to this reason, those existing distributed estima-
tion schemes only yield a sub-optimal estimate.

In this study, we endeavor to overcome the mentioned
shortcomings and propose a distributed weighted least squares
filter over a realistic sensor network with “naive” nodes. The
main contributions are as follows.

1) We propose a state-space model named coupled velocity
model (CVM). The CVM introduces a sideslip angle to
integrate the orientation and velocity components so that
their correlation is constructed via a more intuitive way.
Using CVM will improve the performance of the related
EOT filters, as it detects the mismatch between the actual
motion pattern and prior dynamic model to correct the
filtering gain.

2) By performing the first-order Taylor series expansion,
we establish two separate pseudo-linearized measure-
ment models with only additive noise. Compared with
the original CVM model, the two models do not lose
any first and second moment information, and the cross-
correlation between estimated states is also preserved in
each other’s model. More importantly, they provide an
efficient entry to derive the corresponding filters under
the WLS criterion.

3) With the separate models, we derive a centralized WLS
filter to simultaneously estimate the kinematic state and
extent. To reduce the computational cost, the centralized
filter converts the measurements from all of sensor nodes
into a summation form.

4) A consensus scheme is proposed to pave the way such
that the cross-covariances across different nodes are
sustained by directly performing an inner iteration on
the priors. Under the scheme, we give a distributed WLS
filter over a realistic network with “naive” nodes. To
testify the robustness and effectiveness of the proposed
filter, several numerical experiments are conducted under
different scenarios.

For clarity, some notations that are used throughout the
study are listed in Table |l The reminder of this study is
organized as follows. Section [II| gives a brief problem formu-
lation. Section [III] presents two separate measurement models.
Section [IV| presents a centralized filter and Section [V]| presents
the corresponding distributed filter. Numerical examples and
results are presented in Section Section concludes this
study.

II. PROBLEM FORMULATION

Here, the considered network topology G = (N, A) is
shown in Fig. m where A is the set of sensor nodes, and
A C N x N is the set of edges such that (s, j) € A if node s
communicates with j. For the node s € NV, let N*\{s} be a set
of its neighboring nodes (excluding s itself). The accumulated
sensor measurements on node s € N at time k are denoted as

TABLE I: Notations

Notation Definition
7 transpose of a matrix/vector
Il -norm
I, n-th dimensional identity matrix
col(A;);es | stack A; on top of each other to form a column matrix
N set of sensor nodes
N\ {s} [set of neighboring nodes of the s € N (excluding s itself)
T kinematic state
Pk extent vector
apr Qf information matrix
Ci Ci centralized covariance matrix
Cigl CZ??S covariance matrix on node s at the [-th iteration
igfg Ag)s estimate on node s at the [-th iteration
Tk Pk centralized estimate
{yzys}?:kf nj, measurements on node s
Vi,s accumulated measurements on node s
Vi accumulated measurements from all sensor nodes

Vi,s = {Y},  }iey» and the accumulated measurements from
all sensor nodes are denoted as Vi = {V,s Fsen-

N;

. States

Q Sensor nodes

The figure shows a topology with 6 sensor nodes

Fig. 1:
{N1,Na, ..., Ns}. The black solid lines represent the communica-
tion links between different nodes. Let the initial state of the object
be sk_1, and then the object has four states {sk, Sk+1, Sk+2, Sk+3}
over time. The figure also shows the existence of “naive” nodes.
For example, when the object is in the state s, only the node N;
observes the object. The nodes {N3, Ny, N5} and their immediate
neighboring nodes do not observe the object. Therefore, the nodes
{N3, N1, N5} are the “naive” nodes for the state sy.

Next, we propose a novel state-space model, namely cou-
pled velocity model (CVM), where the correlation between
the velocity and orientation is established via a sideslip angle.
(1) State Parameterization

At time k, the kinematic state xj,

7 (1)

Ty = [(ﬂcz)Ta'UE,’Ui, o
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v}, sin B +vy, cos By

v} sin B —v), cos By, I 0 B
T [[9% ] 9% || k,1 k,1 i
Yi,s = Hx, + v}, cos B —vy sin B, v}, sin B +vy, cos By 0 li o 7],6 ) +'Uk75a 3)
19l 19l ——
:=h}

=Sk

involves the centroid position x§{ € R?, the velocity
[v5,v}]T := ¥ in = and y axes, and possible quantities such
as acceleration. As for the extent

I )

it involves the semi-lengths [, ; and [} o, and the sideslip angle

Pr = k.1, k2, Bk

y
B = arctan(-£) — ay, that represents a drift between the
k

orientation «y, and velocity direction arctan(Z—z“).
(2) Measurement Model §

At time k, the measurement y,i7s on node s € N is given
in (3), where the measurement matrix H = [I 0] extracts
the position component from x, the coefficient matrix Sy
compacts the kinematics and extent, and the multiplicative
noise h’i:,s enables any scattering source lying on the boundary
or interior of the object. It is assumed that v} ;, v 5,
are uncorrelated zero-mean Gaussian noises with covariances
Clé; if s =j, 655 =1, and d,; = 0, otherwise. Fig. [2] gives
an illustration for the model (3).

Fig. 2: Illustration of the measurement model. The time index k,
measurement index 4, and sensor node index s are omitted in the
figure. The centroid position of the object is x°, and its extent and
velocity are denoted as p = [l1,12,3]" and © = [v*,v"]", respec-
tively. By counterclockwise rotating an angle « = arctan(v’ /v*)—
(i.e., the orientation) along z-axis, a reference coordinates z,-y, is
obtained. The scattering source z is compacted by the parameters
p, ° and multiplicative noise h = [h1, h2]'. The measurement y
is obtained by the source z plus a Gaussian measurement noise v.
The illustration gives a direct view about the correlation between the
velocity and orientation. It can be seen that the model is feasible to
describe the perpendicular axis-symmetric extents, such as an ellipse
or a rectangle.

(3) Dynamic Models
The dynamic models for the kinematics and extent are given
as follows:

Tpp1 = Pl + wi, “)

Pry1 = PLpr + wy, 5)

where ®% and ®¥ are transition matrices, and w} and w? are
zero-mean Gaussian process noises with covariances C:, and
CP, respectively. One can select the corresponding transition

matrices according to the actual motion pattern and body
structure, e.g., for a rigid object with nearly constant velocity,

0
By =

oo o

1
0
0

o~ o+

Remark 1:

o Compared with the previous model in [[14]], (3) uses the
sideslip angle [ to establish a tight relation between
the velocity components [v v}| and orientation a, from
the kinematic perspective. On the one hand, the relation
contributes to finding the mismatch between the actual
motion pattern and prior dynamic model. A main reason
is that the orientation provides an intuitive insight to point
out whether the motion pattern has changed. Once the
pattern has changed, the corresponding filter should set
more weight to the measurement instead of the prior. On
the other hand, the relation is capable of describing the
object drift cases such as in maritime radar applications
[30], [31].

o The dynamic model (3) w.rt the extent involves the
process noise w}. Although the study focuses on a
rigid object (i.e., its extent is time-invariant), there may
exist a distortion of extent to some extent in a sensor’s
FoV during the tracking process. Thus, the noise w? is
introduced to describe the distortion.

Although the state-space model is given, directly using the
model to achieve a centralized or distributed filter still con-
fronts some intractable difficulties. For the centralized filter, a
main difficulty is how to process the massive measurements
from multiple nodes especially in the EOT scenario. The
distributed filter over a network with “naive” nodes faces two
difficulties: 1) how to properly balance the weight between
the priors and measurements to give a consensus estimate;
2) how to preserve the cross-covariances among the nodes
in a distributed tracking system, especially for a large-scale
network, so that the distributed estimate closes to the corre-
sponding centralized value (i.e., the optimal estimate) as much
as possible.

III. SEPARATION OF MEASUREMENT MODEL WITH
COUPLED KINEMATICS AND EXTENT

This study introduces the WLS criterion to handle those
aforementioned difficulties. On the one hand, the criterion
facilitates the centralized filter to reduce its computational
cost by converting the massive data into a compact summation
form. On the other hand, it allows the local estimate on each
node to be given a proper weight in the final result. However,
it requires a linear state-space model with only additive noise
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about the estimated state. Thus, we separate (3) into two
pseudo-linearized models to satisfy the requirement.

Here, the measurements {yj  };*; on node s € N are

processed sequentially. Let &)/~ 0 pi Y, il ang crl
denote the prior estimates for the kinematics x; and extent
pi. plus their corresponding covariances at the [¢ — 1]-th se-
quential operation. The node s processes yk ; to obtain the
updated estimates wg], pg], CI[Z] and C}, [ Next, we focus
on presenting two pseudo- 11nearlzed measurement models w.r.t
i and py, respectively.
Proposition 1 (Separate model I): The measurement model
about xy, is _ ‘
yi.. ~ Hay, + o1, ©6)
where v} is the equivalent noise with E(vz[g) = 0,
Cov(v 3LM) = Rx[z] = Cl 4+ C! + C™! + CV. The terms
Cl, CII and CIII are given as follows:

afie SN
c' =8 et (sp) (7)
[€mn] = {CP[Z 1]( Zk 1]) ChJszlz];} ®)
CII

nk,v

[wmn] = tr {HCi[il]HT (j[i71]> Ch nZ@kll])} ) 9)

CII

for m,n € {1,2}. The intermediate quantities 3’ ;], J[sz’;]’
J [fk 1], and J [i- i] are the Jacobian matrices of the first row
S; % and second row Sy of Sy around the [¢ — 1]-th extent
estimate pL U and velocity estimate 19L }, respectively.
Proof: See Appendix [A] [ |
Notice that the quantities CL CI and C ip @ are treated
as constant terms at the [¢]-th sequential operation since they
are calculated based on the former estimates p[ U and 19 i1l
Due to the existence of zero-mean multiplicative noise
ki, a pseudo-measurement using 2-fold Kronecker product
is required to update the extent [[14]], [32]. The [i]-th pseudo-
measurement Y,L] is given as

Y = F (i, - Hel ) o (i —He ), (0

and its expectation is

E(Y},) = Fveet (CilY), (1)
residual covariance is
Cov(Yl) =F (cy[ 1% cym) F+F)T (12
with
1 0 0 O } 1 0 0 O
F=|0 0 0 1|, F=|0 0 0 1 (13)
01 0 O 0 0 1 0

Proposition 2 (Separate model I1): According to (I0), the
measurement model about py, is

Y~ My 4 ofl (14)

»S

where
ali—1] ~p 5li—1
" oSl el ]
ME? - [i—1] 2S[[ZZk1] Ch'][;k; [i—1] 7 =
i— 1 i—1 i—1 i—1
S ChJ + 85 Ch‘]m
and vp [ is the equivalent noise with

E(p) = o}l i= Fveet (i) - p{ Y, (16)

coruf )~ RE o (Gl o cfl) P BT
opli—1 opli-1ygli-1T
Nl ep iyl

Proof: See Appendix -

Remark 2:

o Although the models (6) and are separated from
(@), the interdependency between the kinematics xj, and
extent pj still remains as parameters in each other’s
model. In this condition, the joint estimation of xj, and pj
is transferred into an iterative operation of related linear
filters.

¢ Considering the complex calculation in the higher-order
terms, such as the Hessian matrix, the models (6) and
only utilize the first-order Taylor series expansion in #7).
Moreover, the model (T4) merely depends on as an
essential prerequisite, otherwise (T4) cannot be obtained.

IV. CENTRALIZED WLS FILTER

This section presents a centralized weighted least squares
filter (CWLSF) as a benchmark for the following distributed
filter. The CWLSF first integrates the models (@) and (T4) into
the WLS structure, and then the estimated states are alternately
updated in two linear filters.

A. Measurement Update

In the measurement update, the accumulated measurements
Vi = {Vk,s}sen from all nodes are gathered into the fusion
center. For clarity, assume that there are nj; measurements
at time k for each node s € N. Given the [i — 1]-th prior
estimates, the fusion center sequentially processes {y};’s}se N
to give the updated estimates. According to (6), define the
central measurement, measurement matrix, noise covariance,
and noise information matrix related to the measurement set

{y]i(;_’s}SEN as

i

Yho = Ol(Yf 1, Yhor Ui vy He = [H;H; - H]
VZ,[:;] = col(vz[i],uz[;’], e U’:[Il}\f\)

Ry = diag R} R}, RiLL)

Vk,c = d1ag(Vk!1], . ’Vg\ij\/l) = (szz])—l o

where the subscript “c” denotes “central”, and || is the
cardinality of V. 4If a node s does not obtain measurements,
lety; . =0, V‘z[z] =0.
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According to (T4), define the central measurement, measure-
ment matrix, noise covariance, and noise i[r]lformation matrix
K3
related to the pseudo-measurement set {Y;" }sen as

R e
Yl[cl]c = col(Y,[;,]l,YET T Yl[:]\m)
Mg:l] — [M[i—l] ML% 1] . 1\/[[Z 1]}
2 = ol it 7 w
R — sy R
VIl = diag(VEY, .. VL) = (RED)
If a node s does not obtain measurements, let ?,[i]s =0,
vill =o.
Define
~[i—=1] . 4li—1]

o the prior error of kinematics xy, as &,

o the corresponding covariance as Cov(&;,
z[i— 1]

k
i— 1 z[i—1
[i ]) o Ck[ ]
o the information matrix as €2 (Ci [i~ 1])
Similarly, define

« the prior error of extent py as ﬁgj_l] : A%i_l] — Pk

o the corresponding covariance as Cov(pk2 ! ):=C} [1_1],
1*

« the information matrix as €27 =1 (Cp =1 ) .

Here, the notation (~)LO] denotes the predicted estimate at time

k.

Combining (T8) with prior error d':g:_l] yields

L [i—1] I ~[i—1]
Yk,c c Vi

The centralized WLS estimate of the kinematics x; plus
information matrix are

-1
:&Z] _ < x[z 1] + Z HTV‘K['L]H>

SEN

(20)

(21a)
5 (Qz[i_ﬂfﬁg_ﬂ + Z HTV;[i}ylis) ’
seEN
o ="+ Y HVUH (21b)
seEN
Also, combining (19) with prior error ﬁgjfl] yields
pli1 I i
Su | = i—1]| Pe + i (22)
Yl[c,]c ML,C ! i[c]

The centralized WLS estimate of the extent p; plus informa-
tion matrix are

-1
plil — <Qp[z 1 +Z< 111) VZE?ME_”>
(23a)

SEN
i—1] Ali—1 i—1 i) ~r|%
(Qp[ B 4 (M) VZ[S]YL,]S>7

Q=@ 3 (M Ll]) VAN,

seEN
Notice that the measurements from all nodes are processed
via a summation form as shown in (2Ia) and (23a), which
overcomes the data congestion in the centralized system to
some extent.

(23b)

Algorithm 1: CWLSEF Filter
[10]’ 13[10]’ Qﬂf[O], and 9117[0] :

1 Initialization:

2 for k< 1,2,--- // scan time do
3 | Data: {y; }i* (s € N)

4 Initialization: :ngco , ], Q , and QZ[O] ;

5 fori=1,2,--- nyg // sequential do
6 ‘ compute :i:LZ], 'l pll Pl via @) and @3)
7 end for

-1
8 Outputl: &) :ﬁk"’“] C} + (Qi[nk]> :

9 | Output2: p; <—p[""] CP + QP["’“] -

10 compute :cLO]H, Qi[ﬂ, AECO]H, QZH via (24) and

)

11 end for

B. Time Update

After the nj batch of measurements are processed sequen-
tially, 24) and (23) are performed to accomplish the time
update. Since the temporal evolutions of both the kinematics
and extent follow a linear model, the predicted estimates have
the same form as in the information filter [34], i.e.,

@y = eia,,

k+1 = (242)

-1
ol = (et (o) @pTeci) . e
p[] = ®p [“k], (25a)

1 -1
ot = (@ (o) @)+ o) (25b)

The detailed CWLSF is collected in Algorithm [I] It is
important to note, that using (6) and (14) to achieve the
corresponding filters poses that the interdependency between
xy, and py, exists in the [i]-th and [i—1]-th sequential operation.
Here, Fig. [3] gives an illustration of the interdependency in
CWLSE.

i—1-th
sequential

operation [ Qe i gl QD
\
S _ pr-—--—-- bt & il
! Y] } |
| H A Yie vl L MiY Y Vit |

- e
!

sequential
operation

Fig. 3: An illustration of the interdependency between xj, and py. .
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V. DISTRIBUTED WLS FILTER

For a distributed system, a primary goal is to make the
estimates between nodes achieve consensus. Meanwhile, the
estimate on each node converges to the corresponding cen-
tralized value. However, due to the naivety and resource
constraints, the goal may not be fully achieved at any given
time.

Here, we design such a distributed WLS filter (DWLSF).
Therein, DWL_SF directly operates a consensus on the prior es-
timate set {:i: % p% Y .en to retain the cross-covariances
across all the nodes, and then the updated estimate set

{z E]s, ﬁk s}se A yields an optimal estimates (if the priors are

converged to the same value). Next, we just take GCEC

example to discuss how to achieve this.

Average Consensus (AC) is a popular consensus scheme to
compute the arithmetic mean i N\ > sen @s of a variable set
{as}sen [35]. Define the initial value on each node s € N
be as(0). At the [-th iteration, each node s updates its value
using the following protocol

a,() =a,(1-1)+€ >
JEN\{s}

By iteratively doing this, the values at all the nodes converge
to the average value ﬁ > senr @s. The rate parameter § is

1 for an

(a;(1 = 1) — as(l - 1)). (26)

chosen between 0 and «——, where A max is the maximum
degree of the network G.

Suppose that consensus is performed directly on the priors,
at the [-th iteration, the estimate on node s is described as
follows (here, the superscript [ — 1] is omitted):

- () I(l)

Z) o =Tk + Ty, +9,, 27

Ty

where 6 ( ) denotes the bias between the local estimate wg)s

I(l -0

and centrahzed estimate &y, and consensus makes 6
if the iteration L approaches to oco.

The error covariance in (27) is defined as C
E[nz(j)(n:(i)) |, where the prior error nk() Ty + 52(?.
Slmllarly, the error cross-covariance for any pair of nodes
{s,7} is Ci(?] = ]E[nx(l)(n,ff;)) ]. We drop the iteration
index (1), and define the collective prior estimate, prior error,

and coefficient matrix as
-
i1\
kN )

X =) (o) (o
nli,[i_l] = {(niﬁ_l])T , (7727[;_1])1- e ("zf,[fffl]f] ! 7

o)

Hy= LI 1.
—_——
IV
(28)
Combining (I8) with (28) yields
[i—1] x[i—1]
oL T I il P L (29)
yIZC’C HC Vk,c
x[z 1]

Denote the covariance and information matrix of error ;. ™,
respectively, as follows

z[i—1 x[i—1 z[i—1
Ck,[ll ] Pk,[12 ] t Ck,[1|J\/]\
i1 i1 .
sC . . ’
xﬁ—u z[i—1]
Crvi Crniivg
x[i—1 z[t—1 z[t—1
Fk,[ll ] Fk,[u ! Fk,[1|/\/]\
x[i—1 z[i—1 :
Fz[l 1] Fk,[Zl ] Fk,[22 ] (31)
l[t—l] z[i—1]
Frwvn Fr i

From (29) and (3I), the centralized WLS estimate of the
kinematics x; and information matrix are given as

@E] —(%T z[z 1]% + (H,) V]fE;JHC)_
(AL )T V)

-1
z[i—1 x| z[i—1] ~[i—1 x[i
= <Z(Fk,[s ! + Uk,[s])> Z(Fk,[s ]wgﬂ,s ] + uk,[s]>7

sEN sEN
(32)
o) = 3 (Rl upld) (33)
k k,s k,s )
SEN
where
Feli- 1] Z Fi[;sl]’ I[Z] HTVZ[;]H
JEN (34)

) = HTVEy

In an analogous definitions about the kinematics in (28]
to (31I), the centralized WLS estimate of the extent p; and
information matrix are given as

-1
= (S uth) e )

seEN seEN
(35)

= 3 (Fg[f;” + Ug[fj) : (36)
seN

where

i—1] i—1] & Srli—1] [z] [z 1]
BT = SR o = (v ) A4
JjEN
i) _ (ygli-1) el
uk s ( ) k,s ~ k,s*
(37)
Notice that the centralized estimates fully account for the
entire error covariances (i.e., the error covariances for all nodes
and error cross-covariances between nodes), but which are

unknown in a distributed system. In the following, we show

how (32), (33), (33), and (36) can be computed in a distributed
way.
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A. Implementation in a distributed way

To compute the summation terms in Eqns. (32-33,35-36)
via AC operation, let us define
o= F T ol sl = F Y gl

(38)
st .= Fri Lyt gl prlitplit) i
(39)

If a node s does not obtain measurements, let ux[l] =0,
Ul =0, u} = 0, and U} = 0.

Performing L iterations on AC operation (L is given a pri-
ori), the estimate and information covariance of the kinematics
x;, on node s are

—1 X
al, = (ooillw) sal (), (402)

wf, (o)

where w[] is a suitable scalar weight to match the corre-
spondlng centrahzed estimate. When L approaches to infinity,
a reasonable choice is cu,[C = |N|. However, the choice may
have some drawbacks if only a finite number of iterations is
performed. With this respect, the scalar weight is referred to
(36l eq. (4)].

Similarly, the estimate and information covariance of the
extent p; on node s are

—1 .
B, = (o)) onll(0),

ol = (40b)

(41a)

o <ol (o) T e

The distributed estimate ﬁc%]s(ﬁg]s) converges to the corre-

sponding centralized value :i:gj]( AM) only if the covariance
FI[FI](FP[F”) is known. However, computing F‘T[l U at
cach time on each node is unrealistic smce 1t needs the
knowledge of the entire covariance matrix C (see Bop).
The following Proposition [3] provides a solutlon about how to
get the cross-covariances among the nodes.

Proposition 3 (Distributed Consensus Scheme): If the it-
eration L. — oo, the estimate on node s converges to the
centralized estimate, i.e., i,(jl — @j. By doing such an
iteration between nodes, the cross-covariances among the
nodes are retained when reaching consensus.

Proof: According to the variables defined in (27), consen-
sus forces d,ffsl) — 0 if the iteration L — oo, which guarantees
sc,(cl) — @p. Meanwhile, as L. — oo, the error covariance
on node s also converges to the centralized error covariance,
ie., cr C%. By alternatively doing so, for any pair of

k,ss
(l) NO) o (l) NG

nodes {s, j}, &, and &, ’; becomes correlated as &, ", — &;.’;

causes the cross-covariance Ckg # 0. In short, Ckg — C},
if the iteration L — oo. ‘ - u
Next, the core objective is to compute Fz[;_l] and FZ[Z_l]

based on the Proposition [3]

. z[i—1 i—1
B. Computations of F ', U= ang Fi{s ]

Here, we take F [ ] as an example to show how to com-
pute it using only a node s own prior information covariance
in two special cases. The first case considers the converged
priors, as the prior estimates on all nodes ultimately converge
to the same value after a large-enough number of consensus
iterations. The second case is under a condition where the prior
estimates across the nodes are uncorrelated to each other. The
condition is possible during the early scan times when the
nodes have limited knowledge about the considered object,
and thus they are initialized to random values.

1) Case I: Converged Priors: In Case I, the prior estimate
on each node has converged to the centralized estimate at the
previous scan time k — 1. Thus, at time k, the prior on each
node is the same and equals to the centralized value (i.e., L
is enough large so that 62(51) in (27) equals to O for all s).

From and (33), we get

ZFz[z 1] _ m[i 1] _

SEN

SED W
seN |N|
Then, for the converged priors, we have Q" = Qi’[f”

for all s. Using this in #2)), Fi[i_l] is calculated as

Fm[ifl] _ Qi,[i_l]

k,s |N|

2) Case II: Uncorrelated Priors: If the priors be-
tween nodes are uncorrelated with each other, @ re-
duces to a block diagonal matrix, i.e., Fi[f; =

blkdiag(Fy, 1 F, Y, B, With the definition

about F7'" in (34), we have

(43)

Fil = gl (44)

k,s

Similarly, and (45b) give how to compute Fz[f;”,
respectively, under the Case I and Case II,

pli—1
pli—1] _ 1/;35 ] (453.)
B N
FP = gl (45b)

It is worth noting that DWLSE yields a convergent result
due to the following three reasons. First, AC operation pro-
vides a global average values when the number of iterations is
sufficiently large [37]]. Second, the proposed consensus scheme
ensures that the priors on each node converge to the centralized
estimate at the next scan time. And these convergent priors
will further assist DWLSE to yield a convergent estimate
at the subsequent time steps Third, in essence, the terms
oz g]s,éﬂk o §pk o 6ﬂ§ o exchanged between nodes are in-
formation matrix and information vector (information matrix
multiplied by estimate). This corresponds to use the informa-
tion matrix to set a suitable weight on the corresponding node.

The DWLSF involves the temporal evolution, sequential
processing, and consensus iteration blocks (for detail, see Fig.
4). The detailed DWLSF is collected in Algorithm

Remark 3:
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Updated value

attime(x—1)
0 — === — Time update o— prlors o—w
T
| Updated value
attime (k)

Are priors

spis, 6
—> converged? >— '+ Compute 6py,, 6

and 6z}, 6

I

7

Perform consensus
operation

Fig. 4: Block diagram of the proposed DWLSF.

Algorithm 2: DWLSF Filter

1 Initialization: m[lo]g, ﬁ[f]s, foﬁ”, and Qf[g] ;

2 for k+1,2,--- // scan time do
3 | Data: {yk S (s eN)
4 Initialization: wL’]S, pLO’]S, sz[g}, and ﬂgz] ;
5 for i =1,2,--- ,ng // sequential do
6 Compute consensus quantities ;
7 if Converged priors then
8 using (@3)) and {@3a), compute
5535}57692[2,5155}8,5Q£§ via (38) and
9 else
10 using (44)) and ({@5D), compute
o) 60" op,) 607" via (B8) and
(39)
11 end if
12 Consensus operation ;
13 set oz, (0) < o)), 51 (0) « s,
opy, (0 )e 5p£js, mpm( 0) « o0t ;
14 for [ =0, -1 d0
15 ‘ perform AC on 6a:k o 591[11 6p£§]s,6ﬂzz]
16 end for
17 compute wg]g, Qi’[?, Ez]g, Qizj via {@0) and
18 end for
—1
19 | Outputl: & ¢ < a:L nil ,Ci (ﬂg?“) ;
-1
20 Output2: pj ; + pL ;‘], Ch. (Qi[;“‘}) ;
21 | compute wg)]ﬂ o ﬂz[f]m, AECO]H o QZ[E]I . via (24)
and (23)
22 end for

o The number of iterations L linearly increases both com-
putation and communication burdens. Hence, its value
is usually set to be a suitable value to balance the
performance and cost, which renders the estimates on

each node being asymptotically optimal.

o At the initial scan time k& = 1, the uncorrelated priors
(ie., and (45b)) are used in the sequential processing
process. Then for k > 2, and should be used
as the estimates across the nodes become correlated for
the following time steps [37].

o If the priors converge, the information becomes redundant
on each node, and thus dividing the information matrices
by |A| is necessary to match the centralized estimates.

VI. NUMERICAL EXAMPLES

To evaluate the performance of CVM and MEM proposed
in [14]], we first integrate the two models into CWLSF to
track a rectangular object over a network with single node.
Then, under different prior conditions, we compare DWLSF
with the two previous approaches in [38]] and [29] (abbrevi-
ated as CI filter and DEOT filter, respectively) in terms of
the estimate consensus, computation time and tracking error
over a network including the “naive” nodes. All numerical
simulations are operated in MATLAB-2019b running on a PC
with processor Intel (R) Core(TM) 17-10510U CPU
@ 1.8GHz 2.3GHz and with 20GB RAM.

A. Performance evaluation on CVM and MEM model

To examine the effectiveness of CVM and MEM on differ-
ent tracking applications, we conduct two experiments: 1) the
orientation is aligned to the direction of velocity; 2) the orien-
tation does not move exactly along the direction of velocity.
We assess the position and extent errors simultaneously by the
Optimal Sub-Pattern Assignment (OSPA) distance [|13].

1) Object moves along the orientation: In this scenario
(S1), the EO is a rectangular object with lengths 3 and 4
meters. The object moves with a nearly constant velocity

= 1.5m/s following the trajectory shown in Fig. [5} The
initial position of the object is at the origin of coordinates, and
its orientation is consistent with the direction of velocity. Table
collects the parameters used in CWLSFs. Fig. [§] gives the
true trajectory and overall tracking results over M = 50 Monte
Carlo runs. As shown in Fig. 0] CWLSF-CVM has better
precision in comparison with CWLSF-MEM, especially during
the turning phase and final moving phase. This because CVM
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TABLE II: Parameter Setting in S1

Categories Para. Specification
Scan time T=3s
Mea. Cov. Cv = diag(%7 %)
Multip. noise Cov. Ch = %Ig
Common para. 1 0 T O
Kine. transition matrix ~Fj = 0 Lo T
0 0 1 O
0 0 0 1
Process Cov. in Kine.  C% = diag(50,50,1,1)
Cov. in Extent CP[O] = diag(0.36, % 5—10)
Cov. in Kine. T[O] = diag(2, 2, 5 %)
Extent transition matrix F? =13
No. of Meas. A=T
MEM Process Cov. in Extent C}, = diag(0.05, 500, 50)
CVM Process Cov. in Extent C%, = diag(0.3, 500, 220)

indeed describes the tight relation between the velocity and
orientation, so that when the object’s motion pattern changes,
such as turning maneuvering, CWLSF-CVM quickly captures
the change to modify its filtering gain. Fig. [6] gives the OSPA
distance, and the result provides a direct conclusion on the
advantage of CWLSF-CVM.

80 r 8
Ground truth

60 1 MEM-Estimate g ggEEER )

‘g 40r CVM-Estimate @ 1
‘; 20 F Measurement ® 1
or @8 m teEs 1

_20 L L L L L L L L 1

0 50 100 150 200 250 300
z (m)

30 e 60
20
@ 50
10
o @ 40

120 140 160

G 8 8

240 260 280

Fig. 5: True trajectory and overall tracking results (per 3 scan times)

2) Object moves with a drift: In this scenario (S2), the EO
is a rectangular object with lengths 3 and 4 meters. The object
moves with a nearly constant velocity v = 1.5m/s following
the trajectory shown in Fig.[7] The initial position of the object
is at the origin of coordinates, and its orientation is a constant
value %. Table collects the parameters used in S2, and the
other parameters are given in Table [T}

TABLE III: Parameter Setting in S2

Categories Para. Specification
Common para|  Cov. in Extent ~ CPI”! = diag(0.0.1, 550 165)
MEM  |Process Cov. in Extent C%, = diag(0. 0157 400 )
CVM Process Cov. in Extent C}, = diag(0.5, 400, ﬁ)

Fig. [7] gives the true trajectory and overall tracking results
over M = 50 Monte Carlo runs. As expected, CWLSF-CVM

6 T T T

=——&— MEM-Estimate
=& CVM-Estimate

OSPA distance (m)

0 5 10 15 20 25 30 35 40 45 50 55
Time (3s)

Fig. 6: OSPA distance

outperforms CWLSF-MEM as a whole. The reason is that
CVM allows objects to do a drift motion, i.e., a mismatch
between the orientation and direction of their velocity, while
MEM assumes that objects move along their orientation. Fig.
[8shows that CWLSF-CVM has lower OSPA distance than that
of CWLSF-MEM, which validates the superiority on CVM.

100 T T
Ground truth -3
MEM-Estimate [
50k CVM-Estimate S i
Py Measurement L3
8 ©
= ¢
IOROOCOCBOEHEII®OEP 1
50 I I I I I I
0 50 100 150 200 250 300 350
z (m)
20 80 o
10 70 Q
0 0 L3R 3 9 0 0 60
o
160 180 200 220 240 260 50

300 320 340

Fig. 7: True trajectory and overall tracking results (per 3 scan times)

B. Performance evaluation in a distributed scenario

In this scenario (S3), the network deploys 9 nodes to
monitor a [0,500]m x [0,500]m space. The sensing range is
200m, and sensing azimuth spans from 0° to 360° for all
sensors. Fig. [9] gives an example for such a network. Here,
the considered EO is an elliptical object with lengths of the
semi-axes 35m and 30m. The initial position of the object is

t [25,300], and then moves with a nearly constant velocity
v = ¥m/s following a similar trajectory as in [39]. A
sensor has measurements of the object only if the ground truth
position of the object is within the sensor’s FoV.

Since DWLSF is guaranteed to converge to the central-
ized estimates only if the initial priors are equal, we testify
the robustness of DWLSF in three cases: the equal priors,
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6 ‘
5l CVM-Estimate | | TABLE IV: Parameter Setting in S3
M) Categories Para. Specification
§4’ 1 Scan time T=5s
g Mea. Cov. Cv = diag(40, 20)
<
% 3 Multip. noise Cov. Cch = %12
= Kine. transition matrix as shown in Table
w0 2 -
© Process Cov. in Kine. CZ, = diag(102,10%,1,1)
Al Common para.| Prior cov. in CWLSF CT[O] = diag(2,2, %, 3)
Prior cov. in CWLSF C?1% = diag(2 x 1073,1073,10~4)
0 w s s s s Consensus para. £ = 0.65/A max
0 10 2 Timaeo(Ss) 4 0 60 Maximum degree A max =2
Extent transition matrix F? =13
Fig. 8: OSPA distance No. of Meas. A=10
Others filter |Process Cov. in Extent C¥f, = diag(0.05, 10—3, 10*4)
CVM Process Cov. in Extent C}, = diag(2 x 1073,1073,107%)
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represent the network connectivity. . ) )
Fig. 10: GWD distance with L = 10
8.5 ‘ ‘ ‘

uncorrelated and unequal priors, and correlated and unequal —=— DWLSE with CVM
= #= :DWLSE with MEM

priors. The comparison results are the Gaussian Wasserstein 8l ol Filter
distance (GWD) [13], for assessing both the position
and extent errors, and a metric, Averaged consensus estimate
error (ACEE), for testifying the estimate difference between
different nodes. Moreover, considering that the number of
iterations has a critical impact on filters’ performance, we
check how many iterations L could achieve a stable behavior.

1) Equal priors: If the priors are equal for all nodes, which

~
o
T

Average GWD (m)
&~

means the priors have converged at the initial scan time k = 1. o1

Thus, the prior covariances w.r.t kinematics are set to Cf[g] =

diag(50, 50, 10, 10), and the prior covariances w.r.t extent are o 2 4 6 8 10 12 14 16 18 20
set to C*” = diag(0.01,0.1,0.1) for all nodes. The other Consensus lterations

parameters are given in Table [[V] Fig. 11: Average GWD distance with different iterations

Fig. [10] shows the GWD distance of four examined filters.
The DWLSF-CVM performs better than the other distributed
filters, as CVM delivers the merit that describes the correlation
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Fig. 12: ACEEs in kinematics and extent (L = 10)
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Fig. 13: Average ACEEs with different iterations
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Fig. 14: Computational time with different iterations.

between the velocity and orientation to DWLSF-CVM. DEOT
filter is divergent in S3, because it assumes that each node in
network detects the object during the whole tracking process.
However, the assumption is no longer valid in a realistic
network as in S3. The reason why CI filter has a lager
GWD distance than DWLSFs is that the cross-covariances
across different nodes are not incorporated in its estimation
framework.

As expected, the average GWD distance decreases with

the increased number of iterations, and this phenomenon is
more apparent in DWLSF-CVM (see Fig. [IT). Combined the
results in Figs. [[OfI1] we can anticipate that DWLSF-CVM
will approach to CWLSF-CVM almost tightly when L > 10,
which verifies the validity of the proposed consensus scheme.

Fig. [I2] shows the difference between nodes in the kine-
matics and extent estimate. Both DWLSFs give a satisfied
consensus result in the kinematics, but DWLSF-CVM has
a smaller difference in the extent. Although CI filter has a
lower ACEE, one cannot declare that it outperforms DWLSEs.
Because when the GWD distance is large, even if the ACEE
is small, it does not make any sense. Again, DEOT filter fails
to yield a satisfied consensus result.

Fig. 13| shows the average ACEE under different iterations.
Compared with DWLSF-MEM, DWLSF-CVM and CI filter
require fewer iterations to generate a stable consensus result.

Fig. [14] compares the average computational costs per track-
ing process on different filters under different iterations. For
a given [, DWLSFs almost consume 70% computational re-
source of CI filter. This merit makes DWLSFs more appealing
on a computer with limited computing capability.

2) Uncorrelated and unequal priors: In this case, the
prior covariances w.r.t kinematics are set to Ci[g] =
diag(100, 100, 10, 10). = diag(rand(l,él?), and the prior co-
variances w.r.t extent are set to Cffg = diag(1,7,7). x
diag(rand(1, 3)) for all nodes. The other parameters are given
in Table [V

As shown in Figs. [I3]I6] even in the case that the priors
are unequal and uncorrelated, DWLSF-CVM still follows
CWLSF-CVM closely with increased iterations. This because
DWLSF is a consensus-based filter and irrespective of the
initial condition, after several time steps or iterations, the
priors have met the converged condition. Also, DWLSF-CVM
has minimum GWD distance in comparison with the other
distributed filters under the case.

For the estimate difference between nodes, both DWLSFs
give a satisfying consensus result as shown in Figs. 18]
These results prove the robustness of DWLSF in terms of the
consensus. The ACEEs on CI filter are similar to DWLSFs’
result, while the ACEEs on DEOT are beyond a reasonable
range.

The average computational costs per tracking process under
different iterations are given in Fig. [T9 Combined with the
results in Figs. [I3I6] we see that DWLSFs require less
computational resources to yield a pretty performance in
comparison with CI filter.

3) Correlated and unequal priors: In this case, the
prior covariances w.r.t kinematics are set to Cf’[g] =
diag(100, 100, 10, 10). = diag(rand(1,4?), and the prior co-
variances w.r.t extent are set to C’L[S = diag(1,7,7). *
diag(rand(1, 3)), with p = 0.5 correlation coefficient between
the priors across nodes. The other parameters are given in
Table [V1

From the results in Figs. 2OJ2T} DWLSE-CVM also ap-
proaches to the result of CWLSE-CVM when the priors are
unequal and correlated. As for the ACEE, average ACEE and
computation time (see Figs. 22}24), the same conclusion is
drawn as given in section [VI-B2]
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VII. CONCLUSION

This study first proposes a coupled velocity state-space
model. This model is capable of describing the correlation
between the object’s orientation and velocity, which allows
the model to further detect changes in the EO’s motion mode
and improve the performance of the corresponding filter. Then,
without losing any first and second moment information,
the proposed model is separated into two pseudo-linearized
models with only additive noise. Finally, under a network
with “naive” nodes, we use the two models to design a
distributed WLS filter that takes the cross-covariances between
nodes into account. The distributed filter converges to the
corresponding centralized form in three different situations,
which indicates its robustness when the convergence condition
is not met. Potential future works could ponder how to achieve
the distributed filter in a heterogeneous sensor network []Zl_U[],

or under multiple constraints [44].
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APPENDIX A
PROOF OF PROPOSITION/I]

Proof For brev1ty, we first derive the pamal derivatives
of m and ™0 19 T with respect to v} and v}, respectively, at

the [¢ — 1]-th velocity estimate 19[ U a
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Considering that the true extent p; and velocity 1 are
unknown in the coefficient matrix Sy, performing the first-

order Taylor series expansion of term Skhfm in (@) around
the [i — 1]-th extent ﬁgj_l] and velocity 19%_1]
and keeping hg] s

)

, respectively,
as a random variable yields

Skh;;s =~ SE:_I] 7]"675 + ) T. [i—1]
1 ( ;c,s) J2k,p

T .0,
i Zli—1
k,s) J[lk,v] _ A[i—l])

(
(ni,) 35

+

(47)

where Ji; , and Jgy, are the Jacobian matrices of the first
row S; ; and second row Sy, of Sy, at the [i — 1]-th velocity
estimate 1953_1] (see (@8) and @9)), and Jyx,, and Joy, are
the Jacobian matrices of the first row S;; and second row
Sok of Sy at the [i — 1]-th extent estimate ﬁg_l] (see (30)

and (B1)).
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Tip — 081,k _ I (d3sin By + dlcos B)  lk,1(d2sin By + d3 cos By) 48)
1k,v 09y, Hli-1l lk)g(dl sin B, — d3 cos ﬁk) lk72(d3 sin B — d2 cos ) Bl ’
Tops = 082 1; _ lg1(d3cos B —dlsinBy) g,1(d2cos By — d3sin B) (49)
2k,v 00y, 19571] ]kz((]3 sin 5y, + d1 cos ‘81‘») lk72(d2 sin By + d3 COSIBk) 1§£371] ’
oS vy, cos B 4o}, sin By, 0 Ui,1 (v}, cos By —v}, sin B)
Jip, = Z2OLF _ 9% . . RO (50)
P apk [i—1] 0 vy, sin B —vj}, cos B Iy, 2 (v}, cos Br+vy, sin By ) ’
Pi 19l 19l pli—
k
oS v}, cos B — v} sin B 0 g1 (v}, sin B4}, cos Bi)
J 2,k — 19l ) 9l (51)
2k,p 6pk i) 0 v}, sin B 4vj, cos By li,2 (v}, cos By —v) sin Bi)
Pp (19|l A pli—yl
k
Substituting @ into @, using the fact that the terms II  [15] B. Wei and F. Xiao, “Distributed consensus control of linear multiagent
and IIT in @7) are scalar, the residual covariance about yj . systems with adaptive nonlinear couplings,” IEEE Trans. Syst., Man,

. . leulated ’ Cybern., Syst., vol. 51, no. 2, pp. 1365-1370, 2021.

m @ 18 calculated as [16] J. Zhang, Q. Ling and A. M. -C. So, “A Newton tracking algorithm

yli] oli—1]ggT I I 11 with exact linear convergence for decentralized consensus optimization,”
Cis=HC, "H +C +C +C"+C;, (52 IEEE Trans. Signal Inf. Process. Netw., vol. 7, pp. 346-358, 2021.
. . . [17] Y. Guan and X. Ge, “Distributed attack detection and secure estimation
and then @ 1s rewritten as @ The proof is complete. u of networked Cyber-physical systems against false data injection attacks
and jamming attacks,” IEEE Trans. Signal Inf. Process. Netw., vol. 4,
no. 1, pp. 48-59, 2018.

APPENDIX B [18] M. Meng, X. Li and G. Xiao, “Distributed estimation under sensor
PROOF OF PROPOSITION m attacks: linear and nonlinear measurement models,” IEEE Trans. Signal

Inf. Process. Netw., vol. 7, pp. 156-165, 2021.
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Proof: It is shown that (T0) does not exist a directly linear/nonlinear mapping between pj, and Y,[f]s. To extract the term py,
from (T0), substituting @7) into (@) yields

4 iy | (ko) I PRI =N
Yho ~ Hay + 8] Rl | T (=gl | T (9 =00 ) vl = g 53)

Further, substituting (33) into (I0) gives
vl =k (3, - e ) s () st
=YYV Y,]T (54b)

where the notation (-) denotes the term right before it.

Next, our goal is using (34) to construct an equivalent measurement model Y ~ HPp;, + v”
pli]

[e]

»S

about pjy, where HJ is

the measurement matrix, and Vs is measurement noise. Meanwhile, the first and second moments of the model should
equal to the expectation and covariance of (I0) as much as possible. For the clarity, denote Haj, — Hzl Y = [#1 22T,
i—1 i1 e i [l e gli-1 ._ [T & 2 Iy o ai 0 :
HCi[z HT = [651 Cgﬂ, CZ[Z] = {231 Cgﬂ SE: - [ST SI]T, '”1[;,]5 = [v1 va]T, Cov(’v,[;]s) = diag | Ug], and omit
the superscript [-], time index k, and sensor node index s. Then, (34b) is further expanded as follows
N A A o 2 N ~ N ~
V2= (214 Sih+ RT3, (p —p) + R T1,0(0 = 9) +v1) = 28,C"J1,p +28:C" T p, (552)
A - - A 2 . A . A
V2= (72 + Soh + Ry (p — B) + R 32 (8 = 9) + v2) — 28:C" Iz, + 28:C" T, (55b)
YiYs = (&2 + Soh+ W7o, (p — P) + BT J50(9 = 9) + v2) (1 4+ S1h+ hTI1 0 (p — p) + BTT10(9 — 9) + 01 550
c
+85C"Jy pp + S1C"Jg ,p — S2C" Ty yp — S1C" Iy p.
The expectation of (33) is given as follows:
E(Y) = cfy + S, C"S] + tr(CPI] ,C"Iy ) + tr(CPI] ,C" Ty ) + 0f — 28,C"Jy ,p + 28,C"J1 ,p, (56a)
E(Yy) = c3y + S2C"S] + tr(CPI] ,C"Iy,) + tr(CPI] ,C"I3,) + 05 — 282C"Ja ,p + 28,C T ,p, (56b)
E(Yl)/Q) = CTQ + Sl Chs; +t1‘(ij—1r7UChjz,v) +tI‘(ij—1r’pChj27p) + SQChijp—F Sl Chjgmp — SQChijp — Sl Chjg,pp.
(56¢)

Equation (54a) implies E(Y;) = E(Y3) = 0, Cov(Y7) = ¢};, Cov(Y1Y2) = ¢}, and Cov(Y2) = ¢},. From Wick’s theorem
[33], we have

E{(Y?)?} = 3(ct))?, B{(Y5)*} = 3(c3,)*, E{(¥{'Y2)} = 3(cf ) 57)
E{(Y1Y5))} = 3(chyct), E{(Y'Y5)} = cf1chy + 2(cty)?
By rearranging (54b), (33), (56) and (37), we have
Y? R
& = Mp + vP (58)
1Y,

with expectation Fvect (C¥) and covariance F (CY ® C¥) (F + F)T. Then, we get the measurement model as shown in (T4),
and find the measurement matrix H”? = M. The first and second moments of (58) are consistent with the results as shown in
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