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Abstract—Magnetic resonance imaging (MRI) using 
hyperpolarized noble gases provides a way to visualize the 
structure and function of human lung, but the long imaging time 
limits its broad research and clinical applications. Deep learning 
has demonstrated great potential for accelerating MRI by 
reconstructing images from undersampled data. However, most 
existing deep conventional neural networks (CNN) directly apply 
square convolution to k-space data without considering the 
inherent properties of k-space sampling, limiting k-space learning 
efficiency and image reconstruction quality. In this work, we 
propose an encoding enhanced (EN2) complex CNN for highly 
undersampled pulmonary MRI reconstruction. EN2 employs 
convolution along either the frequency or phase-encoding 
direction, resembling the mechanisms of k-space sampling, to 
maximize the utilization of the encoding correlation and integrity 
within a row or column of k-space. We also employ complex 
convolution to learn rich representations from the complex k-
space data. In addition, we develop a feature-strengthened 
modularized unit to further boost the reconstruction performance. 
Experiments demonstrate that our approach can accurately 
reconstruct hyperpolarized 129Xe and 1H lung MRI from 6-fold 
undersampled k-space data and provide lung function 
measurements with minimal biases compared with fully-sampled 
images. These results demonstrate the effectiveness of the 
proposed algorithmic components and indicate that the proposed 
approach could be used for accelerated pulmonary MRI in 
research and clinical lung disease patient care.  

Index Terms—convolution kernel, lung, deep learning, k-space, 
MRI reconstruction.  

I. INTRODUCTION 
AGNETIC resonance imaging (MRI) is a non-invasive 
and ionizing radiation-free imaging method that can 

provide exquisite structural and functional information [1]. Gas 
MRI can offer anatomical and functional information of the 
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lung [2], [3], which provides unique opportunities for early 
diagnosis and treatment of lung disease [4-6]. However, long 
imaging time leads to image quality degradation because the 
longitudinal magnetization of hyperpolarized noble gases 
decays over time [7]. Accordingly, accelerating the acquisition 
speed is of great significance for clinical application of 
pulmonary gas MRI.  

Several methods have been proposed to accelerate 
pulmonary gas MRI. Hardware-based solutions allow parallel 
imaging by sampling k-space data using multiple coils [8]. 
Pulse sequence enables fast image acquisition by optimizing the 
k-space sampling trajectory [9], [10]. Compressed sensing (CS) 
exploits the sparsity of signals in a specific transform domain 
to reconstruct high-quality images from undersampled k-space 
data [11-14].  

Deep learning (DL) has recently become the focus of 
significant interest for MRI reconstruction [15]. Conventional 
reconstruction frameworks have been combined with deep 
learning models in various ways [16]. For example, Akçakaya 
et al. replaced the linear estimation in GRAPPA with 
convolutional neural networks (CNNs) [17], and Hammernik et 
al. employed variational networks to generalize the CS 
frameworks [18]. These methods require the integration of 
priors into the network design. Moreover, end-to-end networks 
can directly learn the mapping between the undersampled and 
fully sampled MRI data without the need for any priors, which 
exhibit superior performance in both reconstruction quality and 
speed [19-21]. A few studies applied complex-valued networks 
for MRI reconstruction considering the complex nature of MRI 
data [22,23]. Their results demonstrated that complex networks 
can more accurately reconstruct the phase and magnitude 
images compared with real-valued networks. Inspired by these 
important works, several studies introduced deep learning 
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strategies to pulmonary gas MRI reconstruction. Duan and 
coworkers first proposed a cascaded CNN model (CasNet) to 
accelerate pulmonary gas MRI [24] and later developed a deep 
cascade of residual dense network (DC-RDN) for diffusion-
weighted gas MRI reconstruction [25].  

Although promising, there are still some challenges in using 
deep learning for accelerating pulmonary gas MRI. For 
example, the existing networks (CasNet and DC-RDN) mainly 
focus on de-aliasing in the image domain without utilizing raw 
k-space data. Several studies on 1H MRI reconstruction have 
demonstrated that k-space-based learning [26] and dual-domain 
(k-space and image-domain) learning can effectively improve 
reconstruction performance [27]. Current networks apply the 
commonly used square convolution kernel both in k-space and 
image domain learning. These methods ignore the 
characteristics of k-space data generated through phase-
encoding and frequency-encoding processes, whereby each 
data point contains information about the whole MR image [28]. 
This is potentially problematic because there is little spatial 
correlation between the data within a square region of k-space. 
Therefore, conventional square convolution kernel may not be 
optimal for k-space learning. In addition, CasNet and DC-RDN 
only consider the magnitude information of pulmonary gas 
MRI data in the reconstruction process, which have limited 
capability to learn the representations of the complex-valued 
MRI data. Furthermore, CasNet and DC-RDN mainly perform 
image reconstruction at an acceleration factor (AF) of 4 and the 
reconstructed images lose fine details at higher AFs. 
Accordingly, our objective is to address these limitations and 
develop a novel CNN for pulmonary gas MRI reconstruction by 
considering the properties of both k-space and image-domain 
data and to further improve the reconstruction performance and 
AF. 

In this paper, we propose an encoding enhanced (termed EN2) 
complex CNN to reconstruct pulmonary gas MR images from 
highly undersampled k-space data. Particularly, we devise an 
EN2 convolution kernel for k-space learning, capitalizing on the 
encoding correlation and integrity within a row or column of k-
space. As illustrated in Fig. 1, a row of k-space is acquired in 
the same frequency-encoding gradient and a column is acquired 
in the same phase-encoding gradient field [29], [30]. The 
frequency increment between two rows is ∆ω as determined by 
the pulse sequence [31]. The phase increment between two 
columns is 2π/Nx, where Nx refers to the number of columns in 
k-space [32]. Thus, there is a strong encoding relationship 
between data in the same row or column of k-space. EN2 
convolution kernel is designed to extract features either row-
wise or column-wise. This way of feature extraction is more in 
line with the properties of k-space data than conventional 
square convolution kernel and may enable more efficient k-
space learning.  

Additionally, inspired by the success of the complex 
convolution strategy for 1H MRI reconstruction [33-35], we 
adopt the complex convolution strategy to learn both magnitude 
and phase information of pulmonary gas MRI data. 
Furthermore, we introduce a feature-strengthened modularized 
unit (FMU) that combines the strengths of residual and dense 

connections to improve the information flow in the network 
while enabling effective reuse of feature maps from the 
preceding layers.  

Our main contributions are summarized as follows: 
1) EN2 convolution kernel is proposed to maximize the 

capability of feature learning along k-space encoding direction 
by resembling the physics of k-space sampling. 

2) Complex-valued convolution is used to exploit both 
magnitude and phase information of pulmonary gas MRI data, 
improving the data utilization. 

3) A feature-strengthened modularized unit is developed to 
enhance the feature expression ability and further improve the 
reconstruction performance. 

 
Fig. 1. Schematic diagram of k-space filling under Cartesian sampling. 

II. METHOD 

A. Problem Formulation 
Let x∈ℂZ be a 2D fully sampled pulmonary gas MR image, 

y∈ℂZ be the 2D pulmonary gas MR k-space data, u∈ℝZ denotes 
a binary undersampling mask. The undersampled k-space data 
yu can be represented as follows: 

yu = u ○ y = u ○ f2D (x)                          (1) 
where Z = Ny × Nx, Ny and Nx represent the number of rows and 
columns of y, respectively, ℂ and ℝ represent the complex and 
real-valued vector space, respectively, ○ denotes element-wise 
multiplication, and f2D represents 2D Fourier transform. The 
reconstruction task is to recover the fully sampled pulmonary 
MR images from the undersampled k-space data yu. However, 
this is an ill-posed problem and only approximate solutions can 
be obtained [36].  

Deep learning can be used for MRI reconstruction by 
learning the mapping between the undersampled k-space data 
and the fully sampled images using a convolutional neural 
network [33] by minimizing: 

argmin ( , ( ; ))uL H
θ

θx y                            (2) 

where H denotes the CNN model that predicts the fully sampled 
images from the undersampled k-space data, θ represents the 
model parameters, and L denotes the loss function.  
B. Proposed Encoding Enhanced Complex CNN  

We propose an encoding enhanced (EN2) complex CNN to 
address some of the challenges in existing DL reconstruction 
methods for pulmonary gas MRI reconstruction. Fig. 2 provides 
an overview of the proposed network. 
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Fig. 2. Architecture of the proposed encoding enhanced complex CNN. (a) An 
overview of the proposed network that includes a k-space completion network 
and an image-domain refinement network. The k-space completion network 
leverages E-blocks to predict fully sampled k-space data and generates the 
intermediate images through inverse Fourier transform. The image-domain 
refinement network uses F-blocks to further improve the quality of intermediate 
images. Complex convolution is adopted in all convolution layers. (b) - (c) The 
detailed structures of the E-block and F-block. 

EN2 complex CNN comprises a k-space completion network 
and an image-domain refinement network. EN2 complex CNN 
is featured with EN2 convolution kernel, complex convolution 
strategy, and a feature-strengthened modularized unit (FMU). 
EN2 convolution kernel is delicately designed by considering 
the k-space encoding process to improve learning efficiency. 
Complex convolution strategy is adopted in both the k-space 
learning and image-domain learning to maximize the extraction 
of complex information from the limited MRI data. Note that 
all activation layers in the proposed network activate real and 
imaginary channels separately, rather than performing a 
complex-valued activation operation. FMU is equipped with a 
novel scheme for information flow by combining residual and 
dense connections to strengthen the feature expression ability 
of the network.  

The k-space completion network consists of P Encoding 
Enhanced Blocks (E-blocks) designed for k-space feature 
extraction. Each E-block contains Q layers with EN2 
convolution kernels (termed EN2 layers), a hyperbolic tangent 
(Tanh) activation layer, and a k-space data consistency (KDC) 
layer. Tanh activation layer is placed in the middle of the EN2 
layers in each E-block. Tanh activation layer was selected for 
the proposed network after conducting a comparative 
experiment with other commonly used activation functions, 
such as ReLU and Leaky ReLU, due to its superior performance. 
The KDC layer is utilized to enforce the consistency between 
predicted k-space data and yu at the sampled locations [37]. The 
output of k-space completion network is used to generate 
intermediate reconstructed images using inverse Fourier 
transform. 

The image-domain refinement network is composed of M 
Feature-strengthened Blocks (F-blocks). Each F-block contains 
R consecutive FMUs, followed by a complex convolution layer 
with a filter size of 3 × 3 and an image-domain data consistency 
(IDC) layer. The input of each F-block and the output of the last 
complex convolution layer are skip-connected and entered into 
the IDC. The IDC layer is used to enforce the consistency 

between the k-space data of the output images and the input 
undersampled k-space data yu at the sampled locations [38]. 
1) Encoding enhanced (EN2) convolution kernel 

Many deep learning-based MRI reconstruction methods 
employ square convolution for both k-space and image-domain 
learning [39], [40]. In k-space learning, a square convolution 
kernel maps all the data within a square window to a point in 
the output feature map. However, the spatial correlation of the 
k-space data within a square window may not be as strong as 
that in the image domain [30]. Therefore, the commonly used 
square convolution kernel may limit the extraction of highly 
condensed features of k-space data, leading to lower learning 
efficiency of k-space than image domain. In recognition of this 
important issue, we propose EN2 convolution kernel by 
exploring the k-space encoding strategy to more effectively and 
efficiently extract the complex features of k-space data. 

Fig. 3 illustrates the EN2 convolution. An EN2 convolution 
kernel maps k-space data with the same encoding gradient (i.e., 
a row or a column of k-space data) to a feature point of the 
output feature map. We denote F-EN2 and P-EN2 as the EN2 
convolution along the frequency-encoding and phase-encoding 
directions, respectively. In k-space, the relationships between 
encoding gradient field (Gx, Gy) and the position in k-space (kx, 
ky) are given by [31]: 

0 0
k G and k G( ) ( ) , ( ) ( )

T T
x x y yT t dt T t dtγ γ= =∫ ∫         (3) 

where γ is the gyromagnetic ratio, Gx (t) and Gy (t) represent the 
strength of phase-encoding (x-direction) and frequency-
encoding gradients (y-direction) as a function of time, 
respectively, and T is the time to collect the data sample. 
Equation (3) demonstrates that k-space data within the same 
row possess the same frequency-encoding gradient and contain 
all signals under a frequency encoding. Using this prior, F-EN2 
convolution is designed to extract k-space features by rows 
along frequency-encoding direction, as shown in Fig. 3(a), 
which can utilize the complete information under a frequency 
encoding in each convolution. Similarly, P-EN2 convolution is 
developed to extract k-space features by columns along phase 
encoding direction, as shown in Fig. 3(c), which can leverage 
the full information under a phase encoding in each convolution. 

F-EN2 or P-EN2 convolution is formulated as follows: 
( ) ( )v i i= ∗F K E                                (4) 

where E denotes an EN2 convolution kernel of size 1 × Nx when 
F-EN2 and of size Ny × 1 in cases of P-EN2. Fv denotes the 
output feature vector, K represents the input k-space data, and 
i is the row index for F-EN2 or column index for P-EN2. 

Fig. 3(b) and 3(d) illustrate the process of generating EN2 
layer outputs using NF F-EN2 convolution kernels and NP P-EN2 
convolution kernels, respectively, through convolution and 
concatenation. Of note, the appropriate form of EN2 
convolution kernel (F-EN2 or P-EN2) will be determined based 
on the characteristics of the k-space dataset. Within a 
reconstruction network, either F-EN2 or P-EN2 is selected for k-
space learning rather than using both sequentially. This is 
different from separate convolution that decomposes a high-
dimension convolution into several low-dimension 
convolutions in series [34], [41]. 
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Fig. 3. Schematic of the encoding enhanced (EN2) convolution. (a) Frequency-encoding enhanced (F-EN2) convolution kernel with size 1 × Nx. (b) Mapping of an 
EN2 layer using NF F-EN2 convolution kernels. (c) Phase-encoding enhanced (P-EN2) convolution kernel with size Ny × 1. (d) Mapping of an EN2 layer using NP 
P-EN2 convolution kernels. 

2) Complex convolution strategy 
Complex convolution strategy is adopted in the proposed 

network to enhance the feature extraction power and data 
utilization efficiency [34]. Let the complex-valued input k-
space data be C = X + iY, where X and Y represent the real and 
imaginary components of C, respectively. In a complex 
convolution layer, C is convolved with a complex-valued filter 
W = A + iB, where A and B denote the real and imaginary parts 
of the filter. The complex convolution is performed as follows: 

( ) ( ) ( ) ( ) + i∗ = + ∗ + = ∗ − ∗ ∗ + ∗C W X iY A iB X A Y B X B Y A (5)  
where ⁎ denotes the convolution operation. Therefore, the 
complex convolution can be implemented using four real-
valued convolutions that explore the relationships between real 
and imaginary parts of k-space data and complex-valued filters. 
3) Feature-strengthened modularized unit (FMU)  

To strengthen feature propagation and alleviate the gradient-
vanishing problem, we design a feature-strengthened 
modularized unit (FMU) for image-domain learning. The 
architecture of FMU is shown in Fig. 4. 

 
Fig. 4. Structure of the proposed feature-strengthened modularized unit (FMU) 
in the image-domain refinement network. FMU comprises a residual path 
(purple) and a dense path (blue). The residual path modifies the feature map 
through additive operation and the dense path adds new feature channels to the 
modified feature map through concatenation. 

FMU employs residual and dense connections. Residual 
connection can reuse features from previous layers with low 
redundancy and dense connection can improve the flow of 
information between the layers [42], [43]. Unfortunately, 

residual connection may cause information flow obstruction 
and dense connection is limited by feature redundancy [44], 
[45]. The proposed FMU explores the strengths of both residual 
and dense connections and provides a way to address the 
limitations of each type of connection when used alone. In an 
FMU, the input feature maps with Y channels are fed into two 
paths: the residual path and the dense path. The residual path 
(purple arrows in Fig. 4) performs residual connection, whereby 
the feature map is modified through an additive operation. The 
dense path (blue arrows in Fig. 4) performs dense connection, 
whereby V new feature channels are added to the modified 
feature map through concatenation operation. The output of an 
FMU has Y + V channels and is formulated as: 

 ( ( ) ) || ( )out a in in c inS H S S H S= ⊕                      (6) 
where Sin and Sout denote the input and output of the FMU, 
respectively. Ha and Hc refer to the residual path and the dense 
path, respectively. Ha and Hc employ complex convolution 
layers with filter size of 1 × 1 and 3 × 3, respectively, and 
rectified linear unit (ReLu) activation. ⊕ refers to element-wise 
addition and || indicates channel-wise concatenation. We think 
the proposed FMU can reuse the features with low redundancy 
and enable better information flow in the network.  

C. Loss Function  
The loss function of the proposed network Ls is the sum of 

the loss function of the k-space learning and the loss function 
of the image-domain learning which are optimized with equal 
weights. We use Lw loss that is a weighted sum of L1 and L2 loss 
for both k-space learning and image-domain learning. L1 loss 
function can prevent over-smoothing and L2 loss function can 
ensure robust convergence [46]. Lw is defined as: 

Lw = αL1 + L2                                 (7) 
where α is a hyper-parameter that weighs the contribution of L1 
loss. Hence, the total loss function Ls is formulated as: 

 Ls = Lw (y, krec) + Lw (x, Irec)                  (8) 
where krec denotes the k-space data predicted by the k-space 
completion network. Irec denotes the final reconstructed 
pulmonary gas MR image. 
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D. Implementation Details  
The k-space completion network utilized P = 1 E-block, each 

comprising Q = 5 EN2 layers; the number of EN2 convolution 
kernels in each EN2 layer was Nx for F-EN2 or Ny for P-EN2. No 
padding operations were performed within each EN2 layer. For 
the image-domain refinement network, we used M = 15 F-
blocks, each encompassing R = 5 FMUs.  

The weight for the L1 loss function α is set to 1 due to the 
comparable values of L1 loss and L2 loss for our datasets. 
Assigning equal weights to the two losses results in a balanced 
optimization. Our experiments demonstrate that a smaller or 
larger α will degrade the performance of the proposed network. 

We implemented the proposed network using Tensorflow2.0 
on a workstation with three Nvidia GeForce RTX 2080 Ti 
graphics-processing units (GPUs) and an Intel (R) Xeon (R) 
Gold 6128 central processing unit (CPU). Adam optimizer with 
an initial learning rate of 0.001, which gradually decayed to 10-

5, was used to train the network. Batch size was 10 and the 
training was stopped after 200 epochs. 

III. EXPERIMENTAL RESULTS 

A. Datasets 
Eighty-five subjects in total were enrolled in this study, 

including 43 healthy volunteers and 42 patients with lung 
disease such as chronic obstructive pulmonary disease (COPD), 
asthma, and so on. All subjects provided informed consents and 
the experiments were approved by the local Institutional 
Review Board (IRB). MR imaging was performed using a 1.5T 
whole‐body MRI scanner (Avanto, Siemens Medical Solutions). 
Enriched 129Xe gas including 1% enriched xenon (86% 129‐
isotope), 89% 4He, and 10% N2 was polarized using a 
commercial xenon polarizer (verImagin Healthcare, Wuhan) 
based on the Rb-129Xe spin-exchange optical pumping (Rb-
129Xe SEOP) method. Then 500 mL hyperpolarized 129Xe was 
thawed into a Tedlar bag and mixed with 500 mL medical-grade 
N2 gas to generate a 1.0 L gas mixture. The available 
polarization in the bag was approximately 25%. All subjects 
inhaled the gas mixture from functional residual capacity and 
then held their breath for data acquisition.   

The parameters of pulmonary 129Xe imaging were as follows: 
3D bSSFP sequence, repetition time/echo time (TR/TE) = 
4.2/1.9 ms, matrix size = 96 × 84, number of slices = 24, slice 
thickness = 8 mm, flip angle (FA) = 10°, scan time = 8.4 s. The 
parameters of 1H imaging were as follows: 3D FLASH 
sequence, TR/TE=2.4/0.7 ms, matrix size = 96 × 84, number of 
slices = 24, slice thickness = 8 mm, FA = 5°, scan time = 2 s. 
Anatomic 1H images were acquired after functional 129Xe 
images during the same breath-hold. The total acquisition time 
was approximately 11 s. 129Xe and 1H MRI were fully sampled 
k-space and were single-coil data. The phase encoding direction 
for both 129Xe and 1H MRI corresponds to the x-axis, as 
illustrated in Fig. 1. The ground-truth images were obtained by 
directly performing Fourier transform on the fully-sampled k-
space data. Before our experiments, 129Xe and 1H MR images 
were aligned through affine registration. 

Note that SNR of the hyperpolarized 129Xe MRI is relatively 

low because the longitudinal magnetization of hyperpolarized 
noble gases decays over time. Thus, it is difficult to acquire 
hyperpolarized MRI with high SNR and spatial resolution 
simultaneously [7]. Moreover, the magnetic susceptibility 
artifacts at the air-tissue interfaces and motion artifacts because 
of the respiration and cardiovascular pulsation potentially 
distort and degenerate hyperpolarized MR images. To confirm 
the image quality, 129Xe images with signal-to-noise ratio (SNR) 
less than 6.6 were excluded for downstream analyses. Since 
noise in MR images follows Rician distribution, SNR is 
calculated by [47]： 

signal noise

noise

Mean Mean
SNR 2

Std 2

− π
= × −                 (9) 

where Meansignal is the mean signal intensity within the lung 
region, Meannoise and Stdnoise are the mean value and standard 
deviation of the background signal intensities outside the lung. 

In this way, a total of 929 129Xe slices were included. To 
facilitate fair performance comparison of different network 
architectures, the original images of 129Xe and 1H MRI were 
padded to 96 × 96 to be compatible with all architectures, 
including U-Net. Each image was normalized to [0, 1]. We 
randomly selected 68 subjects (700 slices) for training, 8 
subjects (101 slices) for validation, and another 9 subjects (128 
slices) for testing. Both training and testing sets contained 
images of healthy volunteers and patients. There is no data 
overlap between the training and testing sets. A Cartesian 
scheme was used to obtain undersampled k-space data that 
corresponded to acceleration factor (AF) of 4 and 6. 
Specifically, the fully sampled k-space data was retrospectively 
undersampled in a phase-encoding direction (x-direction) 
according to a variable‐density Cartesian random 
undersampling matrix [39]. The non-acquired k-space data 
were initialized with zeros to serve as input to the proposed 
network. 

B. Competing Methods and Assessment Measures  
1) Competing methods 

We compared our method with a conventional undersampled 
image reconstruction method SPIRiT [48] and three 
representative CNN-based MR reconstruction methods: PCNN 
[22], CasNet [24], and KIKI-net [27]. KIKI-net is a cross-
domain reconstruction network, which is trained alternately on 
k-space and image domain to exploit the information of the raw 
k-space data. CasNet is the first method using deep learning for 
pulmonary gas MRI reconstruction. CasNet adopts a cascaded 
convolution network and incorporates prior knowledge in 1H 
images to refine structural details of the lung. PCNN is a 
complex CNN for MRI reconstruction, which incorporates a 
perceptual loss term to suppress incoherent image details. 
CasNet and PCNN are trained on the image domain alone. 
2) Image quality evaluation metrics 

We adopted peak signal-to-noise ratio (PSNR) and structure 
similarity (SSIM) to evaluate the image reconstruction quality. 
PSNR is measured by mean squared error (MSE), which is the 
ratio between the peak signal intensity and the intensity of 
corrupting noise [49]. SSIM is a metric used to evaluate the 
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structural similarity between two images by considering the 
mean and variance of the image signal intensities [50]. Note that 
PSNR and SSIM were computed only for the lung region 
defined by a mask segmented from the corresponding 1H 
images [24]. 
3) Assessment via lung function parameters 

To evaluate the potential of the reconstructed images for the 
assessment of lung function in clinical care, we segmented 
ventilation defects in the reconstructed pulmonary gas MR 
images and calculated the ventilation defect percentage (VDP). 
129Xe MRI ventilation defect can be used to quantify pulmonary 
ventilation distributions and is defined as lung regions with 
signal intensity below a certain threshold [51]. VDP is one of 
the commonly used metrics for ventilation defect quantification 
and represents the ratio of the ventilation defect volume in 
pulmonary gas MRI to the thoracic volume in 1H MRI [52]. The 
thoracic mask was obtained using seeded region growing 
followed by manual correction [53]. We employed hierarchical 
K-means clustering to classify 129Xe MRI signal intensities to 
obtain ventilation defect regions [54]. 

In addition, Dice score was used to evaluate the spatial 
agreement of the ventilation defects in the fully sampled and the 
reconstructed 129Xe MR images [55].  

C. Kernel Selection 
We implemented the proposed algorithm framework in Fig. 

2 using F-EN2 convolution kernel sized 1 × 96 (Model_F) and 
P-EN2 convolution kernel sized 96 × 1 (Model_P) to determine 
the suitability of F-EN2 and P-EN2 for our dataset. Of note, 
Model_F and Model_P were trained, validated, and tested using 
the same datasets in Section 4.1. 

Table Ⅰ shows that Model_F yielded higher PSNR and SSIM 
than Model_P at each AF. This suggests that F-EN2 convolution 
kernel is more suitable for the dataset used in this study. 
Therefore, we selected F-EN2 convolution in the proposed 
network for all the other investigations in this work. 

TABLE Ⅰ 
QUANTITATIVE RESULTS (PSNR (dB) AND SSIM (%)) OF DIFFERENT 

MODELS AT VARIOUS AFS [MEAN ± STANDARD DEVIATION]. 
AF Metrics Model_P Model_F 
4 PSNR 29.98 ± 2.78 30.72 ± 2.72 

SSIM  86.45 ± 4.70 87.51 ± 4.54 
6 PSNR 27.44 ± 2.67 27.99 ± 2.70 

SSIM  77.82 ± 6.71 79.22 ± 6.57 
Note: The highest PSNR/SSIM values are bold faced. 

D. Ablation Study 
In this section, we performed a series of ablation studies at 

an AF of 4 to examine the effects of EN2 convolution kernel, 
complex-valued convolution, and FMU in the proposed 
approach. To ensure a fair comparison, we constructed these 
ablation models with similar numbers of parameters as the 
proposed network by adjusting the feature channels. 
1) Comparisons of different convolution kernels 

To evaluate the effectiveness of the proposed EN2 
convolution kernel, we replaced it with different types of 
convolution kernels, including square convolution kernels, 
rectangle convolution kernel, and dilation convolution kernel, 
while keeping the other components intact.  

Fig. 5 shows that EN2 convolution kernel outperformed other 
compared convolution kernels, highlighting the effectiveness of 
developing customized convolution kernels based on k-space 
attributes to enhance reconstruction performance. Notably, for 
the square convolution kernel, the highest PSNR and SSIM 
were achieved using the kernel sized 3 × 3, while the lowest 
metrics were generated using the kernel sized 11 × 11. The 
rectangle convolution kernel of size 3 × 5 has comparable 
performance with the square convolution kernel of size 3 × 3. 
Moreover, the performance of the dilated convolution with 
kernel size of 3 × 3 and dilation rate of 2 is inferior to that of 
the square kernel sized 3 × 3.   

 
Fig.5. Quantitative comparisons of reconstructions (PSNR and SSIM) using 
different convolution kernels. Sn (n = 3, 5, 9, 11) denotes a square convolution 
kernel of size n × n. R3_5 denotes a rectangle convolution kernel of size 3 × 5. 
D3_2 denotes a dilated convolution with kernel size of 3 × 3 and dilation rate 
of 2. 

2) Effect of the size of EN2 convolution kernel 
To investigate the impact of incorporating different numbers 

of k-space data points (N) from the same frequency encoding in 
each convolution, we compared the performance of EN2 
convolution with different kernel sizes (1 × N).  

Fig. 6 shows that the PSNR and SSIM gradually increased 
with greater N and the optimal EN2 reconstruction performance 
was achieved with kernel sized 1 × 96. This demonstrates the 
importance of incorporating the complete set of k-space data 
from the same encoding in each convolution, which allows for 
comprehensive utilization of the encoding information. 

 
Fig. 6. Quantitative comparisons between the EN2 convolution with different 
kernel sizes (1 × N, where N = 6, 12, 24, 48, 96). 

3) Comparisons with joint use of F-EN2 and P-EN2 
To investigate whether the combined application of F-EN2 

and P-EN2 could further enhance the reconstruction 
performance, we established two derivative models. The first 
model sequentially employed F-EN2 and P-EN2 layers (termed 
EN2_seq). The second model applied both layers in parallel, 
then merged the generated feature maps using an average 
operation (termed EN2_merged). Fig. 7 shows that the proposed 
model using only F-EN2 achieved better reconstruction 
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performance than EN2_seq and EN2_merged. This suggests that 
the joint use of F-EN2 and P-EN2 may not necessarily further 
improve performance.  

 
Fig. 7. Comparison between the proposed method and joint use of F-EN2 and 
P-EN2 layers at an AF of 4. Magnified regions of green boxes are placed at the 
left bottom of the corresponding images. The error maps show the differences 
in the lung regions between the reconstructed images and fully sampled images. 
Average PSNR / SSIM of the entire testing dataset are listed under each 
reconstruction. 
4) Impact of complex-valued convolution  

To demonstrate the influence of complex-valued convolution 
on the reconstruction, we replaced the complex-valued 
convolution with real-valued convolution in the proposed 
algorithm (termed Proposed_real). Fig. 8 displays the 
reconstruction results obtained by the proposed method and 
Proposed_real for a healthy subject and a patient with chronic 
pulmonary inflammation. The results show that the proposed 
method reduced pixel-wise reconstruction error and produced 
sharper boundaries compared to Proposed_real. This 
substantiates the efficacy of complex-valued convolution in 
enhancing 129Xe MRI reconstruction performance. 

 
Fig. 8. Comparison between the proposed method and Proposed_real at an AF 
of 4 (average case). The error maps show the differences in the lung regions 
between the reconstructed images and fully sampled images.  

5) Strength of the FMU 
To understand the strength of the proposed FMU, we 

performed three ablation studies. In the first study, we replaced 
the F-blocks in the proposed network with conventional 
cascaded convolution blocks (Model_1). In the second study, 
we removed the dense path of FMU (Model_2). In the third 
study, we removed the residual path of FMU (Model_3). 

Table Ⅱ shows that Model_1 exhibited the worst 
reconstruction performance. Model_3 that only includes the 
dense path of FMU outperformed Model_2 that solely includes 
the residual path of FMU. This means that both dense and 
residual connections have a positive impact on the 
reconstruction performance, with a more pronounced influence 
from dense connections. These observations align with 
previous studies [44], [45]. Moreover, the proposed FMU that 
combines residual and dense connections achieves the best 
performance, demonstrating the effectiveness of combining 
these two types of connections for improved results. 

TABLE Ⅱ 
ABLATION STUDIES OF FMU [MEAN ± STANDARD DEVIATION]. 
Metrics Model_1 Model_2  Model_3  Proposed 
PSNR 29.47 ± 2.68 29.92 ± 2.55 30.62 ± 2.69 30.72 ± 2.72 
SSIM (%) 85.43 ± 4.89 85.92 ± 5.01 87.32 ± 4.54 87.51 ± 4.54 

Note: The highest PSNR/SSIM values are bold faced. 

6) The versatility of EN2 convolution kernel and FMU 
To demonstrate the versatility of the proposed EN2 

convolution kernel and FMU, we applied them in the 
architecture of KIKI-net (termed KIKI-net-E and KIKI-net-F, 
respectively). These models were built with a similar number 
of parameters as the original KIKI-net for fair comparison. 
Table Ⅲ shows that both the EN2 convolution kernel and FMU 
enhanced the image reconstruction performance, compared to 
the original version of KIKI-net. This further confirms the 
efficacy of EN2 convolution kernel and FMU in improving 
reconstruction performance and demonstrates their 
compatibility with various state-of-the-art reconstruction 
architectures. 

TABLE Ⅲ  
COMPARISON OF KIKI-NET WITH AND WITHOUT EN2 KERNEL OR 

FMU [MEAN ± STANDARD DEVIATION]. 
Method KIKI-net KIKI-net-E KIKI-net-F 
PSNR 29.68 ± 2.99 30.06 ± 2.95 29.99 ± 2.73 
SSIM (%) 86.80 ± 4.65 87.24 ± 4.32 87.06 ± 4.50 

Note: The highest PSNR and SSIM are bold faced. 

E. Comparisons with State-of-the-Arts  
1) Image reconstruction performance 

Table Ⅳ compares the image reconstruction performance of 
the proposed approach and SPIRiT, CasNet, PCNN, and KIKI-
net at different AFs in different subject groups. These results 
demonstrate that the proposed method consistently performed 
better than the other methods for various clinical indications at 
each AF. 

 Compared with the KIKI-net, the proposed network 
reconstructed 129Xe MR images with PSNR 3.50% and 4.91% 
higher at AF of 4 and 6 for the entire dataset, respectively. Of 
note, the cross-domain learning-based methods (KIKI-net and 
the proposed method) outperformed the image-domain 
learning-based methods (CasNet and PCNN), consistent with 
previous findings [27], [40]. These deep learning-based 
methods outperformed SPIRiT by a large margin. Table Ⅴ 
presents a comparison of model parameters among deep 
learning-based methods. The results demonstrate that the 
proposed method and KIKI-net have comparable model 
parameters, which are significantly fewer than those of CasNet 
and PCNN. 
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TABLE Ⅳ 
QUANTITATIVE RESULTS OF THE COMPARISON METHODS AT 

DIFFERENT AFS [MEAN ± STANDARD DEVIATION]. 
Clinical 
indications Model 

AF = 4 AF = 6 
PSNR SSIM (%) PSNR SSIM (%) 

Healthy 

Zero-filling 16.11 ± 2.14 53.61 ± 4.98 15.10 ± 2.14 45.84 ± 5.41 
SPIRiT 22.26 ± 2.17 67.12 ± 6.09 20.67 ± 2.16 60.49 ± 6.04 
CasNet 25.52 ± 1.87 80.11 ± 3.94 23.40 ± 2.01 72.66 ± 5.05 
PCNN 27.65 ± 1.56 85.12 ± 3.67 25.10 ± 1.26 75.61 ± 5.30 
KIKI-net 28.02 ± 2.11 87.23 ± 3.44 25.53 ± 1.88 79.15 ± 5.09 
Proposed 29.20 ± 1.37 87.67 ± 3.44 26.65 ± 1.26 79.47 ± 5.15 

Patient 

Zero-filling 17.32 ± 2.16 53.42 ± 8.66 16.26 ± 2.01 46.19 ± 8.81 
SPIRiT 25.27 ± 2.97 67.68 ± 9.90 23.89 ± 2.73 61.84 ± 9.50 
CasNet 27.19 ± 3.05 78.14 ± 7.21 25.35 ± 2.86 70.92 ± 8.60 
PCNN 29.53 ± 2.86 84.24 ± 5.60 27.16 ± 2.58 74.96 ± 7.52 
KIKI-net 30.38 ± 3.04 86.62 ± 5.08 27.32 ± 3.20 78.57 ± 7.24 
Proposed 31.36 ± 2.89 87.44 ± 4.95 28.56 ± 2.94 79.11 ± 7.11 

Total 

Zero-filling 16.96 ± 2.22 53.48 ± 7.83 15.91 ± 2.11 46.08 ± 7.99 
SPIRiT 24.37 ± 3.07 67.51 ± 8.92 22.93 ± 2.96 61.44 ± 8.62 
CasNet 26.69 ± 2.85 78.73 ± 6.45 24.70 ± 2.78 71.44 ± 7.73 
PCNN 28.97 ± 2.68 84.50 ± 5.11 26.66 ± 2.39 75.16 ± 6.92 
KIKI-net 29.68 ± 2.99 86.80 ± 4.65 26.68 ± 3.04 78.75 ± 6.67 
Proposed 30.72 ± 2.72 87.51 ± 4.54 27.99 ± 2.70 79.22 ± 6.57 

Note: The highest PSNR and SSIM are bold faced. 
TABLE Ⅴ 

COMPARISON OF THE NUMBER OF TRAINABLE PARAMETERS 
AMONG DIFFERENT METHODS. 

Methods CasNet PCNN KIKI-net Proposed 
Parameters 94.17 M 18.24 M 2.06 M 1.91 M 

Note: The fewest parameters are bold faced. 

Fig. 9 shows that our approach restored 129Xe MR images 
with structures in more detail and textures in higher degree of 
consistency with the fully sampled images, compared with the 
other methods for a healthy volunteer and a pulmonary 
tuberculosis patient at an AF of 6; this is consistent with the 
quantitative results in Table Ⅳ. For example, the images 
reconstructed by CasNet, PCNN, and KIKI-net were blurred 
owing to the high AF, especially in low ventilation regions 
(indicated by red arrows). The proposed approach is more 
accurate with fewer reconstruction errors.  

 
Fig. 9. Reconstruction results of two representative slices (average case) at an 
AF of 6: one slice from a healthy volunteer and the other from a pulmonary 
tuberculosis patient. The corresponding error maps show the differences in the 
lung regions between the reconstructed images and fully sampled images. 

2) Robustness to noise 
Systemic noise has been recognized as one of the major 

issues in pulmonary 129Xe MR imaging. The robustness to noise 
for all the methods was evaluated. In particular, complex-

valued Gaussian noises with mean (μ) of 0 and standard 
deviation (σ) of 0.01, 0.05, and 0.1 were added to the original 
k-space data as algorithm inputs. The quantitative 
reconstruction results for different methods at an AF of 4 are 
presented in Fig. 10. 

 
Fig. 10. The histograms of the average values of PSNR and SSIM under three 
levels of added Gaussian noise (μ = 0, σ = 0.01, 0.05, and 0.1) for all test data 
at an AF of 4.  

Fig. 10 shows that the proposed method achieved the highest 
PSNR and SSIM among the comparison methods at all the 
noise levels. In addition, at the highest noise level (σ = 0.1), the 
PSNR of the proposed method was decreased by 4.8% 
compared with the noise-free case (σ = 0), and these were 
14.56%, 6.1%, 5.4%, and 5.8% for SPIRiT, CasNet, PCNN, and 
KIKI-net, respectively.  
3) Comparisons of the lung function parameters 

Table Ⅵ presents the Dice scores for the ventilation defect 
regions segmented from the 129Xe MR images reconstructed 
using all the comparative methods at different AFs. At each AF, 
the proposed method achieved the highest mean Dice with the 
lowest standard deviation for the healthy subject and patient 
groups and the entire dataset. This means that the proposed 
method could be used to generate 129Xe MRI ventilation defect 
measurements highly consistent with fully sampled images. 

TABLE Ⅵ 
DICE SCORES CALCULATED BETWEEN THE VENTILATION DEFECT 

REGIONS OF THE RECONSTRUCTED IMAGES AND FULLY 
                              SAMPLED IMAGES AT DIFFERENT AFS  

[MEAN ± STANDARD DEVIATION]. 
Clinical indications Model AF = 4 AF = 6 

Healthy 

SPIRiT 0.6489 ± 0.1256 0.6921 ± 0.0975 
CasNet 0.7355 ± 0.0771 0.6921 ± 0.0975 
PCNN 0.7843 ± 0.0600 0.7044 ± 0.0787 
KIKI-net 0.8176 ± 0.0526 0.7468 ± 0.0762 
Proposed 0.8260 ± 0.0451 0.7623 ± 0.0708 

Patient 

SPIRiT 0.7721 ± 0.1180 0.7714 ± 0.1607 
CasNet 0.8192 ± 0.1102 0.7714 ± 0.1607 
PCNN 0.8563 ± 0.0790 0.8094 ± 0.1062 
KIKI-net 0.8733 ± 0.0684 0.8267 ± 0.1143 
Proposed 0.8812 ± 0.0618 0.8363 ± 0.0991 

Total 

SPIRiT 0.7380 ± 0.1317 0.7494 ± 0.1498 
CasNet 0.7960 ± 0.1085 0.7494 ± 0.1498 
PCNN 0.8363 ± 0.0807 0.7803 ± 0.1097 
KIKI-net 0.8579 ± 0.0689 0.8045 ± 0.1090 
Proposed 0.8659 ± 0.0626 0.8158 ± 0.0976 

Note: The highest Dice scores are bold faced. 
Fig. 11 shows the ventilation defect segmented from the 

results of all the reconstruction methods at different AFs. 
Consistent with the quantitative results, the segmentation 
results from the reconstructed images of the proposed method 
showed better agreement with that from fully sampled images 
than the other comparison methods. Specifically, at a relatively 
low AF of 4, the ventilation defect regions obtained by the 
proposed method were very similar to that generated from the 
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fully sampled images for both the healthy subject and the 
patient. In contrast, there were visible differences between the 
ventilation defect regions calculated from the other comparative 
methods and the fully sampled images, especially for the patient 
group (see blue arrows). At a higher AF of 6, the ventilation 
defect regions obtained by the proposed method were more 
similar to the fully sampled images, compared with the other 
methods. For example, some small ventilation defect regions in 
the right lower lobe of the healthy subject were restored by the 
proposed method whereas the other methods failed as indicated 
by the blue arrows. 

 
Fig. 11. Segmentation results of representative slices (average case) at different 
AFs. The green color denotes ventilated regions and the red color denotes the 
ventilation defect regions. VDP values and Dice scores for each reconstructed 
image are listed below the segmentation results. 

We also evaluated the utility of the proposed approach by 
comparing the VDP calculated from the gas MR images 
reconstructed by our method and KIKI-net (providing the 
highest PSNR and SSIM among the comparative methods) with 
the VDP derived from the fully sampled images at different AFs. 
As shown in Fig. 12(a) and 12(b), our approach yielded higher 
Pearson correlation coefficients (r) for VDP than KIKI-net at 
AF of 4 (r = 0.978 for our approach and 0.960 for KIKI-net). 
Notably, the VDP correlation between our approach and the 
fully sampled reconstruction (r = 0.951) is much higher than 
that between KIKI-net and the fully sampled images (r = 0.907) 
at AF of 6.  

 
Fig. 12. VDP comparisons between the fully sampled images and reconstructed 
images of different methods at AFs of 4 and 6. Pearson correlation coefficients 
(r values) are listed in the scatter plots. 

4) Performance evaluation on unpadded original dataset 
To ensure a fair comparison among various reconstruction 

methods, the original data were padded to 96 × 96. Yet, such 
padding operations may influence the reconstruction results 
[56]. To robustly demonstrate the superiority of our proposed 
method, we compared its performance with KIKI-net on 
original data (of size 96 × 84) without padding at an AF of 4. 
Table Ⅶ shows that the proposed network outperformed KIKI-
net regardless of whether data were padded or not, further 
affirming the effectiveness of our method. However, it should 
be noted that both our method and KIKI-Net show slight 
performance variations across different data sizes. 
Consequently, in practical applications, it is preferable to avoid 
preprocessing steps like padding that might impact 
reconstruction performance. 

TABLE Ⅶ 
COMPARISONS OF KIKI-NET AND THE PROPOSED METHOD USING 

DIFFERENT DATA SIZES AT AN AF OF 4 
[MEAN (STANDARD DEVIATION)]. 

Methods 96 × 84 96 × 96 
KIKI-net Proposed KIKI-net Proposed 

PSNR 29.97 ± 3.16 30.79 ± 2.79 29.68 ± 2.99 30.72 ± 2.72 
SSIM (%) 86.91 ± 4.36 87.96 ± 4.35 86.80 ± 4.65 87.51 ± 4.54 

Note: The highest PSNR and SSIM are bold faced. 

F. Extension to the Lung 1H MRI  
To evaluate the generality of the proposed method, we 

compared the reconstruction performance of the proposed 
methods with SPIRiT, CasNet, PCNN, and KIKI-net on lung 
1H MRI dataset at an AF of 4. In the 1H MRI dataset, there were 
85 subjects and each subject had 24 slices. We randomly 
selected 68 subjects for training, 8 for validation, and 9 for 
testing. Both training and testing sets contained healthy 
volunteers and patients. Representative reconstruction results 
are shown in Fig. 13. The results show that the proposed method 
restored fine structures in 1H MR images with the highest PSNR 
and SSIM, compared with the other methods. This 
demonstrates the utility and generality of the proposed 
approach for use in 1H MRI reconstruction. 

 
Fig. 13. Reconstruction results of lung 1H MRI using different methods at an 
AF of 4 (average case). The first row shows the reconstructed images. 
Magnified regions of green boxes are placed on the second row, and the error 
maps showing the differences in the lung regions are placed on the third row. 
Average PSNR / SSIM of the entire testing dataset are listed under each 
reconstruction.  

IV. DISCUSSIONS 
In this study, we develop an encoding enhanced (EN2) 

complex CNN to reconstruct pulmonary MR images from 
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highly undersampled k-space data. In contrast to other CNN-
based MRI reconstruction networks that apply square 
convolution kernels for k-space and image-domain learning 
[37], [39], we design a novel EN2 convolution kernel to extract 
the features of k-space along encoding direction based on the 
encoding properties of k-space data acquisition. This 
convolution strategy improves the efficiency of k-space 
learning. The network is implemented with complex 
convolution to maximize feature extraction capability from the 
limited gas MRI data. In addition, we propose an FMU module 
to further strengthen the representation capability of the 
network. Experiments demonstrate the effectiveness of these 
elements and the proposed approach.  

The size of the EN2 convolution kernel (1 × 96) is larger than 
the commonly used square convolution kernels (i.e., 3 × 3). To 
investigate the influence of receptive field, we compared the 
EN2 convolution kernel with square convolution kernel of 
different sizes (up to 11 × 11). Results showed that EN2 
convolution kernel achieved the best reconstruction results (see 
Fig. 5). This indicates that commonly used square convolution 
using large kernels does not necessarily lead to better results 
and in fact, we showed that square convolution with kernel size 
of 3 × 3 outperformed the other cases. This suggests square 
convolution for k-space learning is not optimal and the 
receptive field of kernels is not a determining factor for the 
observed performance improvement for the proposed method. 
The results of rectangle convolution and dilation convolution 
further support this conclusion.  

The improvement derived from EN2 convolution is due to its 
unique ability to fully leverage the integrity and correlation of 
encoding information within rows or columns in k-space. This 
yields a more accurate representation of k-space. Specifically, 
k-space data with the same encoding gradient (a row or column) 
have a stronger correlation than that within a square window. In 
a square patch of k-space, both the phase-encoding and 
frequency-encoding gradients are different for different data 
points, leading to potentially weaker encoding correlations. 
Moreover, the square convolution kernel only scans a limited 
square region of k-space data in each convolution, resulting in 
incomplete encoding in each direction. Furthermore, the spatial 
correlation of k-space data points within a square window is not 
as strong as that of image domain data, due to each data point 
in k-space containing information from the entire MR image. 
Consequently, the advantage of the square convolution kernel 
in extracting local features is diminished in k-space learning. 
As for the EN2 convolution kernel (taking F-EN2 for example), 
the complete information under a frequency encoding is utilized 
in each convolution. As a result, EN2 convolution kernel can 
capture highly condensed and non-redundant features of k-
space, enabling more effective feature mining than the square 
convolution kernel. To our knowledge, this is the first 
investigation of MRI reconstruction using a new form of 
convolution kernel that considers the characteristics of k-space 
data, which distinctly differs from existing methods. 

Here, we showed that selecting the suitable form of the EN2 
convolution kernel (F-EN2 or P-EN2) according to the dataset is 
helpful in obtaining better reconstruction results. Our dataset 

includes k-space data that is undersampled in the phase-
encoding direction (x-direction), meaning that the k-space is 
either fully sampled or zero-filled in the same column. F-EN2 
convolution kernel can exploit the relationship between 
sampled and unsampled data in each convolution, which is not 
available to the P-EN2. Therefore, F-EN2 performs better than 
P-EN2 in our dataset, as shown in Table Ⅰ. However, it is 
essential to recognize that the superiority of F-EN2 might not 
hold across all types of datasets. For example, undersampling 
scheme maintains frequency continuity within the fully 
sampled columns but compromises phase continuity in each 
row. For a smaller k-space matrix (e.g., 64 × 64), this disruption 
of continuity can have a stronger negative impact on k-space 
learning efficiency, potentially leading to better performance of 
P-EN2 than F-EN2. Thus, we think that both F-EN2 and P-EN2 
can be beneficial and the choice depends on the characteristics 
of the datasets. 

Remarkably, we observed that the joint implementation of F-
EN2 and P-EN2 kernels did not enhance the reconstruction 
performance (Fig. 7). In EN2_seq, the convolution operations 
of the F-EN2 disrupt the consistency of phase encoding within 
the same column data. Given that the P-EN2 kernel is designed 
on the premise of phase consistency within the same column k-
space data, the P-EN2 layer struggles to efficiently extract 
features from feature maps extracted by the preceding F-EN2 

layer. Similarly, the convolution operations of the P-EN2 layer 
compromise the frequency consistency within the same row 
data. This negatively impacts subsequent feature extraction by 
the F-EN2, resulting in reduced reconstruction performance 
than using the F-EN2 only. Moreover, the result of EN2_merged 
demonstrates that adequate exploitation of the correlation 
between k-space data with the same frequency encoding might 
be sufficient for effective k-space feature extraction. Given 
identical parameter sizes, the numbers of F-EN2 and P-EN2 
kernels in the EN2_merged are only half that of the F-EN2 
kernels in the proposed model. In our dataset, where F-EN2 
outperforms P-EN2, the benefits of incorporating additional 
encoding direction information may not compensate for the 
negative impact of less comprehensive feature extraction due to 
fewer F-EN2 kernels. Additionally, we acknowledge that the 
currently adopted average merging strategy may not optimally 
take advantage of combining information from both encoding 
directions and more comprehensive investigation of the feature 
fusion methods potentially improves the performance of 
EN2_Merged. However, the fusion of feature maps from 
different encoding directions, especially in the context of k-
space, is a challenging task that remains underexplored. We 
plan to investigate effective k-space feature fusion methods in 
our future efforts with high priority. 

Previous research shows that complex-valued convolution 
considers the relationship between the real and imaginary 
components of k-space data, allowing the network to gain 
greater representation power than real-valued convolution [33]. 
Our results confirm the effectiveness of complex-valued 
convolution in the context of pulmonary gas MRI 
reconstruction (Fig. 8). Complex-valued convolution treats 
complex-valued k-space data as a whole, which is decomposed 



12 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. xx, NO. x, 2020 

into four different real-valued convolutions to extract the 
hidden information in the real and imaginary parts of k-space. 
This is critical for generating an image. In contrast, real-valued 
convolution deals with the real and imaginary parts of k-space 
separately, leading to difficulties in exploiting the correlation 
between the two components and suboptimal reconstruction as 
a consequence. Therefore, we think complex-valued 
convolution can better deal with learning from the limited 
pulmonary gas MRI data. Moreover, to further enhance the 
feature expression capability, we propose an FMU module 
combining residual and dense connections. In CNN, residual 
connection enables feature reuse and dense connection enables 
new feature exploration, and both mechanisms have been 
widely used for MRI reconstruction [20] [21]. However, 
residual connection is not optimal for exploring new features 
and dense connection suffers from high redundancy [44]. FMU 
integrates the two types of connections and performs residual 
connection before dense connection. This leads to higher 
flexibility in learning new features while maintaining low 
feature redundancy. The results of the ablation study on FMU 
demonstrate the effectiveness of FMU in improving 
reconstruction performance. 

Our approach outperformed several state-of-the-art 
reconstruction methods under different AFs quantitatively and 
qualitatively (see TABLE Ⅳ, Fig. 9). In particular, our method 
can well preserve lung structures and restore most of the texture 
details at a relatively high AF of 6, which was not available 
using the other compared methods and was 50% higher than 
existing lung gas MRI reconstruction methods [24], [25]. We 
also evaluated our method and KIKI-net (the best performing 
methods at AFs of 4 and 6) at an AF of 8, whereby the original 
k-space data (96 × 96) was highly undersampled and contained 
little information. While we observed substantially reduced 
reconstruction performance for both our method and KIKI-net 
as expected, our approach still outperformed KIKI-net with 
higher quantitative metrics and more details, as shown in Fig. 
14. These results indicate that our method is useful for highly 
undersampled reconstruction. Additionally, our method 
demonstrated generality for 1H lung MRI reconstruction (Fig. 
13), which has also shown numerous promises for lung disease 
research, suggesting the utility of the proposed approach for a 
wide range of applications. 

 
Fig. 14. Reconstruction results using different methods at an AF of 8 (average 
case). Reconstructed images and error maps are placed on the first and second 
rows. Average PSNR / SSIM of the entire testing dataset are listed under each 
reconstruction. 

We further demonstrated the clinical utility of the proposed 
method by segmenting ventilation defects and quantifying VDP 
from the reconstructed 129Xe MR images. Our approach 
demonstrated higher fidelity with the fully sampled images, 
compared with the other methods (see Table Ⅵ and Fig. 11). 
The Dice scores for ventilation defect segmentation were 
promising considering the small size of defect regions that 
account for less than 10% of the lung for most of the cases. The 
VDP measurements derived from our method had stronger 
correlations with the fully sampled images (see Fig. 12). All of 
this is consistent with translating 129Xe MRI into broad research 
and clinical patient care. 

Whether to include a bias term in the convolutional layer that 
operates on k-space data remains debated. While this operation 
may be destructive and shift image signal intensities or can lead 
to instability during training [17], other studies [27], [29], [57] 
showed that this term can enhance data fitting capability and 
flexibility of deep models. The reason behind this is not entirely 
clear and may be related to the characteristics of training data, 
architecture of the model, optimization schemes, etc. However, 
a convolutional layer without a bias term could be viewed as a 
special case of an ordinary convolution. In this situation, the 
bias is fixed to zero rather than a learnable parameter. In our 
approach, we compared EN2 layers with and without a bias term 
and observed stable training for both cases with PSNR of 30.72 
and SSIM of 0.8751 when a bias term was used and PSNR of 
30.43 and SSIM of 0.8709 when it was not. Therefore, we opted 
to incorporate a bias term in the EN2 layers in the proposed 
approach. 

We acknowledge that this study still has limitations. For 
example, the proposed encoding enhanced complex CNN was 
only validated on lung MRI data with Cartesian undersampling 
while other k-space acquisition methods, including spiral, and 
radial trajectories, are also widely used. Adoption of the 
proposed method for use in these sampling patterns warrants 
further investigation. 

V. CONCLUSION 
In conclusion, we develop a cross-domain learning based 

approach for highly undersampled pulmonary 129Xe and 1H 
MRI reconstruction. Our approach employs a novel 
convolution scheme by exploiting the k-space data properties, 
complex convolution to maximize the data use efficiency, and 
a feature-strengthened unit to enhance feature expression 
capability. We showed that the proposed approach 
reconstructed 129Xe and 1H MR images with high accuracy at 6-
fold undersampling and yielded lung function measurements 
that are highly consistent with fully sampled images. As such, 
our approach may facilitate the integration of deep learning for 
fast lung MR imaging.  
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