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Suppression of Motion Artifacts Caused by
Temporally Recurring Tracer Distributions in
Multi-Patch Magnetic Particle Imaging

Nadine Gdaniec, Marija Boberg, Martin Méddel, Patryk Szwargulski, Tobias Knopp

Abstract— Magnetic particle imaging is a tracer based
imaging technique to determine the spatial distribution of
superparamagnetic iron oxide nanoparticles with a high
spatial and temporal resolution. Due to physiological con-
straints, the imaging volume is restricted in size and larger
volumes are covered by shifting object and imaging volume
relative to each other. This results in reduced temporal
resolution, which can lead to motion artifacts when imaging
dynamic tracer distributions. A common source of such
dynamic distributions are cardiac and respiratory motion
in in-vivo experiments, which are in good approximation
periodic. We present a raw data processing technique that
combines data snippets into virtual frames corresponding
to a specific state of the dynamic motion. The technique is
evaluated on the basis of measurement data obtained from
a rotational phantom at two different rotational frequencies.
These frequencies are determined from the raw data with-
out reconstruction and without an additional navigator sig-
nal. The reconstructed images give reasonable representa-
tions of the rotational phantom frozen in several different
states of motion while motion artifacts are suppressed.

Index Terms— Biomedical imaging, magnetic particle
imaging, motion artifacts, motion compensation, motion
detection

[. INTRODUCTION

OTION artifacts are a common patient-based problem in
medical imaging caused by voluntary or involuntary patient
movement during image acquisition. While voluntary movement
can be reduced by immobilization or sedation, involuntary mo-
tion, such as cardiac or respiratory motion require technological
solutions for the affected imaging systems. Even though numerous
techniques have been developed to mitigate motion artifacts in
magnetic resonance imaging [1] and computed tomography [2]
over the last decades research on this issue is still in its infancy
for magnetic particle imaging (MPI).
MPI is a tracer based imaging modality to determine the spatial
distribution of superparamagnetic iron oxide nanoparticles with the
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Fig. 1. As reference, state-of-the-art reconstructions of a static (left)
and a fast rotating phantom (right) are shown. The patch arrangement
of the underlying multi-patch imaging sequence with corresponding
patch numbers is depicted in the center. In the static case, the two
diagonals consisting of three samples each are visible, as well as the
five samples on the outer circular arc. In the dynamic case, however, the
original point-shaped samples are distorted to circles and the structure
of the phantom is completely lost, which illustrates the effects of motion
artifacts in this image scenario.

help of static and dynamic magnetic fields [3]. MPI has proven to
be suitable for medical applications like the detection of stroke [4],
gut bleeding [5], cancer [6], stenosis [7], and the presence of
cerebral aneurysms [8]. It was utilised for visualizing lung per-
fusion [9], labeled stem cells [10], functional processes [11], and
vascular interventions [12], [13], [14].

MPI has the potential to be a fast imaging technique with a
repetition time in the millisecond range, which is fast enough for
blood flow measurements [15]. In practice this only holds true for
single imaging volumes. Peripheral nerve stimulation and tissue
heating caused by the dynamic magnetic fields limit the field of
view (FoV) of these volumes to only few centimeters for a gradient
strength of the selection field larger than 1Tm™ "' [16], which is
required for reaching spatial resolutions in the millimeter range.
Techniques to increase the imaging volume either use a spatial shift
of the fields [17] or a mechanical shift of the object under exami-
nation [18], [19] and are known as multi-patch sequences. Relative
spatial shifts are performed with a much lower frequency compared
to the excitation frequency to avoid heating and stimulation. These
techniques have in common that they scan different areas of the
object sequentially, which can reduce the temporal resolution to
the point where motion artifacts can no longer be neglected, as
illustrated in Fig. 1.

Currently, there are only a hand full of studies on the reduction
of motion artifacts in MPI. In [20] a raw data processing technique



has been proposed to detect motion and reduce the induced artifacts
for single-patch imaging of temporally periodic tracer distribu-
tions. This technique has been extended to moving table multi-
patch scenarios where the shifts are performed mechanically [19].
Moreover, there are attempts to reduce motion artifacts using poly-
rigid registration [21], which show promising results for single
time points in a motion series. In this manuscript we generalize and
enhance the technique proposed in [20] such that it can be used
to reduce motion artifacts caused by temporally recurring tracer
distributions for any MPI imaging sequence, i.e. single-patch and
multi-patch. This makes it possible for the first time to reconstruct
temporally recurring tracer distributions that are too fast to be
resolved naively using multi-patch MPI.

Il. PROBLEM STATEMENT

Currently, all reconstruction methods in MPI make the as-
sumption that the measured signal is caused by a static particle
distribution and a violation of this assumption can lead to mo-
tion artifacts in the reconstructed images. The strength of these
artifacts is primarily determined by the speed at which the tracer
distribution changes and the frame rate of the MPI measurement
sequence. The motion artifacts we observed can be grouped into
three categories: ghosting artifacts, smearing artifacts and patch
boundary discontinuities.

The following example should serve as an illustration of the
different types of artifacts. To this end, consider a 1D multi-patch
sequence with two patches as illustrated in Fig. 2. The basic cosine
excitation is done by a field free point (FFP) moving back and
forth with a repetition time of T'g. Each patch is scanned for three
cycles before the focus fields change focus within the next two
cycles resulting in a total repetition time of 107’ for the complete
multi-patch sequence. Moreover, we consider a point-like sample
moving periodically back and forth within the overlap region of the
patches.

(a) Ghosting artifacts: Whenever the FFP traverses the sample a
strong MPI signal is generated encoding the location of the
sample. During one excitation period the FFP traverses each
position twice. In our example, FFP-sample crossings appear
at different positions due to the fast motion of the sample.
This can be seen when reconstructing the first and the second
half of the first excitation period independently. The net effect
on the reconstruction of the average signal of the full period
is a ghosting artifact, where the sample appears twice in the
reconstructed image as shown in Fig. 2 (a).

(b) Smearing artifacts: If at least two of these ghosting artifacts
are overlapping they blend into a single broader signal, which
we refer to as smearing artifact. These artifacts can be es-
pecially prominent when multiple FFP-sample transits occur
only slightly displaced. For our fast moving sample this can
be observed in on the right hand side of Fig. 2 (b).

(¢) Patch boundary discontinuities: Considering the recon-
structed images of different patches, each may yield different
signals in the region of patch overlap, which can be observed
for our example. Therefore, a multi-patch reconstruction of
the complete measurement without boundary continuation
handling can cause discontinuities at the patch boundary if
the signals from different patches differ at these locations as
shown in Fig. 2 (c).

A point-like sample moves periodically back and
forth within the overlap region of patch 1 and
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Fig. 2. At the top most plot the FFP movement of an exemplary 1D
multi-patch sequence and the movement of a point like sample are
shown. The basic repetition time of the FFP movement is Tr. Each
of the two patches is scanned for three cycles (patch 1 and patch 2)
before the focus fields change focus within the next two cycles (FF
move). Reconstructions of the first and second half of the signal yield
different images as shown in plot (a) for the first excitation period.
Both location as well as strength of the image signal differ due to the
fast motion of the sample. A standard reconstruction of the average
measurement signal of the first period will therefore result in a ghosting
artifact (period 1), where the image shows two samples instead of one.
Separate reconstructions of the three periods of patch 1 (light, medium,
and dark gray) are shown in plot (b). Here too, the object movement
causes the sample to be reconstructed in different locations. These
differences accumulate in ghosting and smearing artifacts in the recon-
struction of the average signal of the whole patch (patch 1). Separate
reconstructions of the first two patches are shown in plot (c). Apart
from the motion artifacts mentioned in the previous cases, one observes
different signal intensities where the image domains overlap. These lead
to discontinuities at the patch boundaries in the reconstructed image of
a complete multi-patch cycle in case the discontinuities are not handled
separately. While the other motion artifacts can occur in single-patch
imaging, the latter is specific to multi-patch MPI.



[1l. THEORY

The method for reducing motion-induced artifacts presented in
this manuscript improves and generalizes the method for single-
patch measurements presented in [20]. To recapitulate the latter,
consider a periodically changing tracer distribution, discretize one
motion period into a finite number of motion states, and group
the data snippets by these states. The reoccurring data snippets of
an arbitrary state of motion do not necessarily cover a complete
excitation cycle, which is necessary for reconstruction. This issue
is resolved by processing multiple raw data snippets into a single
virtual frame, which represents a single-patch measurement, where
the distribution is frozen in the considered state.

We generalize and improve the aforementioned method in three
different ways.

e Depending on whether the length of the data snippets is
shorter or longer than the repetition time of the excitation,
two different processing approaches were used in [20]. We
combine both in a unified framework.

o Changes in the tracer distribution within a sampling interval
lead to discontinuities within the virtual frame causing image
artifacts. We propose to reduce these by a spectral leakage
correction.

e We generalize the method to the multi-patch case. L.e. we
describe how to process data snippets of a specific state of
motion acquired during a multi-patch measurement into a
virtual multi-patch frame.

After sketching our approach we describe the procedure in more
detail using mathematical notation.

A. MPI Signal: Static Object

First, we focus on the MPI signal of a static object fitting into a
single patch. The relation between the static distribution cs : R? —
R+, which is the image to be reconstructed, and the MPI signal
w : [0, LTR] — R can be described by

ult) = —po / p(r)- I (1. e (r) d°r. ()
R3
This equation contains the vacuum permeability g, the coil sensi-
tivity of the receive coil p : R? — R>, the magnetization of the
tracer m : R3 x R — R, the cycle duration of the drive-field
excitation T, and the number of measured cycles L. Due to the
periodicity of the excitation field

om om
—(7r,t TR) = —(r,t 2
we have a Tg-periodic measurement signal, i.e.

u(t +qTR) = u(t),

for all ¢ € [0,Tg] and ¢ € {0,1,...,L — 1}. The discrete
time signal acquired during one drive-field cycle can be used to
reconstruct an image of the static object.

B. MPI Signal: Object with Movement

During in-vivo measurements, the object is not static, but expe-
riences motion. The motion is caused e.g. by respiration motion,
cardiac motion, or the motion of MPI-tracer-coated interventional
devices. The repetition time Tr in MPI is quite small (e.g. 21.54 ms
for a single imaging volume) resulting in a high temporal resolu-
tion for single-patch imaging without averaging. Quasi-static tracer

distributions are those with only slight displacements during T
and can be handled like static data. In other case (dynamic tracer
distributions), this data handling might introduce severe motion
artifacts into the processed signal and therefore into the final MPI
tomograms as discussed in section II.

If we assume a continuously differentiable dynamic tracer dis-
tribution ¢(r, t) over time, the generated signal is given by

w(t) = —po / p(r) - %(m(r,t)c(r,t)) &

R3
- —uo/p('r*) ~<aa—7;l(r,t)c(r,t) + m(r,t)%(r,t)) &
R3

and is in general no longer Tr-periodic. In this work we limit the
considered dynamic tracer distributions to those whose temporal
change provides negligible contributions to the measurement sig-
nal, i.e.

u(t) = —po /p(r) . %—T(T, t)e(r,t) d3r. 3)
R3
In most cases this will only be a mathematical. In practice there
are only very few MPI systems, where excitation is done by
mechanical motion of the sample [22].
In order to discretize the dynamics of the tracer distribution
we define At > 0 to be the largest duration for which the tracer
distribution remains approximately static, i.e.

C(Tvt) ~ C(’l‘,ts), te I(tstt)v (4)

where I(t,At) := [t,t + At] is a short notation for a length
At time interval starting from ¢. The time point ¢ is associated
with a certain state of the motion. In that case the signal snippet
generated by the dynamic distribution c(r,t) during I(¢s, At), is
approximately that of a static distribution ¢(», ts)

u(t) %) ﬁuo/p(r) . a—m(r,t)c(r,t) d3r

ot
]RS
4 0
~ —MO/P("”) : %(T,t)c(r,ts)d% o
RS
= up(t), t € I(ts, Ab).

C. Data Grouping

To be able to reconstruct the tracer distribution ¢(r, ¢s) at time
ts, a complete drive-field cycle describing the static tracer distribu-
tion is required. This is fulfilled for the quasi-static approximation
(At > Tr) but requires further investigation in the other cases.

In this work, we restrict to temporally recurring tracer distribu-
tions which are dynamic tracer distributions satisfying

c(r,p(t,n)) = c(r,t), te€][0,Tmo), n € No. (6)

The mapping p : R x Ng — IR provides the temporal distance
between 0 and the n-th repetition of the motion state at ¢; and
Tnot 1s the duration of the first motion cycle. In particular, we have
p(ts,0) = ts and p(ts,1) = ts + Tmor. In practice, the param-
eter n is limited by the maximum number of repetitions N;, =
max {n € Ny : p(ts,n) < LTg} that occur during the acquisition
of the MPI signal. A special case is a Tmot-periodic dynamic, where
p(ts,n) = ts + nTmor and without loss of generality ¢ts € [0, Tmot]-
The more general definition (6) includes realistic scenarios, like



those we have in-vivo, where the heart beat and respiration are
slightly irregular in which case a single period length T does
not describe the system accurately (especially if we measure for
longer durations). Slight variations of the motion frequency result
in different time intervals that fulfill the quasi-static approximation.
The highest frequency results in most prominent artifacts and thus
the time interval At is chosen relative to the highest occurring
motion frequency.

Using equation (6) we collect all data snippets where the dy-
namic distribution c(r,t) is approximately equal to the motion
state c(r, ts). For t € I(p(ts,n), At) we can approximate u(t) by

3) 0
u(t) = fpo/p(r) . 8—T(r,t)c(r,t) d3r
RS

R o [[plr) - G el plte, ) o
R3
©) om 3
2 o [ o) G0t
RS
= ui,' (1)
where n € {0,..., N, } can be seen as a label for the n-th data

snippet. For t € [0 LTg] \Un'*0 I(p(ts,n), At) we set uﬁt(t) =0.
To this end, a masking function atAst is introduced that masks all
aforementioned data snippets in the measured time signal u(¢). The
function Uﬁt can be defined as

AR {0,1),
] ™)
1 I A 7
t ) te ng() (p(t57n)7 t) .
0, else

Thus, uf*!(t) & ot (t)u(t) for all ¢ € [0, LTR).

D. Data Combination

As pointed out in the last paragraph of this section the data
snippets do not necessarily cover a complete excitation cycle
in which case they can not be directly used for reconstruction.
In addition, as the number of data snippets increases, there are
redundancies in the data that can be exploited. Both issues can be
resolved by combining the snippets into virtual frames [20]. One
frame for each state of motion.

Using our collected data snippets, we can now define the virtual
frame by

Z Yt +1TR)
an ==
> oft(t+1TR)
1=0
Here, we need to divide the averaged signal by the number of
averages that are taken for each time point ¢.
One potential pitfall is that equation (8) is undefined if
L—1
It e[0,Tp): Y oi'(t+1TR) =0, )
=1
since the nominator and denominator would be zero for these
t. This means that for the motion state at ts the measured data
snippets do not suffice to fill the entire interval [0, Tr] of the virtual
frame. To fix this issue the measurement sequence needs to be
extended by increasing the number of measured periods L.

€ [0,Tr]. ®)

E. Spectral Leakage Correction

The approaches discussed so far assumed that the tracer distri-
bution is static within the time interval I(ts, At). In practice this
is only an approximation resulting in discontinuities at the edges
of the pieces added to the virtual frame. Even small discontinuities
can worsen the reconstruction quality drastically, since they lead to
spectral leakage in the Fourier space, which is usually considered
for reconstruction.

To address this issue we propose to window the signal prior
to filling the virtual frame. To this end, a window function A :
R — [0, 1] with support supp(h) = [0,1] is defined, which can
for instance be the Hann window

1
L(1—cos2rt), tel0,1
AR 5 [0,1], e 2 (1~ cos2m?) 0.1}
0, else
or the rectangular window

1, te][0,1]

ARG R = [0,1], ¢
0, else

The specific choice of the window function has an influence on the
efficiency of leakage correction [23], [24].
We scale the window and define
hat : R —[0,1], t— h(At)
where the support of hay is supp(hay) = [0, At]. To apply the
spectral leakage correction we replace the non-zero parts of the
binary function aét with a window that has exactly the width At.
This modified function can be defined by using a sum of shifted
window functions
N,

withy iR = [0,1], tHZhAtt— (ts,n)).  (10)

By inserting the rectangular window, one can see that thttha =

At which implies that w ,, includes aAt as a special case when

the rectangular window is chosen. We define the spectral leakage
corrected virtual frame by

L-1

S u(t +ITR)wi, (t+ 1TR)
=0

ay", (t) = , te[0,Tg] (11)

L—1
> wih, (t+1TR)
=0

as illustrated in Fig. 3. Again, equation (11) is undefined if
condition (9) holds and the number of repetitions L needs to be
increased in that case. Henceforth, we will refer to equation (11)
when using the notion virtual frame, since equation (11) is a strict
generalization of equation (8).

F. Multi-Patch Imaging Sequence

To increase the FoV in MPI, multiple patches shifted relative to
each other are measured sequentially. The number of patches is de-
noted by P. An exemplary temporal sequence of the measurement
process is illustrated in Fig. 4 with corresponding patch positions
shown in Fig. 1 for P = 4.

We consider a multi-patch sequence, where the excitation field
is Tr-periodic within each patch. The time to move the patch from
one position to the next is given by T and we will consider the
case where Ty,i is a multiple of the drive-field excitation cycle
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Fig. 3. A graphical representation of the combination of data snippets
into a virtual frame is shown. The measured data (white) is subdivided
with respect to the L drive-field periods. Multiplication with the window
function ththHam selects the data snippets corresponding to the se-

lected motion state at £, = 0 and reduces spectral leakage. Summation
of all windowed data snippets and subsequent normalization yields the

virtual frame ﬁ?:,hHann as indicated by blue rectangles for the data

shippets shown.

TR, i.e. Toift = Lshi TR Where Lgpig 18 the number of drive-field
excitation cycles required for patch movement. The data acquired
during patch movement will not be considered for reconstruction.
Thus, in order to reach a high duty cycle it is advantageous to
measure for multiple drive-field excitation cycles at each patch. We
consider a sequence where at each patch L p subsequent drive-field
excitation cycles are measured such that the time per patch is given
by Tp = LpTg. The duty cycle D is given by
p__Tp _ __Lp

Tp + T Lp + Lot
Consequently for reaching at least 50 % duty cycle one should
choose Lp > Lgn. We note that Ly, has a scanner specific
minimal value, which is determined by the possible slew-rate of
the focus field.

Getting back to Fig. 4 one can see that the sequence toggles
between patch movement and measurement and proceeds until all
patches are measured. We denote the repetition time of a full multi-
patch cycle as

12)

Ttrame = P(TP + Tshifl)~ (13)

In general, a multi-patch sequence will not only contain one frame
but F' and in turn the total measurement time is

Tieas = F'frame = LTR» (14)

where L = (Lp + Lgp) PF is the total number of drive-field
cycles, which we already used in the previous sections.

Since Lp, Lgise, P, and F are all static parameters that do not
change during the measurement it is possible to know precisely, in
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Fig. 4. lllustration of a multi-patch imaging sequence with four patches.
At each patch position L p drive-field excitation cycles with duration Tr
will be run through. Following the focus fields change (FF move) in a
fixed time Typi. The total time of a single cycle multi-patch sequence
is Tirame and the data acquired during that time are referred to as one
frame.

which patch the measurement sequence is for a certain time point
t € [0, Tineas]. To this end, we can define a mapping IT : [0, Tineas] —
{0,1,..., P} that maps a time point to the patch number. As a
special case we include patch number 0, which is returned in case
that the patch is moving from one position to the next one. Taking
this into account, the mapping can be defined as

t (mod Tirame ) P Ttrame
{[ (mod Tiane) W ¢ (mod Iy )gTRLP

0, else

() = (15)

where [-] denotes the ceiling function. In a similar way we can
define a function ¢ : [0, Tieas] — {1,..., F'} with

(’O(t) - ’7Tfrime“ ’

which is mapping the time to the frame number.

16)

G. Multi-Patch Data Combination

Now we switch back to the setting where not only the ' multi-
patch frames are acquired, but also the tracer distribution is chang-
ing over time. For the reconstruction of a complete multi-patch
image data from each patch are required. In order to generalize
the data combination technique developed for single-patch imaging
in section III-E we need take the patch substructure of a frame
into account when constructing our virtual frame using the data
snippets from section III-C.

To this end we need to fill the virtual multi-patch frame ugis”(t, £)
with patch label £. The averaged virtual frame ﬂ‘t’i:h(t, &) can be
computed by equation (11) with an adapted masking function

~ At

G n s Rx{0,1,..., P} — [0,1],

(t,8) — {wéfh(t)’ ¢=1(t)

0, else

For successful reconstruction it is required that for all patches
and all motion states, the entire drive-field cycle is captured after
combining and weighting of the data, i.e. there exists no tuple (¢, £),
te[0,Tg]and € € {1,2,..., P}, such that &;éfh(t,g) =0.



7 cm

Fig. 5.
(upper left and right) is attached to a phantom holder shown in the lower
part of the figure. Eleven samples filled with 10 uL. of perimag are placed
inside the holes of the phantom. By attaching a motor to the phantom
holder, the phantom can be rotated.

Rotational phantom used in the experiments. The phantom

V. MATERIALS AND METHODS
A. Experiments

Experiments were performed with a preclinical MPI scanner
(Bruker, Ettlingen, Germany). We used a 3D-printed phantom
holder with a diameter of 7 cm shown in Fig. 5 and placed eleven
spherical shaped samples into the holes with the central hole
left empty. Each sample had an inner diameter of about 3 mm
filled with 10 uL. perimag (micromod Partikeltechnologie GmbH,
Rostock, Germany) with a concentration of 50 mmolg, L~ 1. The
phantom was placed horizontally inside the scanner on a phantom
holder (Fig. 5 bottom). A motor was attached to the phantom holder
enforcing rotation in the horizontal plane inside the scanner bore
of the phantom.

Multi-patch measurements were performed with the phantom in
three different setups.

o With a static phantom, where the motor was turned off.

o With a slowly rotating phantom, where the average rotational
frequency was 0.814(3) Hz representing a case where the
tracer distribution is quasi-static throughout a single drive-
field cycle.

e With a fast rotating phantom, where the average rotational
frequency was 1.771(3) Hz representing a case where re-
constructions of single excitation cycles would show motion
artifacts.

Note that the frequencies were determined a posteriori from the
raw measurement signal as described in section IV-B.

All multi-patch measurements were performed with four
patches, a gradient strength of —0.5 T m ™! in - and y-direction,
1Tm™ ! in z-direction, and a drive-field amplitude of 12mT in
all three directions. The repetition time Ty of a single drive field
cycle was 21.54 ms. The four patches were shifted +16 mm in -
and y-direction resulting in a FoV of 80 x 80 x 24 mm?® as shown
in Fig. 1. At each patch position Lp = 200 subsequent drive-
field cycles were acquired, followed by seven drive-field cycles to
change the focus fields to the next patch setting. We measured 2
frames resulting in a total measurement time of Tineas = 35.67s
for each phantom. Thus, the slow and fast rotating phantoms cycle

29 respectively 63 time during the measurement. In addition to the
phantom data we acquired 200 background frames with an empty
scanner bore and the motor turned off, which were averaged and
subtracted from the phantom data [25], [26]. For the joint recon-
struction, four system matrices were acquired with a delta sample
of size 2 x 2 x 1mm? on a grid of size 33 x 33 x 27 covering a
volume of 66 x 66 x 27 mm?> centered around the respective patch
center shown in Fig. 1.

B. Spectral Analysis

The motor we used to rotate the phantom did not provide a
method to accurately control or measure its frequency. Thus p(¢,n)
and hence the window functions defined in (10) are unknown at
this point. Here, we describe how the frequency of motion can be
determined by a spectral analysis of the raw MPI signal.

Experimentally, the continuous raw data signal u(¢) is sampled
with a finite bandwidth for each receive channel. We used the
signal of the y-channel for further analysis. To recover the motion
frequency v(¢, f) for each patch £ € {1, ..., P} within each frame
f € {1,..., F}, we Fourier transform the time data acquired dur-
ing each drive-field cycle. The resulting K frequency components
can be combined into a vector abf = (ﬁﬁf’f )szl for each
drive-field cycle I € {1,...,Lp}, patch and frame. For a fixed
frequency component k, patch £, and frame f the signal ﬁff’f can
be interpreted as a time signal with [ being the time variable with a
spacing of T from which we generate a spectrum using the short-
time Fourier transform. We then select the frequency component
k with the highest peak in the spectrum for determination of the
motion frequency. We detect the fundamental w = 1 and higher
w > 1 harmonic peaks of the motion frequency and use a parabolic
interpolation technique with a Hann window [27] to determine
their position vy, (€, f). From there on we can calculate the motion
frequency of the motor for any given patch £ and frame f by

v(e ) = 2ot (i 2 an
with an uncertainty of
0.0526

In our scenario the fourth harmonic was used which leads to an
uncertainty of 0.012 Hz.

The motion period Tmot(&, f) = ﬁ is then used to recur-
sively recover the function p(ts,n + 1) by

p(ts7 n+ 1) = p(t$7 n) =+ Tm()l(H(p(t& n))7 (P(p(ts, n)))7
with IT defined in (15) and ¢ defined in (16).

C. Virtual Frames

Discretization is done by choosing the parameters ¢s and At. In
our case, the motion states are chosen independently of the window
width At.

During one rotation of the phantom multiple drive-field cycles
M= {TL

Tr
averaged over all patches and frames and |-| denotes the floor
function. In our scenario we choose to visualize the phantom at
each drive-field cycle and hence

J are performed, where Tiyo is the mean motion period

tse{mTR:mZO,,M—l}



with M equal to 29 and 63 for slow and fast rotation, respectively.
The window widths At are chosen from 0.67x to 3.07Tg in in-
crements of 0.37'r. Virtual frames are computed for all possible
combinations of ¢s, At and the Hann respectively the rectangular
window function. The only exception being At = 0.61y for the
slowly rotating phantom as the virtual frame is undefined in this
case.

D. Image Reconstruction

Once the virtual frames are computed for a specific state of
motion, an image reconstruction technique is required to determine
the corresponding tracer distribution. Here, we use the joint multi-
patch reconstruction approach [17], [28], which makes use of
a regularized version of the iterative Kaczmarz algorithm [29].
Moreover, for the reconstruction we use only frequencies above
80kHz with an signal-to-noise ratio (SNR) greater than 2 to
account for background noise [25].

Reconstruction parameters are chosen manually to minimize the
blurring of the samples. For reference, the measurement data of
the static and the fast rotating phantom are fully averaged and
reconstructed with a relative Tikhonov regularization parameter
A = 0.001 and 5 iterations. The virtual frames obtained from
the measurement of the dynamic phantom are reconstructed with
a relative Tikhonov regularization parameter of A = 0.01 and 2
iterations.

For visualization and analysis we convert the reconstructed 3D
MPI tomograms into 2D images by maximum intensity projections
in z-direction. Additionally, we generate two movies for each
rotating phantom from all motion states. For the slower rotating
phantom we use At = 1.5Tr and for the fast rotating phantom
At = 0.9Tg and the Hann window. The first movie shows the
rotation in real time with 46 frames per second, while the second
is decelerated to 4 frames per second to highlight the phantom
displacement from frame to frame.

E. Image SNR and Sample Width

Motion artifacts appear most prominent for the samples on the
diagonal of the rotating phantom with the highest distance from
the rotational center. Therefore, motion artifacts are quantified by
the full width at half maximum (FWHM) of these samples. The
FWHM is calculated for all ¢s where the diagonals of the phantom
are approximately aligned horizontally respectively vertically. To
this end, the image of the static phantom is slightly rotated before
the FWHM is obtained. Image noise is quantified by the SNR.
A circular mask with a radius of 17 pixels is used to cover the
central region. This is the region where the phantom is located.
The maximal pixel value within this region defines our signal,
whereas the noise is given by the standard deviation of all pixel
values outside the mask. The SNR is calculated for all ¢5.

V. RESULTS

As reference, we consider a state-of-the-art reconstruction of
the static and fast rotating phantom shown in Fig. 1. While the
phantoms structure is perfectly visible in the static case it is
completely lost in the dynamic one. Motion-compensated recon-
structions of the slowly and fast rotating phantom are shown in
Fig. 6 and Fig. 7, respectively. Our method has two free parameters
which influence how strong motion artifacts are suppressed. These
are the window function h and the window width At which is equal

At = 3.0Tg

At =15Tr  At=12Tx

Hann
= 496 ms

1056 ms
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Fig. 6. Motion-compensated reconstructions of the slowly rotating
phantom are depicted. In all cases a Hann window is used for spectral
leakage correction. Images within the same row show the same motion
state labeled by a specific time point ¢ in the first motion cycle which
has a duration of 1229 ms. The columns differ in the width of the data
snippets At used for reconstruction. The widths of 3.0Tr, 1.5Tr, and
1.2T'r are approximately equal to 65, 45, and 26 ms, respectively. These
are 5.3, 3.7, and 2.1 % of the duration of the motion cycle. One observes
that the suppression of motion artifacts improves with decreasing At,
while the image noise increases.

to the length of our data snippets. Visual inspection of the motion-
compensated reconstructions shows that the suppression of motion
artifacts improves with decreasing window width, whereas image
noise increases. The impact of the spectral leakage correction is
illustrated in Fig. 7, where reconstructions without (rectangular
window) and with (Hann window) correction are shown. We ob-
serve that for a fixed window width more image noise and stronger
motion artifacts are present without spectral leakage correction.
Furthermore, we notice in the movies that the image noise depends
on the patches and is not homogeneously distributed over the entire
FoV.

Using the Hann window we perform a quantitative analysis
of artifact suppression measured by the FWHM and image noise
measured by the image SNR. The results are summarized in Fig. 8.
For both the fast and the slowly rotating phantom, the median SNR
values reach up to the median SNR value of the static phantom of
54 for large window widths of 2.4Tr and higher. They then decline
slowly as the window width decreases until they reach a drop-off
point from where they fall off quickly agreeing well with our visual
observations. The slowly rotating phantom reaches this drop-off
point at At = 1.8 and the fast rotating phantom at At = 1.2.
The FWHM of the static phantom is 6.0 mm and the FWHM of
the rotating phantoms starts at 10.8 and 7.4 mm for At = 3.0 Tg
for fast and slow rotation, respectively. The FWHM then decreases
with decreasing window width and reaches an optimum of 6.6 mm
at At = 0.9 Ty for the fast rotation and 6.5 mm at At = 1.5 T
for the slow rotation from which on it increases again.

The determination of the motion frequencies from the raw
data signal is summarized in Fig. 9. For both the fast and the
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Fig. 7. Motion-compensated reconstructions of the fast rotating phan-
tom are depicted. The three images at the top use a rectangular window
which is equivalent to no spectral leakage correction, whereas a Hann
window is used in all other cases. Images within the same row show
the same motion state labeled by a specific time point ¢s in the first
motion cycle which has a duration of 565ms. The columns differ in
the width of the data snippets At used for reconstruction. The widths
of 3.0Tg, 0.9Tg, and 0.6T'r are approximately equal to 65, 19, and
13 ms which is 11.5, 3.4, and 2.3 % of the duration of the motion cycle.
Just as with the slowly rotating phantom shown in Fig. 6 one observes
that the suppression of motion artifacts improves with decreasing At,
while the image noise increases. Additionally, one observes that image
noise decreases with the use of spectral leakage correction (Hann) as
is best shown for At = 0.9Tr. Artifact suppression on the other hand
is inferior without spectral leakage correction (Rectangle) as best seen
for At = 3.0T'r, where structures on the diagonal are visibly wider
compared to the images using the Hann window function.

slowly rotating phantom the fundamental oscillation and a series
of higher harmonics are visible in the spectrum. Up to the fourth
harmonic the peaks in the spectrum are quite prominent and are
well suited for the parabolic interpolation technique. Using the
fourth harmonic the rotational frequencies are determined. The
methodological error is 0.003 Hz as given by equation (18). Most
frequencies lie within the uncertainty region around the average
frequencies of 0.814(3) Hz and 1.771(3) Hz for the slow and fast
rotation, respectively. The average motion period is thus given by
1.229(5) s for the slow rotation and 0.564(1) s for the fast one.

For a successful motion compensation it is crucial to accu-
rately determine the motion frequency. In order to illustrate this
point we have deliberately underestimated and overestimated the
frequency of the fast rotation by 0.1 and 0.2 % and applied our
generalized motion compensation method. As shown in Fig. 10 for
the overestimated case motion artifacts re-emerge compared to the
reconstruction assuming the correct frequency.
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Fig. 8. Signal-to-noise ratio (top) as a measure of image noise and full
width at half maximum (bottom) of the samples on the radial structure
with the highest distance from the rotational center as measure for
the sample width are shown depending on the window widths At. For
the slow and fast rotating phantom SNR and FWHM are computed for
different points in time which are collected in orange and blue box plots,
respectively. For the static phantom the median SNR and FWHM values
are shown as a dashed green line. Additionally, the median values are
shown in the smaller extra plots. The median image SNR for the rotating
phantoms starts at about the median SNR of the static phantom for
window widths above 2.4T'r and drops off quickly below At = 1.8Tg
for the slow phantom and At = 1.2Ty for the fast phantom. For both
rotations the median FWHM declines until about the FWHM of the static
phantom as one shortens the window width At until shortly after the
drop-off point of the SNR from where on it increases.

V1. DISCUSSION

This work proposes a raw data processing technique to reduce
motion artifacts when imaging large tracer distributions experienc-
ing periodic dynamics using MPI multi-patch sequences. Our tech-
nique operates on the raw data only, such that the virtual frames
can be reconstructed with any reconstruction method. Potentially,
even time-signal based gridding techniques as recently developed
in [30] can be applied. With this approach, we were able to image
a structured phantom at different states of a rotary motion in an
almost motion artifact-free manner and recover its complete mo-
tion using the full multi-patch dataset. Our method thus provides
a significant improvement over state-of-the-art techniques, which
lead to a complete loss of the phantoms structure in our case.

While our method provides a significant improvement, it also
has its limitations. At first, we introduced the assumption that
the tracer distribution needs to be temporally recurring, so the
same state of motion reoccurs multiple times during the multi-
patch sequence. This assumption is violated e.g. in dynamic bolus
experiments, where the bolus is either taken up by the liver too
fast or only a single bolus pass is of interest. In case of uptake, it
should be possible to extend our method by incorporating a suitable
model for the signal drop. In the latter case, one may circumvent
motion artifacts in the first place by using specific imaging se-
quences optimized towards high temporal resolution [31], which
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Fig. 9. Here, the determination of the motion frequencies from the

raw data is summarized for the slowly rotating phantom (left) and the
fast rotating phantom (right). Exemplary, the spectra for the first frame
and patch are shown (top). In both cases, up to four harmonics of
the motion frequency show a prominent peak. The peak of the fourth
harmonics is used to determine the motion frequency (blue marker) for
each patch and frame (bottom), as it provides the best accuracy (error
bar) of 0.003 Hz. The mean frequencies are indicated by a blue line at
0.814 Hz for the slow rotation and 1.771 Hz for the fast rotation.
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Fig. 10. Reconstructed images of the fast rotating phantom at t; =
65ms with At = 1.0Tr are shown, where the motion frequency
of the phantom is deliberately overestimated by 0.1 and 0.2%. The
reconstruction using the reference frequency is shown on the left hand
side. In our example even small overestimation and underestimation
(not shown) lead to smearing (center) and even ghosting artifacts
highlighting the importance of an accurate spectral analysis.

currently comes at the cost of restricting the FoV to 2D. The second
assumption is that the virtual frame in equation (11) needs to be
defined, which limits the minimal measurement length depending
on the window width, dynamic of the tracer distribution, and multi-
patch sequence. Unfortunately, this minimal measurement length
has no simple closed form expression or upper bound. However, in
a best case single-patch scenario we can cover a virtual frame by
a number of data snippets equal to the up rounded ratio between
Tr and effective length of the data snippets. Using a continuous
measurement with 100 % duty cycle we need to measure for at
least that number of repetitions of our motion. For a multi-patch
scenario, we need to perform these measurements at least once for
each patch further increasing the minimal measurement duration.
Exemplary, we need at least 229 and 105 measured drive-field
cycles per patch for the slow and fast rotating sample with a Hann

window with window length of At = 0.6Tr in our measurement
scenario, which is well below the total number of 400 cycles
available per patch. For the fast rotating sample the virtual frame
is well defined. However, it is undefined for the slow rotating
sample, indicating that the best case scenario provides only a rough
estimate of the minimal measurement length. In detail also the
specifics of the multi-patch sequence, i.e. whether the multi-patch
sequence rapidly switches between patches or measures for some
time at each patch position, do influence the minimal measurement
length. Hence, it is possible that specific sequences could outper-
form others with respect to minimizing the measurement time. In
the present work we did not focus on this particular question but
used the multi-patch sequence with highest possible duty cycle,
since the scanner hardware used in our experiment has a minimum
time of seven drive-field cycles to change focus which drastically
reduces duty cycle for rapidly shifting sequences.

The proposed method introduces two parameters: the window
width At and the window function k. The window function allows
to tune the spectral leakage correction. We have investigated the
impact of the latter by a qualitative analysis. We found that both
motion artifacts and noise are less prominent with spectral leakage
correction. Furthermore, we quantitatively investigated the impact
of window width At on motion artifact suppression and image
noise. For large window widths we observed as little image noise
as in the reference reconstruction of the static phantom, while
the noise increased for smaller widths. Artifact suppression on
the other hand first improved with decreasing window width until
the median sample width of the dynamic structured phantom is
about 10 % above the width of the static one and the corresponding
image noise has dropped roughly by a factor of two. From there on
the median width increases and the corresponding distribution of
sample widths widens, which is caused by a significant increase of
image noise. In summary, the window width impacts both artifact
suppression and image noise, however with opposing trends. With
the significant impact of window width and window function on
artifact suppression and image noise the question remains how
to choose these parameters. As for the window functions, the
Hann window clearly outperformed the rectangular window, which
highlights the significance of spectral leakage correction on the
overall performance of our method. It provided very good results in
our scenario but there are likely window functions, which perform
better. As for the window width, we already discussed the related
trade-off between artifact suppression and image noise, which is
why its choice is subjective and dependent on the specific imaging
scenario. Moreover, we need to take into consideration that the
total scan duration of the multi-patch sequence and the specific
dynamics of the tracer distribution limits the minimum value of
the window width since the virtual frame needs to be defined for
all ¢s.

In our specific imaging scenario one drive-field cycle takes
21.54 ms during which samples on the outer arc of the phantom
cover a distance of approximately 1.7 and 3.6 pixels in image
space for slow and fast rotation, respectively. If we want to restrict
the displacement below one pixel we have to limit the effective
length of the data snippets to 0.6 Tr respectively 0.3 Tg. This
can be accomplished by choosing the window width At such that
the FWHM of the chosen window function equals this effective
length. Le. At equals 1.2TR respectively 0.6 Tr for the Hann
window. Since the image noise is already quite significant and the
sample width is sub-optimal for these window widths, the values



minimizing the sample width would be a better choice since the
image noise is still not that prominent in this case.

The recurrence time of the motion states was obtained from the
raw MPI signal by a simple spectral analysis without any additional
measurements. In our imaging scenario the motion frequency was
determined for each patch individually to account for frequency
variations in our experimental setup, which are of the same mag-
nitude as the methodological error of the spectral analysis. We
analyzed our methods sensitivity with respect to systematic under-
estimations or overestimations of the motion frequency and found
that already quite small relative deviations of 0.1 and 0.2 % lead
to a reappearance of motion artifacts. These deviations are already
smaller than the relative uncertainties of 0.2 % respectively 0.4 %
with which the motion frequency was determined. In cases where
the distribution changes with a larger number of faster varying
oscillatory modes or focus field shifts occur more frequently more
sophisticated spectral analysis methods should be considered [32],
[33], [34].

In conclusion, our method allows to reduce artifacts from tracer
distributions with periodic dynamics without making further as-
sumptions on the dynamics and without modifications to the multi-
patch measurement sequence. Because no image registration is
involved and the spectral analysis is performed on the raw data,
the numerical costs of our method are comparable to a standard
multi-patch reconstruction. The proposed method is of high im-
portance for those in-vivo scenarios, where respiration and heart
beat are common sources for motion artifacts. This is especially
true when considering human applications, where a multi-patch
imaging sequence will be required due to the increasing size of
the measurement field.

APPENDIX

A. Implementation

All algorithms are implemented in the programming
language Julia (version 1.2) [35] and integrated into the
MPI software package MPIReco.jl (version 0.1.1) [36].
An example script that can be adapted to reproduce all
reconstruction results shown in this paper can be found
in the directory examples/MotionCompensation
of the software package. The example can also be
accessed through the web link https://github.com/
MagneticParticleImaging/MPIReco. jl/tree/
master/examples/MotionCompensation.

All measured data is stored in the MDF data format (ver-
sion 2.1) [37] and can be accessed using the Julia package
MPIFiles. jl (version 0.7.1) [38]. The data is integrated into
the OpenMPIData platform [39] under a Creative Common license.
The aforementioned example script will automatically download
the data and perform a reconstruction. For convenience, the system
matrices are provided in two ways. First, in an uncompressed form
with a frequency selection (SNR threshold of 2) applied such that
the file size is reduced from about 34.1 GB to 2.4 GB. Since we use
the same threshold for reconstruction, all MPI tomograms shown
in this manuscript can be reproduced. In addition, we provide
compressed system matrices with a size of about 245 MB. Since
the compression is lossy, the images will appear slightly different
than the ones in this publication. Within the example reconstruction
script one can choose, which system matrices are downloaded and
used.
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