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Rethinking Few-Shot Class-Incremental Learning
with Open-Set Hypothesis in Hyperbolic Geometry

Yawen Cui, Zitong Yu, Wei Peng, and Li Liu

Abstract—Few-Shot Class-Incremental Learning (FSCIL) aims
at incrementally learning novel classes from a few labeled
samples by avoiding the overfitting and catastrophic forgetting
simultaneously. The current protocol of FSCIL is built by
mimicking the general class-incremental learning setting, while it
is not totally appropriate due to the different data configuration,
i.e., novel classes are all in the limited data regime. In
this paper, we rethink the configuration of FSCIL with the
open-set hypothesis by reserving the possibility in the first
session for incoming categories. To assign better performances
on both close-set and open-set recognition to the model,
Hyperbolic Reciprocal Point Learning module (Hyper-RPL) is
built on Reciprocal Point Learning (RPL) with hyperbolic neural
networks. Besides, for learning novel categories from limited
labeled data, we incorporate a hyperbolic metric learning (Hyper-
Metric) module into the distillation-based framework to alleviate
the overfitting issue and better handle the trade-off issue between
the preservation of old knowledge and the acquisition of new
knowledge. The comprehensive assessments of the proposed
configuration and modules on three benchmark datasets are
executed to validate the effectiveness concerning three evaluation
indicators.

Index Terms—Few-shot learning, class-incremental learning,
hyperbolic deep neural network, open-set recognition, knowledge
distillation

I. INTRODUCTION

Humans can generalize what they have learned to new
encountered tasks without forgetting ancient knowledge
dramatically, which is termed the capability of continual
learning [1], [2]. Simultaneously, they can also acquire the
novel competence when provided limited information, i.e., the
Few-Shot Learning (FSL) [3], [4], [5]. However, existing deep
models suffer from severe catastrophic forgetting of previous
tasks when adapting to novel ones. Furthermore, during the
adaptation process, a huge number of labeled samples are
required to guide the model training, which is computationally
complex and impracticable for specific tasks. Inspired by
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humans’ acquisition mode of knowledge or skills through
experience, Few-Shot Continual Learning (FSCL) [0] is put
forward to narrow the gap between deep models and humans’
cognitive system.

Continual learning [7] is mainly implemented by three
aspects of the increment: (1) Task-incremental learning aims
at incrementally learning a sequence of disjoint tasks, which
requires the task identity in the prediction procedure. (2)
Class-incremental learning (CIL) is to construct a unified
classifier for all encountered classes at different stages. (3)
Domain-incremental learning targets to progressively learn
categories in novel domains. In this paper, we focus on
the class-incremental learning setting , i.e., Few-Shot Class-
Incremental Learning (FSCIL). Compared with the other two
configurations, FSCIL is the more practical, but also more
challenging since the classifier is continually expanded with
novel categories arriving.

Given a model well-trained with a large-scale base dataset,
FSCIL aims at incrementally learning novel classes from a few
labeled samples by avoiding the overfitting and catastrophic
forgetting simultaneously. The current protocol of FSCIL [6] is
built by mimicking the general CIL setting [8], [9], while it is
not totally appropriate due to the different data configurations.
For General CIL, the data of novel classes arriving in each
incremental learning session is of the same quantity as the data
of base classes in the first session. However, each incremental
task in FSCIL is in the limited data regime, which exists
severe data imbalance with the base session. Current FSCIL
methods [6], [10], [11] treat base and novel classes in a
fair manner, which results that the overall performance is
dominated by the base classes and the performance disparity
between base and novel classes is relatively large.

Toward the aforementioned issues, we rethink the config-
uration of FSCIL with the open-set assumption, which is
illustrated in Figure 1. Specifically, due to the novel categories
are encountered in the following sessions, we reserve the
possibility in the first session for these incoming categories,
which constitutes the open-set recognition problem [12], [13],
[14]. Though this configuration is not consistent with the
traditional CIL, it is more in line with real-world applications.
We use the disease diagnosis as an example. For a particular
case, the diagnosis system tends to rule out the underlying
diseases first, then the rare diseases. When setting up the
diagnosis system, we also need to leave the possibility for
newly-emerging diseases to promote the evolution of the
system.

With the open-set assumption, in the base session (also
termed the first session), the model need to be trained not for
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Fig. 1. The difference among general CIL, traditional FSCIL and Ours. We
use the 2-way incremental paradigm as an example, i.e., two novel classes
arrive in each incremental session. General CIL: the size of the dataset
encountered in each session is totally the same or similar. Traditional FSCIL:
The protocol of Traditional FSCIL imitates general CIL by treating the base
and novel classes fairly in a unified classifier, while it is not totally suitable
due to the different data configurations. For FSCIL, novel classes arriving in
incremental sessions only contain limited labeled samples and we use 2-way
1-shot as an example here. Ours: We rethink the configuration of FSCIL with
the open-set assumption. Specifically, we reserve the possibility in the first
session for the incoming novel categories by regarding the these categories
as the unseen ones.

the discriminative ability of base categories, but for the open-
set recognition by considering the novel categories arriving in
the following incremental sessions as the open-world unknown
categories. In open-set recognition tasks, the trade-off between
close-set and open-set recognition always depends on the
chosen thresholds, which is troublesome to handle this issue.
However, for the FSCIL task, the model should be assigned
better performances on both close-set and open-set recognition
since we compute the overall classification accuracy on both
base and novel categories. In this way, we put forward
the Hyperbolic Reciprocal Point Learning module (Hyper-
RPL) by optimizing Reciprocal Point Learning (RPL) [14]
with hyperbolic geometry [15]. According to the distance of
training samples and reciprocal points, RPL already provides
a advanced optimization strategy with the classification loss
on known categories and by reducing open-space risk.
Particularly, in Hyper-RPL, we provide a richer representation
space to search for the optima by integrating Euclidean space
and hyperbolic space with the well-designed strategy. Due
to the complementary representation in hyperbolic geometry,
the open-set recognition capability is enhanced without
undermining the performance of close-set recognition.

For the incremental learning sessions in our proposed
configuration, we start with a new classification branch
and exploit the distillation-based CIL framework. Compared
with traditional FSCIL, there are mainly two merits: (1)

With the previous FSCIL protocol and distillation-based CIL
framework, Tao et al. [6] point that the trade-off between old
and new classes is more prominent due to the larger learning
rate and stronger gradients when learning novel classes from
limited labeled data. In contrast, by considering the open-set
assumption in FSCIL, a new branch is designed for novel
categories and the performance of the base categories can be
completely preserved without updating the model parameters.
(2) Distillation-based CIL framework requires to store samples
of previously-seen categories for the replay in the following
sessions. Since we do not need to store the samples of base
classes concerning the catastrophic forgetting issue, the size
of this extra memory in our proposed FSCIL configuration is
smaller than that of the traditional FSCIL setting.

Besides, to learn novel categories from limited labeled data,
we incorporate a hyperbolic metric learning (Hyper-Metric)
module into the distillation-based CIL framework. Compared
with metric learning in the Euclidean space, Hyper-Metric
module can learn the discriminative latent representation with
intra-class compactness and inter-class sparseness, which can
alleviate the overfitting issue and better handle the trade-
off issue between the preservation of old knowledge and the
acquisition of new knowledge.

To sum up, the main contributions of this paper are listed:

o We rethink the FSCIL task with the open-set assumption,
which is a more practical configuration.

e The Hyper-RPL module is proposed to enhance the
ability of open-set recognition without undermining the
performance of close-set recognition.

o To alleviate the overfitting issue, Hyper-Metric is pro-
posed by incorporating the hyperbolic metric learning
into distillation-based CIL framework.

o We provide a comprehensive assessment of the proposed
configuration and modules on three benchmark datasets
to validate the effectiveness concerning three evaluation
indicators.

II. RELATED WORK
A. Few-Shot Learning

The aim of Few-Shot Learning (FSL) is to tackle the target
task with limited labeled samples per class. A hypothesis
for FSL is that the target task can access a source/base
dataset with large-scale labeled training instances, and there
is no class-level or data-level intersection between the source
dataset and the target dataset. Traditional FSL can be
categorized into data augmentation-based methods, meta-
learning-based methods, and metric learning-based methods.
Data augmentation-based methods [16] aim to synthesize more
data from the novel classes to facilitate the regular learning.
Schwartz et al.use a variant of auto-encoder to capture the
intra-class difference between two class samples in the latent
space, the transfer class distributions from training to novel
classes. The mechanism of metric learning-based methods is
to learn a semantic embedding space using a distance loss
function. Matching networks [ | 7] maximizes the cross-entropy
for the non-parametric softmax classifier. In prototypical
networks [3], each category is represented by the prototype,
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and the objective is to maximize the cross-entropy with the
prototypes-based probability expression. Meta-learning-based
methods target to learn a learning strategy to adjust well
to a new FSL task. MAML [4] aims at obtaining optimal
initialization parameters of the model for a novel task through
meta-training.

B. Class-Incremental Learning

Class-Incremental Learning (CIL) is the most challenging
scenario of continual learning [7], which targets to learning
a classifier incrementally to recognize all encountered cate-
gories. To solve the CIL tasks, the proposed methods mainly
follow the two strategies. The first one is to identify and
preserve significant parameters of the previous model [18],
[19]. Kirkpatrick et al.[18] propose to remember old tasks
by selectively learning the weights that are important for
those tasks. Kaushik er al. [19] introduce Relevance Mapping
Networks (RMNs), which reflects the relevance of the weights
for the current task by assigning large weights to essential
parameters. The second strategy is preserving the knowledge
of the old model through some strategies like knowledge
distillation [9], [20]. iCaRL [9] learns strong classifiers and
a data representation simultaneously. Hou et al. [20] develop
a new framework for incrementally learning a unified classifier
which treats both old and new classes uniformly.

Tao et al. [0] first introduce few-shot learning into CIL,
which is formulated as Few-Shot Class-Incremental Learning
(FSCIL) [10], [21], [22]. Tt is a more practical configuration
that aims at incrementally learning novel classes with limited
labeled samples. Existing solutions can be categorized into two
types: one refers to knowledge representation and refinement,
and another one is knowledge distillation-based. As for the
first type, Chen et al. [21] propose a nonparametric method
where knowledge about the learned tasks is compressed into
a small number of quantized reference vectors. CEC [10]
is proposed by employing a graph model to propagate
context information between classifiers for adaptation. Relying
on knowledge distillation technique, Cheraghian et al.[22]
employs the word embedding as the semantic information
to facilitate the distillation process. Considering the trade-
off between old-knowledge preserving and new-knowledge
adaptation in FSCIL, Dong et al. [23] propose the exemplar
relation distillation incremental learning framework.

C. Hyperbolic Geometry

As a counterpart in the Euclidean space, hyperbolic
geometry is no-Euclidean geometry with a constant negative
Gaussian curvature. Khrulkov [24] pointed out that hyperbolic
geometry can be beneficial in analyzing image manifolds
by capturing both semantic similarities and hierarchical
relationships between images. The hyperbolic geometry
has been utilized for representing tree-like structures and
taxonomies [25], [26], [27], text [28], [29], and graphs [30],
[30], [31]. There are five isometric models of hyperbolic
geometry: the Hyperboloid model, the Klein model, the
Hemisphere model, the Poincaré ball model, and the Poincaré
half-space model. In this paper, we appply the Poincaré ball

to model the hyperbolic embedding space. Hyperbolic deep
neural networks is the neural structures built in the space
of hyperbolic geometry, which can provide the powerful
geometrical representations. Nickel and Kiela [26] conducted
the pioneering work on learning representation in hyperbolic
spaces. Then, hyperbolic neural networks is first proposed by
the work [25], which introduce hyperbolic geometry into deep
learning. Recent works of hyperbolic image embeddings [24],
[32] add one or two hyperbolic layers [25] after Euclidean
deep convolutional neural networks. In this paper, we adopt
the hyperbolic operation in the work [24] for the hyperbolic
embedding.

D. Open-Set Recognition

The target of open-set recognition is to identify whether
a given object instance belongs to a known class or not.
This task was first introduced by the work [I2] where
it was formalized as a constrained minimization problem
based on Support Vector Machines (SVMs). The current
works for open-set recognition mainly follow two lines:
discriminative models and generative models. Discriminative
models can be further categorized into traditional machine
learning-based methods and deep learning-based methods.
Based on SVM, the pioneering work [12] propose a novel
1-vs-set machine to model a decision space. In the subsequent
works, other more traditional approaches, such as Extreme
Value Theory [33], sparse representation [34], and Nearest
Neighbors [35], were utilized for open-set recognition. Owing
to the strong representation ability, deep learning-based
methods emerge with more attention in recent years. The
first deep learning-based work [36] proposes an Openmax
function by calibrating the Softmax probability of each class
with a Weibull distribution model. Yoshihashi et al. [37]
adopt the Classification-Reconstruction training for Open-Set
Recognition (CROSR), which utilizes latent representations for
reconstruction and enables robust unknown detection and the
known-class classification. However, this line of work faces
the challenge of threshold tuning since a threshold is required
to separate known and unknown classes.

Other line of work employs generative models to synthesis
the data of unseen classes or forecast the distribution of
of novel classes. G-OpenMax [38] extends Openmax by
introducing a generative adversarial network for producing
synthetic samples of novel categories. Class conditional auto-
encoder (C2AE) [39] considered the open-set recognition as
a two-step problem, i.e., the encoder learns the closed-set
classification and the decoder learns the open-set recognition
task by reconstructing conditioned on class identity. [40]
applied self-supervision and augmented the input features
obtained from a generative model to force class activations
of open-set samples to be low. Zhou et al. [41] proposed to
prepare for the unknown classes by allocating placeholders for
both data and classifier.

III. METHODOLOGY

In this section, we introduce the novel configuration of
FSCIL with details first. Then, based on this, we propose
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Fig. 2. The proposed framework with Hyper-RPL module and Hyper-Metric
module. For the first session, we reserve the possibility of novel classes by
regarding them as the unseen categories. Hyper-RPL module is proposed for
the close-set and open-set recognition task. For the following sessions, we
build a new branch incrementally for novel categories. Hyper-Metric module
is combined into the distillation-based framework to alleviate the overfitting
issue with a expanded representation space.

an efficient solution for FSCIL. Our framework illustrated in
Figure 2 contains two key components: Hyperbolic Reciprocal
Point Learning for open-set recognition in the base session,
and Hyperbolic Metric Learning for alleviating the overfitting
issue of novel classes. We first provide the problem formation
with learning targets, then the overview of the framework, and
finally the details of two components in the framework will
be introduced.

A. Problem Formulation

Given a sequence of disjoint datasets by
D = {Dy,Ds,..,D,}, here Dy is the large-scale base
dataset used in the first base session and the followings
are all novel few-shot datasets. Specifically, we term
D, = {(a:j,yj)}‘jzll‘ where y; € Ci, and C; represents
the base category set. In the ¢-th session where ¢ > 1, the
novel/new dataset is defined as D; = {(x;, yj)}jV:XlK consists
of N classes C; with K labeled examples per class, i.e.,
a N-way K-shot problem. It is worth noting that there is
no overlap between the categories and samples of different
sessions, i.e., C; NCy = ) and D; N Dy = (), where ¢ # /. In
this paper, we arrange and verify our proposed configuration
and solution on object classification task.

The objective of FSCIL with our novel configuration is
to train a open-set recognition model in the first session,
then a sequence of disjoint novel datasets will be operated
incrementally in a new branch. In this way, the discriminative
ability of first session can be totally preserved and the
performance imbalance caused by data imbalance can be
mitigated. When performing the prediction, the sample is sent
to the base branch first to check if it belongs to the base

category or not. If not, it will be introduced into the novel
branch.

B. Overview of the Framework

Based on open-set hypothesis, we rebuild the FSCIL
configuration by considering the possibility of novel classes
in the base session, and this novel framework together with
our proposed solution is demonstrated in Figure 2.

For the first session, we conduct a open-set recognition
task with a |Cy| + 1 classifier where the extra one category
stands for the unseen categories currently. To achieve this,
we propose a hyperbolic reciprocal point learning (Hyper-
RPL) by combining the hyperbolic geometry into the existing
RPL algorithm for a more efficacious open-set recognition
ability. When it comes to the -th session where ¢ > 1, a new
classification branch is created for the novel categories, which
follows an incremental manner corresponding to the sequence
of novel few-shot learning tasks. Due to the new proposed
configuration, the trade-off issue between base categories and
novel categories can be better alleviated. Because of this,
advanced learning strategies can be incorporated into the
newly-created branch. In this way, we introduce the metric
learning module with hyperbolic geometry into commonly-
used cross-entropy loss. Moreover, in this branch, catastrophic
forgetting issue is also encountered, and we utilize the
knowledge distillation technique to tackle this issue.

C. Hyperbolic Reciprocal Point Learning

For the first session, we conduct the open-set recognition to
classify the base categories and regard the novel categories
of the following sessions as the unseen class. Existing
methods of open-set recognition suffer from the trade-off
issue on the performance of close-set classes and open-set
classes since a threshold is rendered to decide when a test
sample is identified as the unseen categories. With guaranteed
classification performance of close-set classes, we propose the
Hyperbolic Reciprocal Point Learning (Hyper-RPL) module
base on Reciprocal Point Learning (RPL) [14] to enhance the
discriminative ability of unseen classes.

1) Preliminaries: Here we give the description of RPL.
Commonly, we use prototypes or class means to represent
each class in the latent space. Conversely, Reciprocal Point is a
novel concept that denote the extra-class space corresponding
to each known category, which means that it stands for the
reciprocal space of prototypes or class means. A sample can
be recognized as known or unknown based on the distance
with reciprocal points. We denote the latent representation
space of category k as Sy and its corresponding open-space
as O = R? — S, where R? is the d-dimensional full space.
The open space O can be divided into positive open space
O7°® which is from other known classes, and positive open
space O;“Y which stands for the remaining infinite unknown
space, i.e., O = O U O, With |C] categories in the
first session, we construct the entire learning process based on
the open-set recognition of a single class. Then, the positive
training data D; j contains samples from categories k, and
samples from other known classes are regarded as negative
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training data Dq . Except D;, samples from R? are the
potential unknown data DY. The target of one-class open-set
recognition task is to optimize a binary prediction function v,
by minimizing the error Ry, defined as:

argmin { Ry|(R§, (Yr, Sy U OL°) + - Ry (1, OF)},

Pk
ey
where « is a positive regularization parameter. IZj, represents
the empirical classification risk on known data, and R is the
open space risk function. Based on the Equation 1, the error
k=1 ) . .
ZI Cl\Rk of the entire learning process is formulated as

argmin {R° (D) + - SIG[R? (£.27)}, - @

where f is the multi-class classification function.

In order to represent the open space of category k, a set
of reciprocal points for category k is proposed and denoted as
P = {prili = 1,2, ..., M}, where M is the size of reciprocal
point set. According to the distance of training samples and
reciprocal points, the open-set network is optimized with
targets: minimizing the classification loss on known categories
and reducing open-space risk.

2) Optimization with Hyperbolic Geometry: For detecting
unknown classes in RPL, it is pointed out that unknown
samples have a closer distance with all reciprocal points than
training samples of known classes. Further, for a specific test
instance, the probability that it belongs to a known class is
proportional to the distance between this instance and the
farthest reciprocal point of this known class. In this way, a
suitable operating threshold should be assigned to the model
for identifying the known and unknown classes. However,
RPL is very sensitive for this chosen threshold, i.e., the trade-
off between the performance of known and unknown classes
is intractable. To tackle this issue, we propose to optimize
RPL by incorporating the hyperbolic geometry, which provides
a richer search space for the optima that achieve a better
separation of known and unknown space.

For the classification loss of known classes, the target is
to maximize the distance between the reciprocal points of

the category and its corresponding training known samples.
We denote the Euclidean embedding function of the open-
set network as fy with trainable parameters 6, and the
transformation function to the hyperbolic geometry as h,
with parameters . In this paper, we employ Poincaré ball
model to display the d-dimensional hyperbolic space. The
Poincaré ball model (D¢, gP<) is defined by the manifold
D¢ = {x € R : ¢||x]|*> < 1,¢ > 0} endowed with the
Riemannian metric ¢°(x) = A\2g¥, where || - || denotes the
Euclidean norm, and c is the curvature of Poincaré ball model.
Ax = ﬁ is the conformal factor, and gE is the Euclidean
metric tensor. Formally, the geodesic distance between two
points in the Poincaré ball is defined as

2
dP(x,y) = %arctanh(\/é |l—x & yll), 3)

where @ is the Mobius addition.

As shown in Figure 3, given a training sample x of category
k in D¥, the integrated distance between it and reciprocal
points Py, is formulated as

d(fo (@), hy, Pi) =B-d°(fo(x),Pr)

+7 : dh (hgm f0 (IZ’) 7,Pk) )

where d°(fg(x), hy, Px) is the distance function in Euclidean

geometry, d"(hy, fo(z),P)) is the distance function in

hyperbolic geometry, and 3 and +y are the integrated weights.
In addition, 3+ v = 1. d°(fs(x), hy, Pi) is formulated as

& (o (2), Pe) = 32550 o (&) — Pas

Here the h,, is assigned by ¢P. For the distance in hyperbolic
space, the first procedure is to transform fy(x) and P into
hyperbolic space. Then, d"(h., fs (z),P) is defined as

“4)

G

@ (g fo (1), Pr) = 35 SV P (), 7o (Pr)- ©)

With Equation 4, the probability p (y = k|, fg, P, k) that
x belongs to category k is computed based on the softmax
function. After that, the classification loss of known classes is
given by

Li(x,0,¢0) = —log p(y = kl|z, fo, P, hy) - (7

For the target of reducing open-space risk, we first define a
global multiple class-wise open spaces O as the intersection
of open spaces of all known categories. RPL proposes to
restrict the open space to a bounded range, namely, the
distance between samples from Sy and Py, is constrained to a
certain extent. In this paper, we formulate the open space risk
as

1
(0,0, Rie) = 37500 1 (fo (1) by Pi) = Rill3, ®)

where Ry, is the learnable margin. Finally, the total loss of the
base session is defined as
|Cil
LP = (L + L)), )
k=1
where ) is a hyper-parameter that determines the weight of
reducing the open-space risk.
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TABLE I
THE DATASET PROTOCOLS FOR FSCIL. #CATEGORIES AND #SAMPLES STAND FOR THE NUMBER OF CATEGORIES AND THE NUMBER OF SAMPLES PER
CATEGORY, RESPECTIVELY. THE LEARNING PATTERN REPRESENTS THE SETTING OF NOVEL TASKS IN EACH INCREMENTAL LEARNING SESSION.

Dataset Basg session . Incremental session
#Categories #Samples | #Categories #Samples Incremental pattern
CIFAR100 60 500 40 5 5-Way 5-Shot
minilmageNet 60 500 40 5 5-Way 5-Shot
CUB200 100 30 100 5 10-Way 5-Shot

With Equation 9 and the integrated distance function,
we provide a more comprehensive space to search for
the optima by reducing the classification loss of known
classes and open-space risk. In this way, without deteriorating
the performance of close-set classification performance, the
detection performance of unseen classes can be enhanced.

D. Hyperbolic Metric Learning

For FSCIL, Tao et al.point out the class-imbalance issue
and the performance trade-off issue between old and new
classes. For the first issue, the output logits are biased towards
base classes with large-scale training datasets. The trade-off
issue mainly results from a larger learning rate for learning
from very few training samples, which makes maintaining the
output for old classes very difficult. Since a new branch is set
for incremental learning sessions in the proposed framework,
we do not need to consider preserving the performance of
base categories and thus more advanced learning strategies
can be combined into the distillation-based framework for
learning novel classes. Nevertheless, novel classes are in the
limited data regime and thus easily prone to the overfitting
issue. If we incorporated more learning strategies, overfitting
issue may become more severe. In this paper, we introduce
Hyperbolic Metric learning (Hyper-Metric) module to provide
a more comprehensive learning space for novel classes to
mitigate the overfitting issue. Hyper-Metric is to conduct
the metric learning in hyperbolic geometry, which targets at
pushing the representations of the same class to be closer
and others to be farther. Specifically, we apply the pair-
wise cross-entropy loss to achieve this, and then incorporate
this metric learning loss into the distillation-based class-
incremental learning framework.

For each epoch, we sample M positive pairs, and each
positive pair (x;,z;) contains two samples from the same
category. The total number of samples is 7' = 2M. Here the
loss function for a specific positive pair is defined as

exp(df (hy (f(x:)), ho(f(25)))/7)

T )
Zt:l,t;éiexp(_dp(hgo(f(%‘))v hgo(f(%)))/?%o)
where 7 is the temperature hyper-parameter. 7 affects the
smoothness degree of obtained logits, and values are more
smooth when 7 is larger. For a batch, we obtain the total
metric loss £™ on all positions pairs including (z;,z;) and
(xj,x;). When combined the Hyper-Metric module into the
distillation-based incremental learning framework, we define
the total loss of incremental learning sessions as

/JZ;- = —log

£l = e+ Lt +nem, (11)

where £ is the cross-entropy loss, £% is the general
distillation loss, and 7 and ( are the loss weights. Moreover,
L% and £°¢ are implemented based on iCaRL [9].

By introducing the Hyper-Metric module into the
distillation-based class-incremental learning framework, the
classification performance can be improved to some extent.
Compared with the performance obtained with metric learning
in Euclidean space, the extra hyperbolic learning space can
alleviate the overfitting issue.

IV. EXPERIMENTS

In this sescion, we first present the dataset and evaluation
indicators and then experimental setup. Then, we show
the state-of-the-art results of the proposed methods on
three datasets with three evaluation indicators. Besides, we
conduct comprehensive evaluation on the impacts of Hyper-
RPL module, Hyper-Metric module and the related hyper-
parameters. Finally, we show the comparison results with more
open-set recognition methods.

A. Datasets and Protocols

We conducted exhaustive experiments on three benchmark
datasets for FSCIL: CIFAR100 [44], minilmageNet [17] and
CUB200 [45]. We follow the dataset configuration for FSCIL
in [6], which is illustrated in Table I.

o CIFARI100 [44] is widely used in CIL tasks. This dataset

involves 100 categories with 600 RGB images per class.
For each category, 500 images are applied as the training
data and 100 images are the testing data. The size of
the image is 32 x 32. Specifically, 60 and 40 classes are
assigned as the base and novel classes, respectively, and
40 novels classes are learned in a 5-way 5-shot manner
for 8 incremental sessions.

o minilmageNet [17] is constructed by sampling a smaller
number of classes from ImageNet. It constitutes 600
images per class and the image size is 84 x 84. We
also employ 60 and 40 classes in the base session and
incremental learning sessions, respectively. Notably, the
incremental sessions is executed with the 5-way 5-shot
learning pattern.

o CUB200 [45] is a fine-grained dataset that contains about
6,000 training images and 6, 000 test images of over 200
bird categories. The images are resized to 256 x 256
and then cropped to 224 x 224 for training. We apply
100 classes as base classes and split the remaining 100
classes into 10 incremental sessions with the 10-way 5-
shot setting.

Thorough evaluation on the proposed framework is carried

out with three indicators: (1) the final overall accuracy (%)
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Fig. 4. The comparative results of Joint CNN [6], Ft-CNN [6], iCaRL [9], NCM [20], EEIL [

Ours on (a) CIFAR100 and (b) minilmageNet.

in the last session; (2) the performance dropping rate (PD)
(%) [10] that measures the absolute accuracy drops in the last
session w.r.t. the accuracy in the first session; (3) the average
accuracy (%) of all the sessions.

B. Implementation Details

Model Configurations. For the fair comparison, we
employed ResNet-18 [46] as the backbone for the two
branches. After the first session, we froze the parameters
of the front four layers of the backbone. During training,
the model was optimized by SGD [47] (with 1r=0.1 and
wd=5e-4). For the novel branch, we used the herding
selection [9] when selecting exemplar set for maintain
the discriminative competence of previous categories by
knowledge distillation. For the classification head, we applied
the nearest-mean-of-exemplars (NME) classification. Our
framework was implemented using Pytorch and trained on
GeForce RTX 3080 GPUs.

Training Details. For the first session, 160 epochs was
executed for the three datasets, which is the same as the
traditional FSCIL methods. For CIFAR100 and minilmageNet,
we set the initial learning rate as 0.1, which was divided by
10 after 80 and 120 epochs. For CUB200, the starting learning
rate was 0.001, and divided by 10 after 80 and 120 epochs.
The model was trained with the training batch size of 128
for minilmageNet and CIFAR100, and 32 for CUB200. As
for the integrated distance, S and -y were assigned as 0.7
and 0.3, respectively. Other parameter configurations followed
the setting of RPL. For the incremental sessions, the initial
backbone model was pretrained with 100 epochs on the base
dataset. For CIFAR100, the model was trained with learning
rate 0.01 and batch size 128 for 80 epochs. The Hyper-Metric
module was conducted after the fourth session and started
from 20 epochs. For minilmageNet, the learning rate was 0.01
and batch size was 128 for 60 epochs. The Hyper-Metric
was executed after the fourth session and started from 40
epochs. For CUB200, the learning rate was 0.0005 for the

1 2 3 4 5 6 7 8 9
Sessions ID
(b)

], TOPIC [6], SAKD [22], SEMS [43], IDLVQ_C [21] and

total 60 epochs with training batch size 32. The Hyper-Metric
module was performed after the fourth session and started
from 20 epochs. The curvature ¢ of the Poincaré ball model
is assigned to 0.1. For the hyper-parameters in Equation 11,
¢ was implemented as the adaptive weight based on the
work [20] and 7n was fixed as 1. Lastly, M was equal to the
training batch size and 7 is termed 1.

C. Comparison with State-of-the-art Methods

We evaluate our proposed framework on three benchmark
datasets, and compare it with state-of-the-art methods re-
garding three indicators. Our comparison is mainly divided
into two parts: (1) The first part is to compare with
current methods that have the similar classification accuracy
with ours in the first session, and we analyse the results
towards three evaluation indicators. (2) The other situation
is when the classification performance is superior to ours
in the first session. Since we endow the model with not
only the classification ability of known categories but also
the competence of detecting unknown classes, the overall
performance can not exceed the single task performance
obtained with the traditional FSCIL protocol. Therefore, we
demonstrate the dominant performance with respect to PD and
final overall accuracy.

Results on CIFAR100. As shown in Figure 4 (a), we
compare our method with the current methods that have
similar classification accuracy of known categories in the first
session. The curve representing our achievement experiences
a gentle downtrend, thus the classification accuracy of the
last session exceeds all other methods and the PD is the
smallest. Meanwhile, this phenomenon also demonstrates that
our framework can better tackle the catastrophic forgetting
issue. Moreover, the curve representing our framework is
above other curves, which means that the surpassing average
accuracy is achieved by the proposed framework. Table II
(Rows 3-5) presents more comparative results. As for the
indicator of average accuracy, the results obtained by CEC [10]
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TABLE I

MORE COMPARATIVE RESULTS WITH CIFAR100 AND miniIMAGENET. PD IS THE PERFORMANCE DROPPING RATE FROM THE FIRST SESSION TO THE

LAST SESSION. AVERAGE ACC. IS THE AVERAGE PERFORMANCE OF ALL THE ENCOUNTERED SESSIONS.

Session ID Average
Dataset Method i 3 3 7 5 6 ] 3 9 PDJ Ace.
SPPR [10] 76.68 72.69 67.61 63.52 59.18 5582 53.08 50.89 48.12 28.56  60.68
CIFAR100 CEC[11] 73.03 7086 6520 61.27 58.03 5553 53.17 51.19 49.06 2397 59.70
Ours 63.55 62.88 61.05 58.13 55.68 54.59 5293 5039 4948 14.07 56.52
SPPR [10] 80.27 7422 68.89 6443 60.54 56.82 5381 5122 48.54 31.73  62.08
minilmageNet CEC [11] 7222 67.06 63.17 59.79 56.96 5391 5136 4932 47.60 24.62 5793
Ours 60.65 59.00 56.59 54.78 53.02 50.73 48.46 4734 46.75 13.90 53.04
TABLE III

COMPARATIVE STUDY WITH CUB200. PD IS THE PERFORMANCE DROPPING RATE FROM THE FIRST SESSION TO THE LAST SESSION.
THE AVERAGE PERFORMANCE OF ALL THE ENCOUNTERED SESSIONS.

AVERAGE AcCC. IS

Session ID Average
Method 23 7 5 6 7 5 v 1w 1 ™ ie
Ft-CNN [6] 68.68 44.81 3226 25.83 25.62 2522 20.84 16.77 18.82 1825 17.18 5150  28.57
Joint-CNN [6] 68.68 6243 5723 52.80 49.50 46.10 42.80 40.10 38.70 37.10 35.60 33.08 48.28
iCaRL [9] 68.68 52.65 48.61 44.16 36.62 29.52 27.83 2626 24.01 23.89 21.16 47.52  36.67
EEIL [42] 68.68 53.63 4791 4420 3630 27.46 2593 2470 2395 24.13 22.11 4657 36.27
NCM [20] 68.68 57.12 4421 2878 2671 2566 24.62 21.52 20.12 20.06 19.87 4881  32.49
TOPIC [6]  68.68 6249 54.81 49.99 4525 4140 3835 3536 3222 2831 2628 4240 43.92
SAKD [22] 68.23 60.45 5570 5045 4572 4290 40.89 38.777 36.51 34.87 3296 3527 46.13
SPPR [11] 68.68 61.85 5743 52.68 50.19 46.88 44.65 43.07 40.17 39.63 3733 31.35 49.32
SEMS [43] 68.78 59.37 5932 5496 52.58 49.81 48.09 46.32 4433 4343 4323 25.55 51.84
CEC [10] 75.85 7194 6850 63.50 6243 5827 57.73 5581 54.83 53.52 5228 2357 61.33
IDLVQ-C [21] 77.37 7472 7028 67.13 6534 63.52 62.10 61.54 59.04 58.68 57.81 19.56 65.18
Ours 6320 62.61 59.83 56.82 55.07 53.06 51.56 50.05 47.50 46.82 45.87 17.33 54.30
and SPPR [11] are better than ours, which results from _’ —
the predominant performance of the first session. It can — - Open-set
be concluded that our framework achieves the superior N E— B
performance toward three evaluation indicators on CIFAR100. Q \\,.,./
Results on minilmageNet. Figure 4 (b) compares the 5
performance of our method with state-of-the-art methods. s
For the first session, the open-set recognition task is 6-0-0-90-9-0--0--9--0
endowed to the model for leaving the possibility of novel ol | ‘ ‘ . | ‘ | |
encountered classes, which exists the trade-off issue of the 09 08 07 06 05 04 03 02 01
performance between known and unknown classes. Therefore, (':)
the classification accuracy on known classes can not exceed 6 ; : ;
other methods that only conduct the classification task on -y
known classes. Therefore, it can be explained that why our g
framework obtains the inferior performance to other methods 2.
in the first two sessions. For the third session, our proposed 3
framework outpaces other methods, and then goes through a g5
slight decline. Table II (Rows 6-8) compares the performance

of our method with CEC [10] and SPPR [11], and Our
framework achieves less PD than these two methods.

Results on CUB200. As illustrated in Table III (Rows
3-11), when the model possesses the similar classification
performance in the first session, our framework reaches
the superior performance in regard to the three evaluation
indicators. Table III (Rows 12-13) shows the comparative
results with CEC [10] and IDLVQ-C [21]. Specifically, our
proposed framework suffers from less performance dropping
rate (17.33%), which reflects the outstanding ability of
memorizing the old knowledge.

5 6
Sessions ID
(b)
Fig. 5. Ablation results on the (a) distance weights; and (b) curvature for the
Poincaré ball model. For (a), v = 1 — 3, so we only list the value of  here.

D. Ablation Study

Efficacy of Hyper-RPL module. Here we evaluate
the efficacy of Hyper-RPL module with the combination
of hyperbolic geometry to provide a more comprehensive
searching space, we present the comparative result with RPL
in Table IV. When we assign the same threshold to RPL
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TABLE IV
THE EFFICACY OF HYPER-RPL MODULE.
e Session ID Average
Dataset  Threshold Method T(Known/Unknown) 2 3 4 5 6 7 8 9 10 1 ™  Ac
RPL 6333/ 67.85 6251 60.60 57.67 5520 54.05 5237 49.85 4891 1442 56.05
CIFAR100 075 Hyper-RPL (Ours) 6355 / 70.25 6288 6105 5813 5568 54.50 5203 5030 4948 1407 5652
miniimageNet 073 RPL 59.83 / 68.35 58.12 5570 53.86 52.08 49.82 47.57 4643 4554 1429  52.10
8 13 Hyper-RPL (Ours) 60.65 / 71.38 59.00 5659 5478 53.02 5073 4846 4734 46.75 1390  53.04
CUB200 073 RPL 63.09 / 69.83 6226 5938 5629 5450 5245 5090 4936 46.84 4626 4510 17.99 5331
: Hyper-RPL (Ours) 6320 / 73.38 6261 59.83 56.82 5507 53.06 51.56 5005 47.50 4682 4587 1733  54.30
TABLE V
THE EFFICACY OF HYPER-METRIC MODULE. E AND H MEAN THAT THE OPERATION IS CONDUCTED IN THE EUCLIDEAN SPACE AND HYPERBOLIC SPACE,
RESPECTIVELY
Session ID Average
ce dl m
Dataset  L* L% L T 2 3 3 5 6 7 8 510 1 ™ Ace
E E X 6355 62.84 6070 56.65 5534 54.03 5229 49.94 49.00 - - 14.55 56.03
H E X 6355 6269 6033 5675 5390 52.07 5034 47.84 4693 - - 16.62 54.93
E H X 6355 6276 6046 57.06 5430 5242 5056 48.18 47.37 - - 16.18 55.18
H H X 6355 6271 6032 5672 53.82 52.00 5033 47.85 46.90 - - 16.65 54.91
X H E 6355 6265 60.10 5620 53.63 5149 4958 46.62 45.61 - - 17.94 54.38
CIFARIO0 x££ 6355 6260 60.11 5642 5343 5172 5003 47.17 4650 - - 1705 5461
H H E 6355 6262 60.13 56.17 53.61 5154 5005 4722 45.01 - - 18.53 54.43
H E E 6355 6256 60.10 56.62 5336 5159 49.77 47.14 46.29 - - 17.26 54.55
E H E 6355 6256 60.23 56.24 53.53 51.74 4998 47.18 46.43 - - 17.12 54.60
E E E 6355 6271 60.19 57.15 5347 5278 5145 4881 48.06 - - 15.49 55.35
X H H 6355 6267 6040 5667 5398 52.14 5039 4787 4680 - 1675 5494
X E H 6355 6269 6031 56.71 5397 5206 5038 47.67 46.75 - - 16.80 54.90
H H H 6355 62.68 6048 5670 54.00 5198 50.35 46.63 46.78 - - 16.77 54.79
H E H 6355 6271 6036 56.67 5390 51.89 5026 47.56 46.66 - - 16.89 54.84
E H H 6355 6273 60.39 56.75 54.13 52.10 50.55 47.82 46.81 - - 16.74 54.98
E E H 6355 6288 6105 58.13 5568 5459 5293 5039 49.48 - - 14.07 56.52
E E X 6065 5899 5648 54.60 5290 50.63 4835 46.96 46.49 - - 14.16 52.89
minilmageNet E E E 60.65 59.04 5651 5392 5221 4971 47.63 4635 4276 - - 17.89 52.09
E E H 60.65 59.00 56.59 5478 53.02 50.73 4846 4734 46.75 - - 13.90 53.04
E E X 6320 6244 5923 5629 5446 5246 5092 49.81 47.80 4643 4572 17.48 53.52
CUB200 E E E 6320 6242 5941 5593 5466 5190 50.83 50.02 4750 47.62 4571 17.49 53.56
E E H 6320 62.61 59.83 56.82 5507 53.06 5156 50.05 4750 46.82 45.87 17.33 54.30
TABLE VI current Euclidean space, and the novel integrated function (i.e.,
ABLATION STUDY ON TEMPERATURE 7 [N HYPER-METRIC MODULE. Equation 4) is proposed. The integrated distance is used for
Ty o~ ep, M computing the logits whigh then generate the predictions of the
07 6355 6275 6039 5743 5503 5315 5114 4844 4787 1568 5553 model. Th'erefore, the dlstar'lce' Welghts £ and y determlpes
0.8 6355 62.70 6044 57.33 54.88 53.10 51.55 49.15 4853 1502 55.69 the Searchlng space for optimizing the model. The ablation
0.9 6355 6274 60.57 57.52 55.01 53.53 51.87 49.28 4897 14.58 55.89 . . .
10 6355 6288 6105 58.13 5568 5450 5293 5039 4948 1407 5652  study results are illustrated in Figure 5 (a), and Hyper-
RPL module achieves the superior discriminative ability of
and Hyper-RPL for detecting the unknown categories, the detecting open-set categories when ( and -y are assigned 0.7

classification accuracy of known categories for these two
methods is similar, while Hyper-RPL performs better on
detecting the unknown categories. Therefore, with Hyper-RPL,
more novel samples can be classified as unknown categories
and sent to the novel branch, which results in the surpassing
performance of incremental sessions. Furthermore, it is worth
noting that the incorporated searching space can assist the
model to find a better decision boundary for known and
unknown categories.

Impact of integrated distance weights. In these exper-
iments, we evaluate the impacts of distance weights 3 and
~v in Equation 4 by assigning different values. In Hyper-
Metric module, we introduce the hyperbolic geometry to the

and 0.3, respectively.

Comparison with more open-set recognition methods.
To further validate the efficacy of Hyper-metric module, we
compare it with two other open-set recognition methods:
Openmax [36] and PROSER [41]. Openmax belongs to
the discriminative model-based method, and the close-set
and open set recognition accuracy are 45.30% and 59.52%,
respectively. PROSER is based on the generative model, the
classification accuracy of seen and unseen categories are
63.30% and 69.52%, respectively. RPL can be also regarded
as discriminative model-based method, while the novelty of
formulating close-set recognition loss and the open-space risk
contribute to the final excellent performance. By integrating
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TABLE VII
PREDICTION ACCURACY NOVEL CLASSES ON THREE BENCHMARK DATASETS.
Dataset Method  Classes i 3 3 3 Sessngn D 6 = 3 9 10 i
- SPPR [11] Novel - 1.52 9.40 9.80 7.45 7.52 7.33 8.14 7.35 - -
S All 76.68 72.69 67.61 63.52 59.18 55.82 53.08 50.89 48.12 - -
ﬁ CEC [10] Novel - 36.00 27.30 22.67 21.90 2252 2210 21.60 20.98 - -
= All 73.03 70.86 6520 61.27 58.03 55.53 53.17 51.19 49.06 - -
O Ours Novel - 5479 46.03 36.43 32.05 33.07 31.70 27.84 28.38 - -
All 63.55 62.88 61.05 58.13 55.68 54.59 5293 50.39 4948 - -
2 SPPR [11] Novel - 2.20 0.50 1.33 1.90 1.76 1.47 2.60 1.55 - -
% All 80.27 7422 68.89 6443 60.54 56.82 53.81 5122 4854 - -
& CEC [10] Novel - 20.80 21.20 20.33 1990 17.72 16.70 16.86 17.20 - -
E All 7222 67.06 63.17 59.79 5696 5391 51.36 49.32 47.60 - -
B Ours Novel - 39.26 32.26 31.31 30.12 2695 24.08 24.51 25.89 - -
g All 60.65 59.00 56.59 54.78 53.02 50.73 48.46 47.34 46.75 - -
SPPR [11] Novel - 60.39 4555 30.24 31.07 2775 26.67 27.51 25.16 2476 23.88
= All 68.16 60.32 57.11 52.79 49.68 4595 43.19 4239 40.17 3893 37.33
S CEC [10] Novel - 46.61 41.74 3334 37.46 32777 34.78 35.06 33.23 3498 34.17
=) All 75.82 7191 6852 63.53 6245 58.27 57.62 5581 54.85 5352 52.26
© Ours Novel - 56.81 43.17 35.16 3499 33.03 3241 3151 28.13 28.86 28.73
All 63.20 62.61 59.83 56.82 55.07 53.06 5156 50.05 4750 46.82 45.87
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Fig. 6. t-SNE results of CIFAR100 in the 7-th session. Different colors indicate features from five novel classes: green=seal, blue=television, mint green=tiger,
pink=table and orange=street_car. The t-SNE results correspond to the four cases in Table V: (a) H, E, E; (b) E, E, E; (c) E, E, X ;(d) E, E, H.

the hyperbolic geometry in Hyper-RPL, the clearer decision
boundary between seen and unseen categories is founded with
the extended optimization space.

Efficacy of Hyper-Metric module. We present this ablation
study results in Table V. £, £% and L£L¥ are the three
components of Equation 11. ‘E” and °‘H’ represent that
the corresponding loss is operated in Euclidean space and
hyperbolic space, respectively. ‘X’ means that the loss is
not included into the optimization process. We use the third
row as an example, and the case is that we do not combine
the metric learning loss in Equation 11, i.e., optimizing the
model with cross entropy classification loss and distillation
loss in Euclidean space. We conduct ablation experiments
on all possible cases. Since novel categories are all in the
limited data regime, the learning algorithm easily suffers from
the overfitting issue. If the metric learning is carried out in
Euclidean space which is the same as the other two losses,
the performance is deteriorated, which is due to the much
severe overfitting issue. However, when the metric learning is
executed in hyperbolic space and the other losses are executed
in Euclidean space, the performance enhancement is obtained
since we provide a more abundant learning space to alleviate
the overfitting issue.

Impact of the temperature 7 in Hyper-Metric module.
The value of the temperature in Equation 10 is usually
less than 1, and we increase this number from 0.7 to 1 to

evaluate the impact of this hyper-parameter. The ablation study
results are shown in Table VI. It can be concluded that the
performance improves as temperature increases owing to the
more smooth logits, and achieves the best when the value is
assigned to 1.

Impact of the curvature c for the Poincaré ball
model. We mainly evaluate the impact of the curvature
c on the incremental learning session, so we fix the
performance of the first session. As shown in Figure 5
(b), our proposed framework achieves the best overall
performance when the curvature of the Poincaré ball model
is assigned to 0.1. the curvature c is usually regarded as
the balance parameter between hyperbolic and Euclidean
geometries, which means that this hyper-parameter also affect
the integrated optimization space that the model can access.
The performance of our framework is undermined when the
value of c increases or decreases.

E. Further Analysis and Visualization

In our proposed framework, the classification performance
of the first session can be totally preserved. Furthermore,
we show the classification accuracy of novel categories in
Table VII. It can be concluded that our proposed framework
can better alleviate the overfitting issue than CEC [10] and
SPPR [11] to a large extent. This achievement result from
two aspects: (1) The trade-off issue is better mitigated by
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@ street_car

@ seal
table
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Fig. 7. Visualization in Poincaré ball model corresponding to the situation
shown in Figure 6 (d).

the proposed novel framework for FSCIL. (2) The Hyper-
Metric module extends the optimization space for learning
novel categories to alleviate the overfitting issue.

Figure 6 illustrates the t-SNE results of CIFAR100 in the
7-th session. For Figure 6 (a) and Figure 6 (b), features
of the same category are more concentrated with the cross-
entropy loss in Euclidean space, which means that the intra-
class difference is reduced. From For Figure 6 (b) and
Figure 6 (c), the decision boundaries for the five classes
become clearer when we remove the metric-learning operation
in Euclidean space. When metric learning is executed in
Euclidean geometry, the overfitting issue becomes severer
due to the extra optimization process with limited labeled
data. However, with the Hyper-Metric module, our proposed
framework achieves the surpassing discriminative ability.
Hyper-Metric module integrates the hyperbolic geometry
into the existing Euclidean geometry, which provides a
more comprehensive searching space for the optimization
process. Furthermore, the visualization in Poincaré ball model
corresponding to the situation shown in Figure 6 (d) is shown
in Figure 7. Like in Euclidean space, the representation in
hyperbolic geometry is also discriminative. Besides, most of
samples locate near the boundary of the circle, which means
that the prediction uncertainty is low.

V. CONCLUSION AND FUTURE WORK

Currently, the protocol of FSCIL is built by imitating the
general CIL setting which is not totally appropriate due to
the different data configurations. In this paper, we rethink
the FSCIL with open-set hypothesis and propose a more
practical configuration. To realize the better discriminative
ability of both seen categories and unseen categories in the first
session, Hyper-RPL is put forward by incorporating hyperbolic
geometry to obtain a clearer decision boundary. Moreover,
Hyper-Metric is introduced into the distillation-based CIL
framework to handle the overfitting and trade-off issues,
which results from a more comprehensive learning space.
The exhaustive evaluations of the proposed configuration and
modules on three benchmark datasets are conducted to certify
the efficacy regarding three evaluation indicators.

In spite of the remarkable performance achieved by the
proposed framework, two future improvement directions still
include: (1) Since our framework benefits from introducing

hyperbolic geometry to existing Euclidean geometry, the
integrated strategy is critical for the final achievements. We
will seek for the adaptive integrated strategy to replace the
current well-designed one in the future. (2) The hyperbolic
geometry is already a rich representation space, however, it
can be seen from Table V that our method can not achieve
satisfying results when only hyperbolic geometry is applied.
Thus, we will explore valid solutions to operate FSCIL task
in this single space.
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