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Abstract— This paper presents a low-energy 64-Kb 8-transistor 

(8T) one-read/one-write dual-port image memory with a 28-nm 
fully depleted SOI (FD-SOI) process technology. Our proposed 
SRAM adopts a selective sourceline drive (SSD) scheme and a 
consecutive data write technique for improving active energy 
efficiency at low voltage. The novel SSD scheme controls 
sourceline voltage and eliminates leakage energy at unselected 
columns in read operations. We fabricated a 64-Kb 8T dual-port 
SRAM in the 28-nm FD-SOI process technology. The 8T SRAM 
cell size is 0.291 × 1.457 µm2. The test chip exhibits 0.48-V 
operation at access time of 135 ns. The energy minimum point is at 
a supply voltage of 0.56 V and an access time of 35 ns, where 265.0 
fJ/cycle in write operations and 389.6 fJ/cycle in read operations 
are achieved. These factors are, respectively, 30% and 26% 
smaller than those of the 8T dual-port SRAM with the 
conventional scheme. 
 

Index Terms—8T SRAM, 28-nm SRAM, Consecutive Access, 
FD-SOI, Image Memory, Low Power, Multi-Port SRAM 

I. INTRODUCTION 
ow-energy image recognition is demanded for internet of 
things (IoT) devices in various fields such as automatic 

driving systems, robot vision, and augmented reality systems 
with fine resolution. Image resolution enhancement requires 
large capacity and large area. It also entails high power 
consumption because of the increased amounts of image data 
that must be processed. In fact, the power consumption in 
memory (global memory, caches, and register files) dissipates 
more than 40% of the power of the image processor (GTX 580; 
Nvidia Corp.) [1]. For IoT devices handling image information, 
more energy-efficient memory technology is anticipated. 
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Fig. 1.  SRAM in an image processor. 
 

Fully Depleted Silicon on Insulator (FD-SOI) technology is 
promising to provide high-speed, low-voltage SRAM [2, 3]. A 
28-nm FD-SOI has a fully depleted transistor with an ultra-thin 
silicon body and a buried oxide (BOX) layer, giving them 
excellent electrostatic control. Therefore, it brings stable 
features at low-voltage operation. The BOX layer reduces the 
leakage current by controlling the electrical flow from a source 
node to a drain node in a transistor. Moreover, the BOX layer 
reduces the parasitic capacitance between the source node and 
the drain node. This feature of the 28-nm FD-SOI enables the 
production of ultra-low-power SRAMs [4–8]. 

Energy efficiency is improved in the near-threshold region 
because dynamic energy and leakage energy are well balanced 
[9]. The combination of a low threshold voltage and low supply 
voltage is good for high-activation logic circuitry, whereas a 
high threshold voltage and a high supply voltage are suitable 
for memory operations. For memory, the activation is low 
because only a selected wordline and certain bitlines are 
activated. In such cases, the high threshold voltage suppresses 
the leakage current and total energy. Process technologies such 
as Fin-FET and FD-SOI have a smaller S factor. Moderate 
threshold voltage and moderate supply voltage achieve the best 
scenario, especially for memory [10–13]. 

Input data for image processing are stored temporarily in 
SRAM. In an image processor, many processing cores access 
the SRAM for multi-thread processing. Figure 1 portrays the 
memory system in an image processing unit. The SRAM array 
stores data such as image maps, feature maps, and various 
parameters for its processing on the many processing elements 
(PE). Demand for multi-port SRAMs has increased to 
accommodate high-speed, low-energy image processing. The 
multi-port SRAM is suitable for parallel operation. It improves 
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the total chip performance and/or memory bandwidth by 
enabling multiple simultaneous operations in the same bank 
[14]. Parallel processing is a key technology for real time image 
applications that require embedded memories with multiple 
access ports [15–17]. To date, multiport SRAMs that support 
simultaneous write and read operations have been proposed for 
use as image processors [18-20]. 

Several important earlier works have examined dual-port 
SRAM architectures. In an earlier report of the literature [21], 
the authors proposed 40-nm 512-Kb pipelined 8T SRAM for a 
high-speed image processor. The pipeline design enables 
high-frequency yet low-power operation. In another report [22], 
researchers explained dual-port 8T SRAM with a differential 
reference-based sense amplifier (SA). This work targeted the 
benefits of small signal sensing in the context of a single-ended 
read path; then it addressed the half-select problem. This design 
achieved lower operating voltage of 360 mV using the 
differential reference-based SA. An SRAM design in a 28-nm 
Fin-FET technology, which adopted a differential sense 
amplifier for one-read/one-write (1R1W) dual-port SRAM 
bitcells, was presented in another report [23]. The differential 
SA scheme divides a memory array into two (upper and lower) 
memory matrices (MATs). The differential voltage between a 
read bitline (RBL) of the selected MAT and that of an 
unselected MAT is amplified in readout operation at higher 
frequency. Reportedly [24], a 1R1W dual-port SRAM in a 
16-nm Fin-FET technology was achieved by 6T single-port 
SRAM bitcells with double-pumping internal clock for high 
speed and high density. The double-pumping clock scheme for 
an internal clock generator achieves robust timing design 
without strict severe setup/hold margins, and achieves lower 
operating voltage of 680 mV using a negative-level write driver. 
Nevertheless, these devices and methods all require dedicated 
signal timing and entail a greater area cost [21, 23, 24]. 

As described in an another earlier report, an 8T 1R1W 
dual-port SRAM is typically used for leveraging disturb-free 
access because of the dedicated read port [25]. Consequently, 
8T dual-port SRAMs with lower active/standby powers have 
become more important than ever. A conventional 8T dual-port
SRAM cell consists of six transistors as a 6T SRAM cell and a 
decoupled two-transistor read port. This structure can eliminate 
the well-known read disturb problem by preventing charge 
sharing with internal storage nodes when a read wordline is 
activated. A read port of an 8T dual-port SRAM employs a 
sourceline as a footer line, which is shared in the same row 
address to perform low-energy operations. This 8T 1R1W 
dual-port SRAM reduces leakage current through unselected 
read bitlines. Some read bitlines are, however, discharged 
slightly in unselected columns because the floating sourceline 
of the conventional scheme [26] degrades energy efficiency. 

For a low-energy image processor, we did the following. 
 We designed a 28-nm FD-SOI 8T dual-port SRAM. 

High energy efficiency of sub-picojoule/cycle in the 
proposed SRAM is demonstrated. 

 To cut off the read bitline discharge completely, we 
propose novel footer circuitry: the selective sourceline 
drive (SSD) scheme. 

The remainder of this paper is organized as follows. Section 
2 presents the proposed 8T dual-port SRAM design with the 
selective sourceline drive (SSD) scheme. Implementation and 
measurement results are presented in Section 3. The final 
section summarizes the relevant findings. 

II. PROPOSED 8T DUAL-PORT SRAM DESIGN 

A. Selective sourceline drive (SSD) scheme 
The conventional 8T 1R1W dual-port SRAM with the 

selective sourceline control (SSLC) scheme in Fig. 2 presents 
an illustration of a memory matrix and a conventional SL 
control scheme [26]. The memory matrix commonly employs 
an interleaving structure. The SL in this scheme acts as a 
“virtual ground line” for a single column. The SL has two 
states: a grounded state and a floating state. A selected read 
bitline (RBL) is connected to the ground through a transfer gate 
in the conventional structure, whereas SLs at unselected read 
ports become floating. The floating node of the unselected SL is 
charged up when a readout datum is “0” on an RBL. The RBL 
voltage is not a full swing because of the cutoff SL, but it is 
unnecessary and consumes certain energy in the conventional 
scheme. 

Fig. 3 presents an illustration of the concept of the proposed 
1R1W dual-port SRAM with the selective sourceline drive 
(SSD) scheme. It has a pair of nMOS switches (M1 and M2), an 
inverter, as a footer circuit in every column. Those switches 
keep the SL on the ground for the selected column, or drive the  
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SL to VDD−Vth (Vth is a threshold voltage of M1) when the 
column is not selected. In the standby mode, all the SLs are 
grounded to prepare for upcoming random read access. The 
right panel also depicts the proposed SSD scheme behavior. In 
the read operation, the SL discharge is enabled (SDE). The 
signal for all columns is “0”. The column select signal 
(COL_E) from column-decoder activates a target column 
switch. In the selected column, the output of the OR gate 
becomes “1.” The M2 transistor is activated to read out the 
stored data. At this time, the charge and discharge power are 
consumed only at the selected RBL because the SL at the 
selected column is grounded. 

In the unselected column, the OR gate output is low. The M1 
transistor drives the SL voltage to VDD−Vth. Under these 
circumstances, no read current is flowing through the RBL. The 
nMOS transistors and an inverter circuit in the SSD scheme 
consumes switching power to maintain the SL voltage (= VDD 
− Vth). However, the switching power is sufficiently smaller 
than the RBL discharge that is connected to the 256 
cells/column. 

Fig. 4 shows the concept of column control under the 
proposed SSD scheme. An OR gate is inserted as a column 
controller in every 16 columns to enable the SSD scheme. An 
inverter and two nMOS transistors are needed for every column. 
By contrast, in the conventional SSLC scheme, an nMOS 
transistor as a sourceline (SL) switch and an OR gate as a 
column selector are deployed in every column to control the SL 
connectivity. The proposed SSD scheme has less area overhead 
than the SSLC scheme. It is noteworthy that the column address 
inputs and a column decoder are used as well as the 
conventional column addressing circuitry. Therefore, no 
additional circuitry is necessary for column addressing in the 
SSD scheme. Each OR gate is activated by the SDE signal and 
a column address decoder output as the column enable 
(COL_E) signal. The SL voltage is discharged to the ground by 
activation of the M2 transistor if the output of the OR gate is set 
to “1”. 

Figs. 5(a)–5(c) portray a signal timing flow comparison 
between the conventional SSLC scheme and the proposed SSD 
scheme in read operation. Fig. 5(a) shows SL control circuits 
that have an OR gate to control a target column commonly used 
in both the conventional SSLC and the proposed SSD. The SDE 
signal as an input signal for OR gate is initially set to “1” to 
disable the switch control, but it is turned to “0” as the first step 
of the read operation. Then, the column select (COL_E) signal  
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Fig. 5.  Signal timing control flow in the conventional SSLC and proposed SSD 
scheme in read operation: (a) SSD control signals, (b) read port control signals 
with conventional SSLC scheme, and (c) read port control signals with the 
proposed SSD scheme. 
 
chooses a target column. The switches are activated. In the 
selected column, the switches pull down the SL voltage to the 
ground in both SSLC and SSD. At this cycle, the RBL voltage 
falls down to the ground after the read wordline (RWL) is 
enabled in the “1” read operation. However, in an unselected 
column, the single nMOS switch separates the SL from the 
ground in the SSLC. The SL becomes a floating node. However, 
the RBL voltage is discharged slightly at every cycle because of 
leakage current, as presented in Fig. 5(b). By contrast, the 
proposed SSD scheme drives the SL voltage to VDD−Vth. The 
charge/discharge energy on the RBLs is eliminated even in 
unselected columns, presented in Fig. 5(c). 
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Figs. 6(a)–6(c) present a comparison of the simulated 
waveforms for “0”-read operation in the conventional SSLC 
scheme and the proposed SSD scheme. The RWL waveform is 
commonly used in the conventional SSLC scheme and the 
proposed SSD scheme depicted in Fig. 6(a). 

Fig. 6 (b) shows the RBL and the SL waveforms in the “0”- 
read operation simulated with the conventional SSLC scheme. 
In the selected column, the SL is connected to the ground. The 
RBL voltage is discharged to the ground voltage after input of 
the RWL pulse. In the unselected column, the SL is separated 
by the nMOS switch from ground. The dedicated read port is 
activated by the RWL pulse. Then, the RBL voltage is pulled 
down slightly because of leakage current. It consumes 
unnecessary power at every cycle. 

Fig. 6(c) depicts the RBL and the SL waveforms with the 
proposed SSD scheme in the “0”-read operation. In the selected 
column, the SSD scheme connects the SL to the ground. Then 
the RBL voltage is discharged to the ground voltage after the 
RWL pulse input. However, the SSD scheme drives the SL 
voltage to VDD−Vth when the columns are not selected. The 
RBL voltage maintains the VDD voltage and saves energy. In 
terms of power consumption, the SSD scheme is better than the 
conventional SSLC scheme. The proposed SSD scheme has no 
voltage swing on the local RBL. The output voltage amplitude 
of the SL is restricted to VDD−Vth because it minimizes the 
dynamic power consumption of the driver switches (M1 and 
M2) and its leakage current flowing through M2. The proposed 
SSD scheme therefore eliminates the unnecessary read current 
in the unselected columns. The dynamic power consumption on 
the two driver nMOS in SSD scheme is made only when the 
selected column is changed. Therefore, the read operation in 
vertical memory addressing is effective to a considerable 
degree for the proposed SRAM. 

B. 8T 1R1W dual-port SRAM cell 
Figs. 7(a)–7(c) show the proposed 8T 1R1W dual-port 

SRAM cell schematic and custom layout design with a 
separated SL architecture in the 28-nm FD-SOI process 
technology. Fig. 7(a) portrays a schematic of the proposed 
SRAM cell design. It has additional pass gate transistors PG3 
and PG4 with additional RWL and RBL metals to draw the read 
current flowing through the dedicated read port. 

The dedicated read port enables simultaneous but separate 
read and write operations. The gate node of PG4 transistor is 
connected to the cell internal node V2. Conventionally, the 
source node of PG4 transistor is connected to ground. In our 
design, the source node of PG4 transistor is comprises the SL, 
which is vertically connected to the SSD scheme to control the 
SL voltage on a column basis. 

Fig. 7 (b) shows the FEOL layout of proposed SRAM cell. 
The bit area is 0.423 µm2 designed on the logic rule base. Read 
ports comprising PG3 and PG4 transistors are arranged at the 
right side from a 6T SRAM cell. The PG4 transistor shares the 
same poly gate metal with PU2 and PD2 transistors as the V2 
node. 

Fig. 7(c) depicts the BEOL layout design of proposed SRAM 
cell. Conventionally, the source node of the dedicated read port  
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Fig. 7.  Proposed 8T 1R1W dual-port SRAM cell in a 28-nm FD-SOI: (a) 
circuit design, (b) FEOL layout design, and (c) BEOL layout design. 

 
can be shared with an adjacent cell because all source nodes are 
grounded. In the proposed SRAM cell, the source nodes are 
connected vertically to the SSD scheme. Thereby adjacent 
source nodes must be separated. In our design, the additional 
SL metal is located at the right end of figure with the Metal3 
layer instead of the conventional ground line. The SL metal can 
be accommodated on the cell area. There is no area overhead 
for the additional SL metal on the cell design. 

C. RBL delay and area optimization in SSD scheme 
The single-ended 1R1W dual-port SRAM generally uses an 

inverter circuit as a sense amplifier (SA). This type of SA is 
beneficial for high-density single-ended SRAM design by 
virtue of its simple structure. In a “0”-read operation, the RBLs 
are discharged by the activated read ports. In the single-ended 
read port, RBL voltage must be fully discharged to the ground 
to sense the stored datum. The RBL delay performance with 
local/global variations affects the readout timing setup. The 
RBL delay depends mainly on the SRAM cell transistor sizing 
and the pull down nMOS switch size in the SSD scheme. 

Fig. 8 illustrates the RBL delay versus the width of the SL  
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Fig. 8.  Read bitline (RBL) delay tdelay and area overhead versus the gate width 
option of the SL pull-down nMOS transistor M2 (SS corner, -40°C). The 
slowest RBL delays at each gate width size are shown. 
 

pulldown nMOS switch simulated with 1M Monte Carlo at 
SS-corner/−40°C. A smaller pulldown nMOS switch in the 
SSD scheme slows the RBL delay, whereas a larger size 
increases the capacitance on the RBL. The 5σ point of the RBL 
shows delays at each nMOS size in Fig. 8. The slowest RBL 
delay is shorter by 24.9% at 640 nm width, compared with the 
case of 80 nm width. The RBL delay improvement is saturated 
even if the switch size is increased further. 

The area overhead is another factor; it increases linearly 
according to the nMOS width. In our design, we choose the 
pulldown nMOS switch width of 640 nm for the SSD scheme 
implementation with only 0.9% area overhead. 

Fig. 9 presents the RBL delays simulated at FF-corner/125°C. 
The −5σ of RBL delays at FF-corner/125°C in Fig. 9. It is 
improved by 20.7% at the switch width of 640 nm with the area 
overhead of only 0.9% in the whole memory macro, compared 
with the case of 80-nm width. Herein, the nMOS switch width 
is optimized by considering the tradeoff between the RBL delay 
and the area overhead. 

Figs. 10(a)–10(b) present readout waveforms of the slowest 
cells in the conventional grounded SL scheme, the SSLC 
scheme, and the SSD scheme when Monte Carlo analyses are 
executed at TT, 25°C. Fig. 10(a) shows simulated waveforms 
of the SA output signal V(SAout). Fig. 10(b) shows the 
simulated RBL waveforms in the read operation in the SSD 
scheme with 1M iterations of Monte Carlo analyses. As 
described in this paper, tdelay is defined by the time to which 
V(SAout) rises to 0.45 V at supply voltage of 0.5 V. Although 
the fastest RBL is fully discharged, the slowest RBL is still in a 
half VDD voltage. The readout time in the proposed SSD 
scheme is affected by the transistor size of the nMOS switches 
in the SSD scheme because the SL in the SSD turns out to be 
grounded immediately after a column is selected, which is 
regarded as a setup time. In any case, the SL discharge delay in 
the proposed SSD scheme is expected to be much shorter than 
the RBL discharge delay time. The tdelay in the grounded SL 
scheme, which value is 43.45 ns, is most strongly affected by 
the Vth variations in the SRAM cell transistors. In the SSLC 
scheme, tdelay is 36.46 ns; in the SSD scheme, tdelay is 38.95 ns, 
which are 16.1% and 10.3% shorter, respectively, than that on  
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Fig. 9.  Read bitline (RBL) delay tdelay and area overhead versus the gate width 
option of the SL pull-down nMOS transistor M2 (FF corner, 125°C): The 
fastest RBL delays at each gate width size are shown. 
 

the grounded SL at TT, 25°C. 
Additionally, one must consider the hold time until V(SAout)

becomes 50% of operating voltage. The tdelay variations should 
be evaluated for a hold time margin in read out operation. 
TABLE I presents a summary and a statistical evaluation of 
tdelay on RBL between the SL control schemes of three types 
when executing 1M Monte Carlo analyses at SS, −40°C, and 
varied operating voltage change from 0.4 V to 0.7 V. The SL 
circuit which adopted a voltage control scheme as transistor 
stacking should increase the average or median value of tdelay 
time because of the capacity increase, as presented in TABLE I. 
It is apparent that the average tdelay increases by 4.2%. The 
median value increases by 7.5% at 0.5 V operation in the 
proposed scheme. However, statistics such as skewness and 
standard deviation of the tdelay distribution are slightly lower 
because of the nMOS transistor stack forcing condition [27]. 
The standard deviation is shown to decrease by 3.2%; the 
skewness decreases by 9.2% at 0.5 V operation in the proposed 
scheme. The −5σ and 5σ values are shown as the tdelay Min and 
the tdelay Max in TABLE I. Actually, tdelay Min increases 0.25 ns. 
Also, tdelay Max decreases 53.70 ns with SSLC compared with 
grounded SL. In addition, in the SSD, tdelay Min increases 0.31 
ns and tdelay Max decreases 29.90 ns compared with 
conventional grounded SL. 

Fig. 11 shows normalized delay on RBL at varied supply 
voltages of 0.4 V – 0.7 V for hold margin evaluation. Each plot 
extracted from the slowest cell which is supported 5σ coverage 
at SS, −40°C. The tdelay on RBL is much lower than that of 
grounded SL: 30.2% at a voltage of 0.4 V. Actually, tdelay does 
not have a normal distribution, and thus skewed. Fig. 12 shows 
tdelay distributions at 0.4 V, SS, and −40°C, in the conventional 
grounded SL, the conventional SL with the SSLC scheme, and 
the proposed SL with the SSD scheme on the quantile–quantile 
plot. To statistically analyze the tdelay distribution, the horizontal 
tdelay is converted by the logarithmic function, log10(tdelay), to 
best fit its skewness to a straight line, which implies that tdelay is 
determined by near-subthreshold current under this condition. 
The respective mean values of the conventional grounded SL 
and the proposed SSD scheme is −6.533 and −6.513. Results 
show that the proposed SSD is slower than the grounded 
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TABLE I 
STATISTICAL DATA COMPARISONS BETWEEN DIFFERENT SL-STRUCTURE IN READ OPERATION 

 
Voltage Corner, Tmp. SL structure Mean [ns] Median [ns] Std. [ns] Skewness Kurtosis tdelay Min [ns] tdelay Max [ns]

SL w/ GND 394.40 258.30 385.80 5.68 117.90 15.84 28,760.00
SL w/ SSLC 404.20 276.40 380.60 5.03 75.01 20.02 20,660.00
SL w/ SSD 405.20 285.40 382.40 4.92 70.00 21.24 20,070.00
SL w/ GND 17.26 13.26 12.58 5.04 81.02 2.59 681.20
SL w/ SSLC 17.96 14.03 12.51 4.63 62.88 2.84 627.50
SL w/ SSD 17.99 14.26 12.54 4.57 59.38 2.90 651.30
SL w/ GND 2.62 2.45 0.79 1.94 14.18 0.96 24.33
SL w/ SSLC 2.75 2.58 0.81 1.85 12.40 1.01 23.49
SL w/ SSD 2.76 2.59 0.81 1.86 12.14 1.06 24.17
SL w/ GND 0.99 0.97 0.17 0.86 4.60 0.52 3.20
SL w/ SSLC 1.04 1.02 0.17 0.85 4.53 0.53 3.03
SL w/ SSD 1.04 1.02 0.17 0.85 4.53 0.55 2.92

0.7 V SS, –40°C

0.4 V SS, –40°C

0.5 V SS, –40°C

0.6 V SS, –40°C
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Fig. 10.  Simulated readout delay comparison between conventional grounded 
SL, conventional SL with SSLC scheme, and proposed SL with SSD scheme. 
 

SL, on average. However, the standard deviations for the 
conventional grounded SL and the proposed SSD are, 
respectively, 0.328 and 0.313. 

The standard deviation of the proposed SSD is smaller. As 
depicted in Fig. 8, the standard deviation is significantly 
impacted by a size of the pull-down transistor M2 connected to 
the SL. If it is sufficiently large, then the mean value of tdelay is 
close to the conventional grounded SL. Its variation is 
suppressed in the proposed SSD. According to the probability 
theory, the standard deviation is suppressed by an increase in 
the number of transistors [27, 28, 29]. The proposed SSD has 
one more transistor on the SL. For these reasons, tdelay of the 
proposed SSD is slightly smaller than the conventional 
grounded SL at −5σ of the percentile value. 
D. Operating speed evaluation in the write cycle 

The proposed SRAM employs the precharge-less write 
circuit to reduce the energy consumption on the WBL. Fig. 13 
shows the precharge-less write waveforms of “0”-write 
operation in 1M Monte Carlo analyses. In this figure, the “1” 
data are initially stored in the SRAM cell. In the write operation, 
an input data transfer to the WBL/WBLB without the precharge 
sequence. The WBLs have no equalization because of the 
precharge-less write scheme. Therefore, the same input data 
consume less energy on the WBLs. The write delay to flip the  
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Fig. 11.  Simulated readout delay comparison on slowest cells at varied supply 
voltage between conventional grounded SL, conventional SL with SSLC 
scheme, and proposed SL with SSD scheme. 
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Fig. 12.  tdelay distributions in the conventional grounded SL, the conventional 
SL with the SSLC scheme, and the proposed SL with the SSD scheme on a 
quantile-quantile plot. 

 
internal node voltage shown with the internal node V1 and V2 
waveforms on the fastest and slowest cell is focused in internal 
nodes V1 and V2. Inversion of the internal node is started when 
the WWL pulse is inputted. In this figure, inversion time twrite is 
defined by the time to node V1 rises to 0.45 V. In addition, twrite 
for the fastest cell at −5σ is only 160 ps, whereas the twrite for the 
slowest cell at 5σ is 9.68 ns. In the whole write sequence, write  
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Fig. 13.  Simulated waveforms of the proposed SRAM: (a) write waveforms on 
the write bitlines, and internal node V1 and V2, (b) focused on the internal node 
V1 and V2, and delay evaluation on the fastest/slowest cell at TT, 25°C. 
 

access time with 11.56 ns is achieved at TT, 25°C, which is 
much shorter than that of the read operation. 

E. Consecutive memory access in video processing 
Image data such as people or landscapes reflect luminance 

information. They have similar brightness in adjacent pixels. 
Figure 14 presents the switching possibility of a readout bit 
between a present pixel and a next pixel. The averaged 
switching possibility obtained from the three sample images is 
49.8% on the least-significant bit (LSB = 1st digit), meaning 
that the value of the LSB is random, which is reasonable. The 
most-significant bit (MSB = 8th digit) has a switching 
possibility of 7.8% on average because it has much stronger 
correlation between adjacent pixels. 

Memory mapping for image data in the proposed video 
processing is performed on a channel-by-channel basis. 
Correlation between adjacent pixels is retained on RGB 
channels. Our consecutive memory access is beneficial for 
optimizing power consumption even if image data have 
multiple dimensions of channels. Therefore, in the consecutive 
accesses, it is better to map their addresses along the row 
direction, as presented in Fig. 15(a), where a column address is 
not changed often. Fig. 15(b) depicts the waveform of the 
proposed SRAM in write operation. By virtue of the 
precharge-less and incremental write operation, the proposed 
SRAM reduces the write energy; the charge/discharge on a pair 
of write bitlines (WBL and WBLB) is consumed only when a 
write datum is changed. The consecutive writing of the same 
datum consumes less energy because the proposed dual-port 
SRAM has a dedicated write port and needs no precharge 
scheme on the WBLs. 

However, it is adversely affected by the well-known 
half-select problem along the write wordline (WWL). The 
divided wordline structure is therefore adopted only for the 
write port to avoid the half-select problem [30]. The read port 
has the common interleaving structure with no divided RWLs 
because an image processor often requires a greater number of 
read ports and therefore exerts strong effects on its area. 
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Fig. 14.  Switching possibility in image data. 
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Fig. 15.  Consecutive memory access in video processing: (a) block diagram 
and (b) waveforms in write operation. 

III. CHIP IMPLEMENTATION AND MEASUREMENT RESULTS 
Fig. 16 shows a chip layout of the proposed 64-Kb SRAM 

macro configured with 32 Kb × 2 banks with X/Y decoders, 
read/write and I/O circuit. The macro size is 242 × 189 µm2 (= 
0.045 mm2). Each 32-Kb bank consists of 4 Kb × 8 subarrays, 
which are configured with 256 rows and 16 columns. The area 
size of the 4-Kb subarray is 2,157 µm2 (= 1962.38 µm2 memory 
array + 194.77 µm2 peripheral circuit). The circuit for the SSD 
scheme is located under the Y decoder. Its area is 27.75 µm2.  

In our design, the area overhead of the proposed SSD circuit 
is only 0.9% of the entire macro. Fig. 17 presents a test chip 
micrograph. We fabricated a 64-kb 8T dual-port SRAM macro 
in a 28-nm FD-SOI process technology. 

18
9μ

m

242μm

I/O
 C

irc
ui

ts

I/O Circuits

32 KB 8T SRAM

32 KB 8T SRAM

Chip information:
28-nm FD-SOI, 64 KB 8T SRAM,

Chip size 1 x 1 mm2
 

Fig. 17.  Chip microgram of the test chip.  
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Fig. 16.  A 64-Kb SRAM (32 Kb × 2 bank) macro layout design comprises 16 × 4-Kb subarray block (= 256 × 16 cells). 
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Fig. 18.  Measured Shmoo plot in read operation. 
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Fig. 19.  Measured Shmoo plot in write operation. 
 

Fig. 18 presents a measured Shmoo plot in read operation. 
We verified that the test chip can operate at a supply voltage of 
0.48 V and with access time of 135 ns (= 7.4 MHz) at a room  
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Fig. 20.  Schematic of the proposed 8T dual-port SRAM with the SSD scheme. 

 
temperature: 25°C. The operating point that achieves the 
minimum energy per cycle is at a supply voltage of 0.56 V and 
a cycle time of 35 ns (= 28.6 MHz). In addition, Fig. 19 presents 
a measured Shmoo plot in write operations. The test chip can 
operate at a supply voltage of 0.46 V and a write pulse width of 
56 ns. The shortest write pulse width is 4 ns at a supply voltage 
of 0.62 V. 

Fig. 20 portrays a schematic of the proposed 8T dual-port 
SRAM array with the SSD scheme. The proposed 8T SRAM 
has a precharge-less write circuit. Consequently, successive 
writes of same data consume less energy. However, bit 
interleaving incurs the well-known half-select problem along 
the write wordline. The divided wordline structure is therefore  
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TABLE III 
DUAL-PORT 8T SRAM COMPARISON 

 

Source [26] [21] [22] [23] [24] This Work

Technology 40nm bulk
CMOS

40nm LP
CMOS

65nm bulk
CMOS

28nm bulk
CMOS

16nm
FinFET

28nm
FD-SOI

Memory Size 16 Kb 512 Kb 96 Kb 512 Kb 256 Kb 64 Kb

Cell Size [um2] 1.01* 0.8496 - - - 0.423*

Bit density
(Mb/mm2)

0.457 1.17 - 3.16 6.05 2.35

Cell Type 8T-1R1W 8T-CP-1R1W 8T-1R1W 8T-1R1W 6T-1R1W 8T-1R1W
IO Size 16 64 8 32 64 16

# Bits/BL 128 32 128 256 128 256

Power
[uW/Access]

17.8
(0.5V/25°C)

902.0
(0.65V/25°C)

5.1
(0.36V/25°C)

16375.7
(1.0V/125°C)

14503.2
(0.88V/125°C)

9.16
(0.56V/25°C)

1.2 GHz
(0.88V/ - )

28.0 MHz
(0.56V/25°C)

*Logic rule based SRAM cell design

FoM [fJ/bit] 2.43 11.44 0.15 0.26 0.08

Small
Signal

Large
Signal

Performance
10.0 MHz

(0.5V/25°C)
1.8 MHz

(0.55V/25°C)
1.69 GHz

(1.0V/125°C)
1.2 GHz

(0.88V/ - )
66.7 MHz

(0.7V/25°C)

Sensing
Scheme

Large
Signal

Large
Signal

Small
Signal

Functional
Frequency

10.0 MHz
(0.5V/25°C)

125.0 KHz
(0.36/25°C )

1.69 GHz
(1.0V/125°C)

Small
Signal

800.0 MHz
(1.1V/25°C)
200.0 MHz

(0.65V/25°C )

0.19

 
 

adopted to avoid the half-select problem [30] in our design. The 
OR gate of the SSD scheme is connected to 16 readout circuits; 
it selects a target column for SL discharge or charge SLs to 
VDD − Vth in unselected columns.  

Fig. 21 shows the simulated and measured active/leakage 
energy comparisons between the conventional SSLC scheme 
and the proposed SSD scheme for read operation. It is 
noteworthy that both read circuits must have the RBL 
precharge scheme because of their associated single-ended read 
ports. In the read operation, the test patterns of the “ALL 0” and 
“ALL 1” respectively denote the mean consecutive “0” and “1” 
read operations of the incremental row address accesses. The 
checkerboard patterns using the incremental row address (CKB 
X+) have 50.0% “0” and 50.0% “1” data with energies that are 
intermediate of “ALL0” and “ALL1”. In the CKB using the 
incremental column address (CKB Y+), the column address is 
changed at every cycle. The energy comparison demonstrates 
that the proposed SSD scheme improves the read energy by 
26.0% on average, which is 389.6 fJ/cycle. 

Fig. 22 again shows the simulated energy breakdown and a 
comparison between the conventional SSLC scheme and the 
proposed SSD scheme in “ALL 1” and “ALL 0” read 
operations. Although an RWL must be enabled at every cycle, 
its RBL charge/discharge does not occur in the “ALL 1” read 
operation because the read port is cut off with PG4 in the 8T 
cell. Unnecessary current is reduced in unselected columns. 
However, Fig. 22(a) shows that its energy saving is small 
because no RBL is discharged in this case. However, Fig. 22(b) 
shows the “ALL 0” read operation. The RBL charge/discharge 
takes place at every cycle. The RBL and the selected SL energy 
are increased drastically. 

Floating SLs in the unselected columns are discharged in the 
SSLC scheme, which consumes unnecessary readout energy. 
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Fig. 21.  Simulated and measured energy comparisons between the 
conventional SSLC scheme and the proposed SSD scheme in read operation. 

 
The SSD scheme can eliminate the energy wasted in the 
unselected column by 96.5% compared with the SSLC scheme. 

In the write operation, the proposed 8T dual-port SRAM 
requires no precharge on the WBLs. Additionally, its WWL has 
a divided structure. Therefore, the proposed SRAM can reduce 
the unneeded write energy because of the charge/discharge in 
the half-selected columns. The measured “0” and “1” write 
energies are, respectively, 196.2 fJ/cycle and 215.2 fJ/cycle.  
Fig. 23 portrays the impact of the incremental write operation 
for write energy saving. As a counterpart, the write energy 
becomes 382.0 fJ/cycle in the consecutive column access in the 
CKB test pattern. Write energies are reduced according to the 
spatial frequency on its images. 

In the “color” Image 1 and monochrome Image 2, the write 
energy is reduced by 29%, whereas in the monochrome Image 9 
and the color Image 10, they respectively reach 34% and 35%  
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Fig. 23.  Write energy saving in incremental accesses. 
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Fig. 22.  Simulated energy breakdown comparison between the conventional 
SSLC scheme and the proposed SSD scheme in (a) “ALL 1” and (b) “ALL 0” 
read operations. 
 
of energy saving. Those features are beneficial in that the image 
has high similarity among all pixels. In Image 10, the write 
energy of the 250.4 fJ/cycle achieves 264.0 fJ/cycle, on average, 
which is 30% lower than that in the consecutive column access.  

Therefore, our proposed 8T dual-port SRAM with the SSD 
scheme can reduce both read and write energies. Moreover, it is 
suitable for low-power image processing devices. TABLE II 
presents a summary of the characteristics of the proposed 
SRAM test chip implemented in 28-nm FD-SOI technology. 

TABLE III presents a summary of a performance 
comparison among the state-of-the-art 1R1W dual-port 
SRAMs taken from recent conference and journal papers, as 
introduced in Section 1. 

For our test chip, we designed the SRAM bitcell on a logic 
rule basis. Therefore, the bit cell density is lower than [16] 
using a similar technology node. As described previously, we 
take an inverter as a large-signal sensing scheme. It is generally 
used for a lower area cost by virtue of its simple structure. 
However, the inverter incurs a full-swing signal when “1” is 
read out. A small-signal sensing scheme using a differential 
sense amplifier is often adopted [21, 23, 24], which 
consequently achieves much higher operating frequency.  

TABLE II 
TEST CHIP FEATURES 

Technology 28-nm FD-SOI
0.48-0.7V (Memory macro)

1.8V (I/O)
Chip area 1.0x1.0mm2

Macro size 189x242μm2

Macro configulation 64Kb (32Kb X 2), 16bits/word
Cell size 0.291x1.457μm2

Frequency 7.4MHz@0.48V, 66.7MHz@0.7V
Read active energy 389.6fJ@0.56V, 28.6MHz, RT
Write active energy 265.0fJ@0.56V, 28.6MHz, RT

Supply voltage

 
 

However, such circuitry requires dedicated signal timing and a 
greater area cost. The figure of merit (FoM) represents the 
energy per bit that includes standby and active energy, which is 
scaled by technology node scale factor k, operating frequency 
freq, the number of cells on a bitline lbl, I/O bit width wio, and 
the entire memory capacity Cap. In this case, FoM is expressed 
as shown below. 

𝐹𝐹𝐹𝐹𝐹𝐹 =  
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝐶𝐶𝐶𝐶𝐶𝐶 ∗  𝑙𝑙𝑏𝑏𝑏𝑏  ∗ 𝑤𝑤𝑖𝑖𝑖𝑖 ∗ 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ∗ 𝑘𝑘
 

 
Because of the unnecessary read energy reduction by the 

proposed SL voltage control scheme and because of the WBL 
charge and discharge energy saving with consecutive memory 
access, the FoM number is much more beneficial than other 
cutting-edge schemes. These results demonstrate the utility of 
the SL voltage control with the SSD scheme for low-power and 
low-voltage performance on 1R1W dual-port SRAMs. 

IV. SUMMARY 
We presented an 8T dual-port SRAM with the selective 

sourceline drive (SSD) scheme for an image processor. Our 
proposed SRAM drives the sourceline (SL) to VDD−Vth at 
unselected columns in read operation and exploits the 
consecutive row accesses in write operation for improving 
energy efficiency at low voltage. We fabricated a 64-Kb 8T 
dual-port SRAM using 28-nm FD-SOI process technology. The 
test chip exhibits 0.48 V operation with 135 ns access time. The 
energy minimum point is a supply voltage of 0.56 V at a 28.6 
MHz frequency, at which 265.0 fJ/cycle in the write operation 
and 389.6 fJ/cycle in the read operation were achieved. 
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