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Abstract

We propose a model enabling decentralized mul-
tiple agents to share their perception of environ-
ment in a fair and adaptive way. In our model, both
the current message and historical observation are
taken into account, and they are handled in the same
recurrent model but in different forms. We present
a dual-level recurrent communication framework
for multi-agent systems, in which the first recur-
rence occurs in the communication sequence and
is used to transmit communication data among
agents, while the second recurrence is based on the
time sequence and combines the historical obser-
vations for each agent. The developed communica-
tion flow separates communication messages from
memories but allows agents to share their histori-
cal observations by the dual-level recurrence. This
design makes agents adapt to changeable commu-
nication objects, while the communication results
are fair to these agents. We provide a sufficient
discussion about our method in both partially ob-
servable and fully observable environments. The
results of several experiments suggest our method
outperforms the existing decentralized communica-
tion frameworks and the corresponding centralized
training method.

1 Introduction
Multi-agent reinforcement learning has aroused intense
scholarly interest, especially in the fields of robotics [Duan
et al., 2012; Shi et al., 2019] and cyber-physical sys-
tems [Wang et al., 2016]. In some works, multi-agent re-
inforcement learning is used to solve large-scale decision-
making tasks. These works broke a complicated decision-
making model down into several sub-decision-making pro-
cesses, using multi-agent reinforcement learning algorithms
to optimize the policies for every process [Liu et al., 2020a].
With more advanced optimization and deep learning tech-
niques [Li et al., 2021], multi-agent reinforcement learning
enables agents to collaborate with each other and respond to
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the environment timely, which the traditional machine learn-
ing techniques and heuristic methods lack.

The largest challenge in multi-agent reinforcement learn-
ing is that the environment becomes unstable for every
agent due to the existence of its peers [Zhang et al., 2021;
Shi et al., 2021]. The main direction for multi-agent re-
inforcement learning is centralized learning because decen-
tralized multi-agent reinforcement learning lacks the cou-
plings among the behaviors of different agents. Aiming to
design more lightweight centralized learning models, some
researchers proposed a centralized training and decentral-
ized execution (CTDE) mechanism to train multi-agent sys-
tem [Lowe et al., 2017]. This mechanism allows an agent to
make decisions according to its own observation or percep-
tion, while its peers’ behaviors should be considered when
evaluating its policy. However, centralized learning is not
suitable for distributed control [Chen et al., 2015], especially
in large-scale or partially observable multi-agent environ-
ments. Communication is mainstream in the case of decen-
tralized training: Sukhbaatar et al. [Sukhbaatar et al., 2016]
utilized an additional neural network module to realize con-
tinuous communication for multiple agents, aiming at fully
cooperative scenarios; Peng et al. [Peng et al., 2017] lever-
aged bidirectional-recurrent network to share latent states for
agents, and validated their model on StarCraft testbed; Jiang
et al. [Jiang and Lu, 2018] introduced attention mechanism
into multi-agent communication, in which the attention mod-
ule is used to judge whether an agent should communicate
with others. As a feasible way to share information among
agents, communication can enhance policy coordination and
make agents gain more decision bases in partially observable
environments.

The communication modules for multi-agent can be di-
vided into two types: integration module and recurrent
model-based module. The former involves centralized com-
munication, using a centralized network to combine the states
for all agents [Mao et al., 2020]. For example, Targeted
Multi-Agent Communication architecture (TarMAC) [Das et
al., 2019] leveraged a soft attention module to conduct a tar-
geted communication behavior, by which every two agents
are assigned a communication channel. The latter regards the
agent group as a sequence, using recurrent models to pro-
cess the latent state for the agent sequence. Deep distributed
recurrent Q-networks (DDRQN) [Foerster et al., 2016] is
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an earlier recurrent model-based method aiming to solve
communication-based coordination tasks without any pre-
designed communication protocol. Then several improved
models are developed, such as CommNet (Communication
Net) [Sukhbaatar et al., 2016] and BicNet (Bidirectionally-
Coordinated Net) [Peng et al., 2017]. Some works also uti-
lized attention mechanisms to enhance recurrent model-based
methods. For example, Attentional and Recurrent Message
Integration (ARMI) calculated the correlation between the
message and the observation by attention mechanism. At the
same time, Liu et al. [Liu et al., 2020b] leveraged a self-
attention mechanism to build a communication framework,
which can learn both to construct communication groups and
decide when to communicate for agents.

The existing communication mechanisms still have limita-
tions. Integration modules result in a massive communication
network for a too-large multi-agent system, and it cannot be
used in the case of limited communication due to the central-
ized communication module. As for recurrent model-based
communications, the order of agents in the communication
sequence may be a hidden danger. Although some works
have introduced bidirectional recurrent models into the com-
munication modules, the agents at the two ends of the com-
munication sequence are still hard to send messages. Fur-
thermore, when the communication objects or agent sequence
changes, the existing methods have to retrain their communi-
cation modules due to the lack of adaptability.

We consider fully cooperative multi-agent systems, and
agents can be both homogeneous and heterogeneous. In
this work, we propose a dual-recurrent communication model
(2ReCom) for multi-agent reinforcement learning. The pro-
posal is a circular recurrent communication module. In our
method, agents share messages by the first-level recurrence,
while the historical observations are taken into account by the
second-level recurrence. Compared with bidirectional recur-
rent models, our model is fair to all agents in the commu-
nication sequence. In 2ReCom, we separate communication
messages from memories for every agent so that agents can
adapt changeable communication objects in the case of lim-
ited communication. With the developed 2ReCom, agents
can combine both the current and historical messages, by
which the entire environment can be precepted more effi-
ciently.

The main contributions of this work are summarized as fol-
lows:

• We develop a dual-recurrent communication model for
multi-agent reinforcement learning, by which the agents
can adapt changeable communication objects while the
communication results are fair to all agents.

• We propose a gated recurrent network to conduct com-
munication in our model. With that recurrent network,
the proposed 2ReCom can guarantee the communication
qualities and stabilized communication flow.

• We conduct experiments in both partially observable and
fully observable environments, and provide sufficient
discussions to analyze the experimental results.

1-
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Figure 1: The structure of the gated recurrent network.

2 The Proposed Method
In this section, we present a dual-recurrent communication
framework (2ReCom). First, we describe the gated recurrent
network used in 2ReCom. Then the entire communication
framework is given, and we discuss the application of 2Re-
Com in the case of limited communication.

2.1 Gated Recurrent Model for Communication
The entire structure of the proposed gated recurrent network
is shown in Fig. 1. In this section, we just describe the design
for the recurrent network. The reason for this design will be
presented later after the communication flow is given.

As shown in Fig. 1, there are three inputs for our gated
based recurrent network: the cell state ct−1, the current input
xt, and the communication message ht−1. At time t, the pre-
vious cell state and communication message are fed together
with the current input. Because we hope the cell state can
remember both the long-term memory and the short-term de-
pendence, we use GRU as the prototype, while the output is
separated from the cell state by an additional gated module.
Similar to GRU, the cell state is updated by the current input.
First, a reset gate processes ct−1 and xt, calculating the reset
information r:

r = Sigmoid(Wr · [ct−1, xt]), (1)

whereWr denotes the transformation matrix in the reset gate.
Then the update gate is used to change the cell state. Let

z = Sigmoid(Wz · [ct−1, xt]), (2)

where Wz is the transformation matrix in the update gate. z
determines which data should be forgotten in the cell state and
which information in the input should be remembered. The
new data that should be stored by the cell state is calculated
as

c̃ = tanh(Wu · [r · ct−1, xt]), (3)
whereWu is the transformation matrix for the remember. Af-
ter that, a new cell state is generated:

ct = (1− z) · ct−1 + c̃. (4)

It should be noticed that we do not regard the new cell state
as the final output of the recurrent model. The additional at-
tention gate, which is the brown part in Fig. 1, separates the
output from the cell state. The attention value is generated
through a transformation matrix Wa fed by xt and ht−1:

a = Softmax(Wa · [xt, ht−1]). (5)
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Figure 2: The 2ReCom framework for N agents. (a) is the commu-
nication flow for the first agent, while (b) is the communication flow
for the i-th agent.

The generated attention value acts on the new cell state. That
is, the attention gate determines which data is important in
the cell state. We assume the communication message ht−1

and cell state xt are in the same feature space, and the atten-
tion gate reflects the position for the important data. We will
explain why not feed the new cell state with Wa later.

The final output is calculated by output gate Wo:
ht = tanh(Wo · [a · ct, ht−1]). (6)

Because our recurrent network is used to share messages
among agents, the output should combine both cell state and
communication message. Different from general recurrent
models, ht has independence from ct, but makes connections
with ct through xt.

2.2 Dual-Recurrent Communication
In this section, we present our 2ReCom framework detailedly.
In a multi-agent environment with N agents, we use oit to de-
note the observation of the i-th agent at time t. As shown
in Fig. 2, we assign every agent with a state encoding mod-
ule, a gated recurrent network mentioned before, and a policy
network. In our 2ReCom framework, agents share messages
through a dual-recurrent model. The state encoding modules
transform observations and output hidden states, by which
the observations can be mapped into the same feature space.
f(·; θri ) denotes the recurrent model for the i-th agent.

Fig. 2 (a) shows the communication flow for the first agent.
After hidden state s1t is calculated, the recurrent model for
the first agent updates its cell state and generate a temporary
communication vector:

c1t , ĥ
1
t = f(c1t−1, s

1
t , h

1
t−1; θ

r
1), (7)

where cit is the cell state for the i-th agent at time t, and hit
denotes the final communication vector for the i-th agent. In
this process, the new cell state for the first agent c1t is retained
and used at the next time step t + 1. Then the temporary
communication vector ĥ1t is transmitted to f(·; θr2), updating
itself by c2t−1 and s2t :

c2t , ĥ
1
t = f(c2t−1, s

2
t , ĥ

1
t ; θ

r
2). (8)

It should be noticed that in this process, the generated c2t is not
retained. The cell state for the i-th agent is just updated in the
i-th agent’s communication flow. ĥ1t is updated continually
through all other agents’ recurrent models in this way until the
last agent’s recurrent model outputs the final communication
feature vector for the first agent:

h1t = gNt (gN−1
t (· · · (g1t (h1t−1)) · · · )), (9)

where git(x) = f(cit−1, s
i
t, x; θ

r
i ) \ cit.

For the i-th agent, its communication flow is shown in
Fig. 2 (b). First, a temporary communication vector ĥit is
output by f(·; θri ), while the new cell state cit is retained for
the communication at the next time step. Then ĥit is updated
continually through the recurrent models of latter agents. Af-
ter f(·; θrN ) updates ĥit, the temporary communication vector
is transmitted to f(·; θr1). Till ĥit is transmitted to f(·; θri−1),
the final communication vector is generated:

hit = gi−1
t (gi−2

t (· · · g1t (gNt (gN−1
t (· · · git(hit−1) · · · ))) · · · )).

(10)
In a partially observable environment or large-scale multi-

agent system [Wang et al., 2021], the limited communication
ability should be considered. An agent may have no com-
munication channel with the peers that cannot be observed
by it in a partially observable environment. In a large-scale
multi-agent system, communicating with all peers is need-
less for an agent is impossible. So we discuss the application
of the developed 2ReCom in the case of limited communica-
tion. Because the communication vector is separated from the
cell states in the communication flow, 2ReCom can adapt to
changeable communication objects. In a partially observable
environment, an agent can just communicate with the peers
that can be observed by it. Let Ni denote the number of the
peers observed by the i-th agent, the communication flow for
the i-th agent is:

hit = g
jNi
t (g

jNi−1

t (· · · git(hit−1) · · · )), (j1, · · · , jNi) ∈ ĩ.
(11)

where ĩ is the set of the observed agents. In a large-scale
multi-agent environment, researchers always leveraged ap-
proximation to simplify the interaction among agents [Yang
et al., 2018; Zhu et al., 2020]. When using 2ReCom to train
a large-scale multi-agent system, ĩ can be regarded as the
neighbor agents for the i-th agent.

Due to the separation of the communication results and cell
states, the change of communication objects has no negative
effect on the communication results. Even if a new agent be-
comes a neighbor or observable peer for the i-th agent, its cell
state contains just the memory of its own historical hidden
states, which have no relevance to its historical communica-
tions.



2.3 Interpretation for 2ReCom

There are two recurrent processes in the developed 2ReCom
framework. In the first level recurrence, the hidden states of
all agents are regarded as a sequence. For each agent, its own
recurrent model first generates a temporary communication
vector, and then all other recurrent models update this vector
in turn. In this process, the communication vector gains mes-
sages from every agents’ memory (cell state) by the brown
part in Fig. 1. In the second-level recurrence, the hidden state
sequence for each agent is integrated into the cell state. In
our gated recurrent model, the communication vector is sep-
arated from the cell state, so that the cell states for agents are
independent of each other. The cell state contains both long-
term memory and short-term dependency instead of dividing
them. That is why GRU rather than LSTM is used as the pro-
totype. Moreover, the historical communication vectors of an
agent also form a sequence that remains the communication
results, which is necessary for the agent to perceive the entire
environment.

The gated recurrent model is specially developed for the
2ReCom framework. In our recurrent model, the new cell
state is calculated by just the previous cell state and hidden
state. In other words, the communication vector does not par-
ticipate in this process. In the communication flow, just (tem-
porary) communication vector and hidden state co-determine
which information in the cell state should be integrated into
the communication vector. Due to the new cell state has com-
bined the hidden state and the previous cell state, the com-
munication result is calculated just by itself and the attentive
new cell state.

At time t, after all agents execute their ac-
tions and get rewards, an experience tuple <
Ot, Ot+1, Ct−1, Ct, Ht−1, Ht, At, Rt > is stored in re-
play buffer, where Ot = (o1t , o

2
t , . . . , o

N
t ) is the observations

for all agents, Ct = (c1t , c
2
t , . . . , c

N
t ) denotes the cell states,

Ht = (h1t , h
2
t , . . . , h

N
t ) is the final communication vectors

at time t, At = (a1t , a
2
t , . . . , a

N
t ) is the joint actions at

time t, and Rt = (r1t , r
2
t , . . . , r

N
t ) is the rewards vector

given by the environment. It should be noticed that in the
update process for an agent, all other agents’ hidden states
do not back-propagate gradients, as shown in Fig. 2. In a
communication flow, the communication vector needs to
gain messages through hidden states for all agents. However,
there is no coupling between the state encoding modules for
other agents and the policy for the current agent, so that the
state encoding module for an agent is updated together with
just the policy network for it.

3 Experiment

In this section, we first conduct experiments in partially ob-
servable environments to compare our 2ReCom with several
baseline methods. Then we investigate the performances of
2ReCom in a fully observable environment. The Multi-Agent
Particle Environment is used as the experimental platform.
In these experiments, the policy network in 2ReCom and the
baseline methods take DDPG as the prototype.

3.1 Baseline Methods
Five algorithms are used as the baseline methods: ATOC,
BicNet, CommNet, MADDPG, DDPG. The first three algo-
rithms are communication-based methods, and MADDPG is
the corresponding centralized learning model, while the last
one is the independent learning method.

ATOC (Attentional communication model) [Jiang and Lu,
2018] designs an attention unit to receive hidden states and
action intention for each agent. An agent determines whether
to communicate with other agents according to the attention
unit. ATOC leverages a bidirectional LSTM unit as the com-
munication channel.

BicNet (Bidirectionally-coordinated net) [Peng et al.,
2017] uses a bidirectional RNN as the communication chan-
nel, allowing agents to share latent states. BicNet provides
a vectorized extension for the actor-critic formulation, and it
also introduces module sharing to solve the scalability issue.

CommNet (Communication Neural Net) [Sukhbaatar et
al., 2016] uses continuous communication to coordinate
multi-agent system. CommNet is the typical work to replace
manually specified communication protocol with a deep feed-
forward network.

MADDPG (Multi-agent deep deterministic policy gradi-
ent) [Lowe et al., 2017] proposed CTDE mechanism to train
multi-agent system, in which the actor-network is decentral-
ized, and the critic network is centralized. Because this work
uses DDPG as the reinforcement learning model for 2Re-
Com, MADDPG can be regarded as the corresponding CTDE
method.

DDPG (Deep deterministic policy gradient) is a decentral-
ized learning method, that is, each agent in DDPG updates its
policy independently.

3.2 Experiments Settings
In these experiments, the learning rate is 0.001, the dis-
counted factor is set to 0.99, and the batch size is 1024. Ob-
servation for an agent includes its position, its velocity, and
the relative locations of other agents or landmarks.

The state encoding module is a linear layer with 64 nodes,
and a leaky ReLU is followed for non-linear activation. The
output of the gated recurrent model is also 64-dimensional.
As for the policy network, the actor-network is a linear layer.
The critic-network first encodes the action and messages to
two 64-dimensional tensors with leaky ReLU functions, and
then the two tensors are concatenated and fed to a linear layer.

3.3 Partially Observable Environment
Scenarios
There are two scenarios in the test on partially observable
environments: Cooperative Navigation and Predator Prey.
Both of them are in a two-dimensional world with continuous
space and discrete, and we modify them to partially observ-
able environments. These experiments are used to investigate
the performance of 2ReCom in the case of limited communi-
cation.

Cooperative Navigation scenario has 20 agents and 20
landmarks. Every agent needs to reach a landmark as soon
as possible while colliding is not allowed. In this scenario,



Figure 3: The results on Cooperative Navigation.

each agent has its independent reward. The reward is nega-
tively correlated with the relative distance between the agent
and the nearest landmark, and an agent will deserve punish-
ment if it collides with another. At each time step, an agent
can observe just 3 nearest agents and 3 nearest landmarks, so
that the agents need to communicate with each other to pre-
cept the entire environment.

Predator Prey scenario has 10 predators and 5 targets. The
predators need to catch the targets while colliding is not al-
lowed. The speed of targets is twice that of predators, so that
predators need to cooperate with each other. In this scenario,
we pre-trained the policies for the targets, while our 2ReCom
and the baseline methods were used to train the predators.
The policies for targets are not updated in the learning pro-
cesses. At each time step, a predator can observe just 3 near-
est peers and 3 nearest targets, so that predators need to com-
municate with each other for more effective hunting.

Results and Analyses
As shown in Fig. 3, our 2ReCom achieves the best result
on Cooperative Navigation. In a partially observable envi-
ronment, CTDE-based methods use joint observation and ac-
tion to evaluate policies, so that the coupling among agents
can be captured easily. However, the too-large joint state
space and action space result in ineffective learning. The
episode reward on MADDPG is just -300, which is far smaller
than ATOC and our 2ReCom. ATOC leverages an attention
mechanism to conduct communication, by which agents can
get suitable communication objects in large-scale environ-
ments. The developed 2ReCom adapts changeable commu-
nication objects by separating communication messages from
cell states, so that 2ReCom can also achieve efficient commu-
nication. Moreover, our 2ReCom can combine the communi-
cation objects’ historical observations by the two-level recur-
rent model, which is important to build an entire perception in
partially observable environments, so that our 2ReCom out-
performs ATOC. The other two communication frameworks,
BicNet and CommNet, are far behind our 2ReCom because
the communication channels in them lack the control of com-
munication objects. DDPG gets the worst performance. It is
no doubt that independent learning cannot handle large-scale
multi-agent reinforcement learning.

Compared with other recurrent model-based communica-

Episode Reward per Agent Standard Deviation
2ReCom -170.5 ±0.04
ATOC -228.7 ±0.07
BicNet -334.2 ±1.29

CommNet -339.0 ±0.97
MADDPG -303.1 ±0.04

DDPG -378.8 ±8.44

Table 1: The standard deviations on Cooperative Navigation

Figure 4: The results on Predator Prey

tion frameworks, our 2ReCom is fair to all agents due to the
novelty communication flow. To validate this, we calculate
the standard deviations of the 20 agents’ rewards. As shown
in Table 1, 2ReCom gets the best result while achieving a
smaller standard deviation. In addition to DDPG, BicNet gets
the largest standard deviation. Although the bidirectional re-
current model proves that every agent can receive messages
from each other, the communication sequence still results in
different communication conditions. In 2ReCom, the com-
munication flows for all agents are similar, and the change-
able communication flows guarantee that the uncertain com-
munication objects cannot impact the communication quali-
ties. That is why our 2ReCom is fair to all agents.

Fig. 4 shows the results on the Predator Prey scenario. The
results are consistent with those on Cooperative Navigation:
Our 2ReCom outperforms all baseline methods, while other
communication frameworks (expect ATOC) fall behind the
corresponding CTDE-based method (MADDPG). Because
this task has a shared reward for all agents, agents have to
learn more advanced cooperation through communication. In
our 2ReCom, agents can get messages from the historical
states of others, so that the cooperation can be learned more
quickly. With the two experiments, the superiority of 2Re-
Com in the case of limited communication is validated con-
vincingly.

However, a latent risk is that agents may form several
groups spontaneously to avoid communicating with all oth-
ers. To investigate this phenomenon, we count the commu-
nication objects for every agent, judging whether agents can
communicate with all peers by changeable communication
flows. The result is given in Table 2, where the line i col-
umn j is the number of occurrences of the j-th agent within
the communication flow for the i-th agent. We can know each



Agent 1 2 3 4 5 6 7 8 9 10
1 - 3 0 17 12 9 0 11 19 4
2 4 - 7 1 9 6 21 8 0 19
3 1 7 - 15 11 2 9 14 2 14
4 15 0 14 8 7 0 2 13 5 11
5 16 6 9 13 - 1 4 16 0 10
6 11 4 0 2 0 - 19 13 17 9
7 0 22 11 1 5 18 - 6 6 2
8 12 5 14 9 12 17 3 - 3 0
9 17 0 2 4 1 19 8 5 - 19
10 5 16 11 7 8 12 6 0 10 -

Table 2: The communication count on Predator Prey.

agent can communicate with most peers instead of fixed com-
munication objects. The communication flows for agents are
not symmetrical. For example, the second agent appeared in
the communication flow for the first agent three times, but
the first agent just appeared four times in the communica-
tion flow for the second agent. This is because an agent just
communicates with the three nearest peers. If an agent is sur-
rounded by many peers, just three of the peers will appear in
its communication flow while it may appear in several peers’
communication flows. Our 2ReCom allows agents to adapt
changeable communication objects, and this result suggests
that agents do not form fixed groups to avoid the change of
communication objects.

3.4 Fully Observable Environment
Scenario
In this experiment, we compare our 2ReCom with base-
line methods on the Cooperative Treasure Collection sce-
nario [Iqbal and Sha, 2019]. This scenario has two types of
agents: hunters and banks. The 6 hunters need to collect trea-
sures and deposit the treasures with the corresponding bank
agents. In this scenario, colliding among hunters is not allow-
able, and all agents can observe the position of each other. We
set an individual reward for every agent instead of a shared
reward. Compared with the former two scenarios, this sce-
nario requires lower-level cooperation. Because there are just
8 agents in Cooperative Treasure Collection, all agents com-
municate with each other when trained by 2ReCom. That is,
the communication flow for every agent is fixed, and all other
agents appear in it.

Results and Analyses
The results on Cooperative Treasure Collection are given in
Fig. 5. Our 2ReCom is the only decentralized communication
method that outperforms MADDPG. The mean episode re-
ward for 2ReCom reaches 7.3, while those for other commu-
nication frameworks are less than 6.0. Although the state-of-
the-art centralized method [Iqbal and Sha, 2019] got a larger
score in this scenario, this experiment still suggests the devel-
oped 2ReCom is better than other decentralized communica-
tion methods in fully observable environments, and it even
rivals the corresponding centralized learning model (MAD-
DPG). In this experiment, an agent communicates with all
others at every time step. The fixed communication flows
make us investigate whether the sequence of agents impacts

Figure 5: The results on Cooperative Treasure Collection.

sequence sequence 1 sequence 2 sequence 3 sequence 4
2ReCom 7.319 7.326 7.292 7.391
BicNet 3.977 3.016 3.928 3.444

Table 3: The results on different agent sequences

the communication results in 2ReCom. In a heterogeneous
multi-agent system, the perceptions of agents are different, so
that the risk of totally different communication results may
exist when the sequence of agents is changed. To validate
that, we conducted this experiment several times with dif-
ferent agent sequences to investigate whether 2ReCom gets
different results. The results are shown in Table 3. On all
the four control groups, the results for our 2ReCom are about
7.3, which suggests that the efficiency of our 2ReCom is not
impacted by the agent sequence in the case of heterogeneous
multi-agent systems. Conversely, when the agent sequence
changes, BicNet gets a very different result. In our opin-
ion, the communication messages extracted by gated recur-
rent models are more effective than those extracted by RNN.
The gated recurrent model specially designed by us strength-
ens this superiority.

4 Conclusion

In this work, we develop a new communication framework
for decentralized multi-agent reinforcement learning. Our
2ReCom has two main superiorities: We regard historical
states of agents as a part of communication information,
proposing a dual-recurrence for decentralized multi-agent
systems; the developed 2ReCom separates communications
from memories, making agents adapt to changeable commu-
nication objects. We analyze applications of the proposed
2ReCom in the case of different multi-agent systems, and a
sufficient discussion about module sharing is provided. Com-
pared with other communication frameworks, our 2ReCom is
fair to all agents, and the agent sequence makes no impact on
the communication results. The experiments on both partially
and fully observable environments proved that our 2ReCom
is better than the existing communication frameworks and the
corresponding centralized learning method.
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