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Abstract

This paper addresses the issue of efficient turbo packetioomgliechniques for coded transmission with a
Chase-type automatic repeat request (ARQ) protocol dpgrater a multiple-input—multiple-output (MIMO)
channel with intersymbol interference (1Sl). First of alle investigate the outage probability and the outage-
based power loss of the MIMO-ISI ARQ channel when optimelximum a posterior{MAP) turbo packet
combining is used at the receiver. We show that the ARQ délay, the maximum number of ARQ rounds)
does not completely translate into a diversity gain. We thetroduce two efficient turbo packet combining
algorithms that are inspired by minimum mean square errdd8#)-based turbo equalization techniques. Both
schemes can be viewed as low-complexity versions of thenghtMAP turbo combiner. The first scheme is
calledsignal-levelturbo combining and performs packet combining and multipd@smission ISI cancellation
jointly at the signal-level. The second scheme, caffgohbol-leveturbo combining, allows ARQ rounds to be
separately turbo equalized, while combining is performetthe filter output. We conduct a complexity analysis
where we demonstrate that both algorithms have almost thee ssomputational cost as the conventional
log-likelihood ratio (LLR)-level combiner. Simulation selts show that both proposed techniques outperform
LLR-level combining, while for some representative MIMOnfigurations, signal-level combining has better

ISI cancellation capability and achievable diversity arthean that of symbol-level combining.
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I. INTRODUCTION
A. Research Motivation

Hybrid—automatic repeat request (ARQ) protocols and mlglinput—multiple-output (MIMO) play
a key role in the evolution of current wireless systems towaigh data rate wireless broadband
standards [1]. While MIMO techniques allow the space ancdetidiversities of the multi-antenna
channel to be translated into diversity and/or multiplgxgains [2], hybrid—ARQ mechanisms exploit
the ARQ delay, i.e., the maximum number of ARQ transmissamds, to reduce the frame error rate
(FER) and therefore increase the system throughput [3], [4]

In the last few years, special interest has been paid to thedesign of the transmission combiner
(also referred to a$acket combiner’) and the signal processor (detection and/or equalizatex®@iver.
Combining schemes targeting a joint design approach wese gioposed by Samra and Ding for
single antenna systems operating over intersymbol imerte (1SI) channels [5]-[8], and are called
transmission combining with integrated equalization (JE@ particular, it was shown in [8] that,
when concatenated with an outer code, IEQ performs bettan the iterative combining scheme
introduced by Doan and Narayanan [9]. In iterative comlignimultiple copies of the same packet
are independently interleaved and combining is performegdtdrating between multiple equalizers
before channel decoding. The IEQ concept was then extermadIMO systems with flat fading
to jointly perform co-antenna interference (CAIl) candgdla and transmission combining [10]-[12].
In parallel, several other MIMO ARQ architectures explugtithe high degree of freedom in the
design of the MIMO ARQ transmitter were proposed (e.g. [{3)P. Turbo coded ARQ schemes
with iterative minimum mean square error (MMSE) frequenoyndin equalization (FDE) for single
carrier transmission over broadband channel were propmseatirect sequence code division multiple
access (DS-CDMA) and MIMO systems in [21] and [22], [23],pestively.

Recently, in a seminal paper by El Ganwlal [24], the diversity—multiplexing tradeo@ of the
MIMO ARQ flat fading channel was characterized, and was reteto as diversity—multiplexing—delay
tradeoff. The authors proved that the ARQ delay presentsaoritant source of diversity even when the
channel is constant over ARQ transmission rounds, a seereferred to as long-term static channel.
In particular, it was shown that operating over such a chiawith a large ARQ delay results in a flat

diversity—multiplexing tradeoff. This means that one cahiave full diversity and multiplexing gains

A fundamental tool for the design of space—time coding/iplglting architectures initially proposed by Zheng and Teeflat fading
[25], and later extended to frequency selective fading-{g].



if large ARQ windows are allowed. The diversity—multiplegidelay tradeoff was then investigated

in the case of delay-sensitive services and block-fadinlyl®ichannels in [29] and [30], respectively.
B. In this Paper

Motivated by the IEQ concept [8] and the results in [24], weestigate efficient IEQ-aided packet
combining strategies for coded transmission with hybriB€ QA operating over MIMO-ISI channels.
Our main objective is to reduce the number of ARQ rounds reguio correctly decode a data packet
while keeping the receiver complexity (computational l@adl memory requirements) affordable. In
our design, packet combining is performed at each ARQ roun@xchanging soft information in
an iterative (turbo) fashion between tkeft packet combineand the soft-input—soft-output (SISO)
decoder. We refer to this combining family &srbo packet combining”.

We focus on space—time bit-interleaved coded modulatioRBIEM) transmitter schemes with
Chase-type ARQ, i.e., the data packet is entirely retrattisdhiThe choice of ST-BICM is motivated
by the simplicity of this coding scheme, and the efficiencyitsfiterative decoding (ID) receiver in
achieving high diversity and coding gains over block-fgdMiiMO-ISI channels [31]-[36]. Our work
is still valid for other space—time codes (STCs). Note tloame practical systems employ hybrid—ARQ
with incremental redundancy (IR). In IR-type ARQ, retraissions only carry portions of the data
packet. It presents an efficient technique for increasiegsistem throughput while keeping the error
performance acceptable. In this paper, we restrict our worlkChase-type ARQ. Turbo combining
techniques for broadband MIMO transmission with IR-type@Rre left for future investigations.

First of all, we derive the optimahaximum a posterioffMAP) turbo packet combining algorithm

that makes use of all diversities available in the MIMO-ISR@ channel to perform transmission
combining. The turbo packet combining strategies we intoedin this paper can be seen as low-
complexity sub-optimal techniques of the MAP combiningoaithm. An important ingredient in MAP
turbo combining is an analogy between multiple transmissiand antennas, and which consists of
considering ARQ rounds as virtual receive antennas. Thogvalthe ARQ delay, i.e., maximum number
of ARQ rounds, to be translated into receive diversity. Wentanalyze the outage performance of the
MIMO-ISI ARQ channel. This analysis allows us to know how thBQ delay influences the outage
probability of the MIMO ARQ system. It also serves as a thgoaé foundation for the turbo packet

combiners we propose in this paper. We also investigate ukege-based power loss due to multiple

2In this paper, optimality refers to the exploitation of delapace, time, and multipath diversities of the MIMO-ISI @Rhannel to
combine multiple transmissions.



transmission rounds. This analysis establishes that irothiage region of interest (corresponding to
an outage between)—2? and 10~3) the power loss due to ARQ is beloiw25dB.

The next step in our work corresponds to the derivation of twbo packet combining strategies
for the MIMO-ISI ARQ channel. Both techniques are inspired the unconditional MMSE turbo
equalization schemes of [34] and [37]. The first algorithamnedsignal-levelturbo packet combining,
presents a low-complexity version of MAP turbo combining.performs packet combining and
equalization using signals from all transmission roungscdntrast to what was initially stated in
[38], we show that the computational complexity of this sokeis less sensitive to the number of
ARQ rounds. Moreover, we provide an optimized implementativhere it is not necessary for the
receiver to store all signal vectors and channel matricé® 3econd combining scheme, namely,
symbol-levelturbo combining, performs soft equalization separately dach round, and combines
multiple transmissions at the level of filter outputs. It lthe same computational complexity and
fewer memory requirements compared with the first schemeal@ée show that receiver requirements
(computational complexity and memory) of both turbo conmgnschemes are almost similar to those
of conventional log-likelihood ratio (LLR)-level combimg, where extrinsic LLRs corresponding to
multiple transmissions are simply added together befo&Slecoding. Finally, we provide numerical
simulations for some MIMO configurations demonstrating s@erior performance of the proposed
algorithms compared with LLR-level combining, and the #igant gains they offer with respect to
both the outage probability and the matched filter bound (MFB

Throughout the paper, the following notation is used. Sspé@t ' denotes transpose, afiddenotes
Hermitian transposeE |.] is the mathematical expectation of the argumeint WhenX is a square
matrix, det (X) denotes the determinant &. For each complex vectax € CV, diag {x} is the
N x N diagonal matrix whose diagonal entries are the elements bf is the N x N identity matrix,

and Oy« denotes an all zerd/ x (Q matrix. ® is the Kronecker product, angd= /—1.

The following sections of the paper are organized as followSectiori 1l, we provide a description
of the MIMO ARQ system model and introduce some assumptionsidered in this paper. In Section
M) we derive the structure of the optimal MAP turbo comlnigischeme, and analyze the outage
probability and the outage-based power loss of the coreideliMO ARQ system. Sectidn 1V details
the structure of the proposed combining schemes and deswussnplexity issues. Numerical results

are provided in Section]V. The paper is concluded in Sec¢fifin V



[I. SYSTEM MODEL AND ASSUMPTIONS

We consider a multi-antenna link operating over a frequesadgctive fading channel and using an
ARQ protocol at the upper layer. The transmitter and theivecare equipped witlv; transmit andVg
receive antennas, respectively. The MIMO-ISI channel mposed ofL. taps (index = 0,--- , L—1).
Each data stream is encoded with the aid pfrate channel encoder, interleaved using a semi-random
interleaverl, then modulated and space—time multiplexed overthdransmit antennas. This presents
a ST-BICM coding scheme. The mapping function that relatesh eset of A/ coded and interleaved
bits b ,,, - - -, bars; 10 @ Symbols, ; that belongs to the constellation sets denotedy : {0, 1}M — S,
wheret = 1,--- , Ny, andi = 0,--- ,T — 1 are the transmit antenna and the channel use indices,
respectively, andV/ = log, |S|. The Ny x T" symbol matrix corresponding to the entire frame is

denoted
S 2 [sg, -+ ,87_1] € SNrxT' Q)

-
8i =[St Snp] €8T (2)

is the vector of transmitted symbols at time instanthe rate of this transmission scheme is therefore
R = pM Nr. When the transmitter receives a negative acknowledgméhCK) message due to an
erroneously decoded block, subsequent transmission soaswlir until the packet is correctly received
or a preset maximum number of rounds, i.e., ARQ deldyis reached. The round index is denoted
k=1,---, K. Reception of a positive acknowledgment (ACK) indicatesiecessful decoding and the
transmitter moves on to the next block message. We suppasththsignaling channel carrying the one
bit ACK/NACK feedback message is error free. In addition, agsume perfect packet error detection
(typically, using a cyclic redundancy check (CRC) code)erBfiore, a decoding failure corresponds to
an erroneous decoding outcome afferrounds. We focus on Chase-type ARQ mechanisms, i.e., the
symbol matrixS is completely retransmitted. Both puncturing and mappirngrdity, i.e., optimization

of the mapping function over transmission rounds, are negdtigated in this paper, and are left for
future contributions. We use a zero padding (ZP) sequénce ;, to prevent inter-block interference
(IBl). The ST-BICM scheme with ARQ is depicted in Fig. 1. a.eTMIMO-ISI channel is assumed
to be quasi-static block fading, i.e., constant over a fréna¢ spang’ channel use and independently
changes from round to round. This scenario correspondsetsdicalled short-term static channel case

where ARQ transmission rounds see different and indepercteannel realizations [24]. The long-



term static channel corresponds to the case where the dhammomstant over all rounds related to the
transmission of the same information block, ngf“) =H, Vk € {1,---, K}. Note that in orthogonal
frequency division multiplexing (OFDM) broadband wiredes/stems, the ARQ channel is rather short-
term static because frequency hopping is used to mitigdteWaile in time division multiplexing
(TDM)-based systems, the channel dynamic can be eithet shdong-term static depending on the
Doppler spread. In addition, we suppose that the channdilggrae., number of paths and power
distribution, is identical for at leagk’ consecutive rounds. This is a reasonable assumption fayslo
time-varying wireless fading channels because the chammdile dynamic is mainly related to the
shadowing effect. At théith round, the channel impulse response is represented bywthe Np
complex matriceHék), cee Hg“ll corresponding respectively to taps . ., L—1, and whose entries are
zero-mean circularly symmetric Gaussib.ﬁ),l ~ CN(0,07), Whereh(kt)l denotes thér, ¢t)th element

of matrix Hl(k). The total energy of taps= 0,---, L — 1 is normalized to one, |eZl 0 af = 1.
Therefore, the channel energy per receive antenaal,--- , Ny IS

L—1 Nt

>y 5|
=0 t=1

=0 t=

pk)

rt,l

} — Ny. 3)

We suppose that no channel knowledge is available at theni#tier. Equal power transmission turns
out to be the best power allocation strategy. In additiorgeunthe assumption of infinitely deep

interleaving, and by normalizing the symbol energy to one,get

E [sislﬂ] =1In,. (4)

At the kth round, after down-conversion and sampling at the symdial, the baseband complex
received signal on theth antenna and at time instaints

L—-1 Nt

yrz :Zzhrtlstl l+n7("k;)7 (5)

=0 t=1

(k)

A

.
wheren!" is the noise on theth antenna, ana" £ [nﬁ’f}, |~ CN (Onxrs 0 ny).

[1I. OPTIMAL TURBO PACKET COMBINING AND OUTAGE ANALYSIS

In this section, we provide a brief description of the stmuetof the turbo packet combining concept
we propose in this paper, and introduce the optimal MAP tuwbmbiner. We also investigate the

outage probability and the outage-based transmit powsrtloen provide a numerical analysis.



A. General Architecture and Optimal Turbo Combining

The turbo packet combining strategies we propose in thigmpajpow decoding of a data packet
transmitted over multiple MIMO-ISI channels in an iteratifturbo) fashion through the exchange of
extrinsic information between the soft packet combiner #rel SISO decoder. The main difference
with conventional LLR-based packet combining is that nmlétitransmissions are combined before the
computation of the soft information using a SISO packet doerh while in LLR-level combining the
soft outputs of different ARQ rounds are simply added togetiefore channel decoding. The general

block diagram is depicted in Figl 1. b. L&t denote the number of turbo iterations performed between

the combiner and the decoder at thtd round (indexn =1,--- , N), and
e € e T
¢t,i,n £ [ Ltins =" 7¢M,t,i,n} € RM?
(t,i) e {1,--- ,Np} x{0,--- , T —1} (6)

denote the vectors of extrinsic log-likelihood ratio (LLRalues generated by the soft combiner at

iteration n. ¢ is the extrinsic information related to coded and interéehWwit b,,,,; at turbo

e
m,t,1,n

iterationn. We similarly definea priori vectors

a A a a T M
¢t,i,n - [ 1,tin " 7¢M,t,i,n] eR )

available at the input of the soft combiner at iterattarFor the sake of notation simplicity, the round
index is not used in LLRs. At thexth iteration of thekth round, the soft packet combiner makes
use of theN7T" a priori vectorsey . -, dx, v, and received signals to combine transmissions
corresponding to rounds - - - , k£, and compute extrinsic vectoqs, ., -+ , @, r_1,- These extrinsic
LLRs are de-interleaved and sent to the SISO decoder to deamosterioriinformation about useful
bits and extrinsic LLRs about coded bits. The generatednsktrinformation is then interleaved and
fed back to the soft combiner to serveaapriori informationey g, 1, -+ , %, 71,41 At NEXt iteration
n + 1. Note that the feedback of a NACK message does not necgssadn that all information bits
are erroneous. Therefore, extrinsic information gendrhtethe SISO decoder during the last iteration
of roundk — 1 can be used aa priori information at the first iteration of rounkl.

Now, let us focus on the optimal soft packet combiner thaived| the exploitation of all diversities,
l.e., space, time, multipath, and retransmission, presetite MIMO-ISI ARQ channel to iteratively
compute extrinsic information about coded and interleadviéxlat thekth round. First, let us introduce

3Generally speaking, iterative processing at roéndill help correct information bits erroneously decodedidgroundk — 1, while
the LLR values of other bits remain the same.
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k k k
yM 2 [yii) > ~y§v;,i} (7

that groups the signals received at time instanf the kth round [5). We assume that the signals
received at roundd,--- .k (i.e., y(()l),-u ,y(T"ﬂl) and their corresponding channel responses (i.e.,
H(()l), e ,H(L’“Zl) are available at the receiver. Note that this assumptiogp prasent an important
limiting factor (in addition to the computational complggi for implementing the optimal turbo
combiner, since all signals and channel responses havedimiezl in the receiver. The low-complexity
signal-level turbo combining strategy we introduce in 8eciV] relaxes this condition by using two
recursions for keeping signals and channel matrices ofiguevrounds. At thenth turbo iteration

of round k, the optimal soft combiner computes extrinsic LLR aboutemband interleaved b, ; ;

according to the MAP criterion as,

Pr {y(k) | b = 1; H(()l), e ,H(Lkll, a priori LLRS}
fn,t,i,n = lOg (1) () ) (8)
Pr {Y(k) | bt =0;Hy' - JH,”,, apriori LLRs}
where .
nr k)T n’ k)T
y(k)é[yg“zbv}/g“zlvayé) 77yé) ] GCRNRT- (9)

Note that this vector representation is of a great impodabecause it allows us to view each
transmission round as a source of an additional set of Virfvia receive antennas. Therefore,
ARQ diversity translates into space diversity (i.e., \@ftueceive antennas). The signal vectof’

corresponding to the transmission of matsxover £ MIMO-ISI channels can be expressed as,
v — H®g 4 n®). (10)

whereH®) is a block Toeplitz matrix, and

1 1
| [
k k
W |,
H® 2 : (11)
1 1
| [ap
(k) (k)
L Hy H, o 1 kNgTx Ny T



Sé [S;—lv"' 75(1)—}1— GSNTTv (12)
T T T 71T
n®) & [nggp...,ngfql,...,ng> .- nl ] € ChNaT (13)

With respect to[(10), extrinsic LLR given b¥](8) can now be mgsed as,

ST exp{ o y® -H®s|P+ ST wnt wes)
1

SeS'nL,t,i (m,7t,7i,)7é(m7t7i)
fn,t,i,n = lOg ) (14)
2 —
S oexp{ =gl lly® —HOs|P 4 S ot (@) 6
SES’rOn,t,i (m,7t,7i,)7é(m7t7i)

whereS?, , ; = {s € SN T | o (s1;) =b}, b=0, 1.

B. Outage Probability and Outage-Based Transmit Power Loss

It is well known that for non-ergodic channels, i.e., bloddihg quasi-static channels, outage-
probability P,,; [39]-[41] is regarded as a meaningful tool for performangalwation because it
provides a lower bound on the block error rate (BLER) [42, $7]1The outage probability is defined
as the probability that the mutual information, as a furrcod the channel realization and the average
signal to noise ratio (SNR) per receive antenna, is below the transmission Rat®lutual information
rates of quasi-static frequency selective fading MIMO ctedrhave been investigated in [43], [44].

1) Outage Probability : To derive the outage probability of the considered MIMO ARgtem,
we use therenewal theory](45] which was first used by Zorzi and Rao to analyze the perémce
of ARQ protocols [46]. Recently, it was also used by [24],][4d evaluate the performance of ARQ
systems operating over wireless flat fading channels.A,etdenote the event that an ACK message
is fed back at round:, and &, the event that the ARQ system is in outage at roéndJnder the
assumption of perfect packet error detection and err@&-#€K/NACK feedback, and by applying the

renewal theorythe outage probability for a given SNRand target ratdz is given as

PORut(fy):Pr{gK7A17“' 7AK—1}- (15)

Note that a Chase-type ARQ mechanism with an ARQ déagan be viewed as a repetition coding
scheme wherd& parallel sub-channels are used to transmit one symbol me$43, p. 194]. Therefore,

(A8) can be expressed as

1 . _
Pyis (7) = Pr {RI (s;y" [HE 5) < B Ay ,AK_l} . (16)
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The virtual K N x Ny MIMO-ISI communication model at th&th ARQ round is

1 1 1
SRR nl?
D DN I T
=0
yZ(K) Hl(K) nZ(K)

and the mutual informatiot (s; y*) | H¥), ~) in (16) can therefore be expressed in the case of i.i.d

circularly symmetric complex Gaussian channel inputs g¢l 3y, i.e.,
T-1

1 H
I(s:y") | HS,5) = = 3" log, (det (IKNR o ATA )) , 17)
1=0

whereAZ(.K) is the discrete Fourrier transform (DFT) of tliéth round K Ny x N virtual MIMO-ISI

channel at theth frequency bin, i.e.,
H"

L—-1 o
AP = : exp{—j?il}. (18)
K
H")

2) Outage-Based Transmit Power LoSg compare the outage probability performance of different
ARQ configurations that operate at the same rataut use different ARQ delays, we consider a short-
term power constraint scenario where the same pdwisr used for all transmission rounds, i.e., the
kth round transmit power i5; = I Vk. We evaluate the power loss incurred by multiple transrorssi
rounds due to link outage. Note that system performance eaimproved when a power control
algorithm is jointly used with packet combining (typicallg long-term power constraint scenario),
but this is beyond the scope of this paper. The average SN§emrén the outage expressidn|(16) is

therefore given as
v=I—. (29)

Let p count the number of information blockg= 1, - - - , p denote the block index, arifj the number
of rounds used for transmitting bloek Therefore, for a given ARQ delak’, average SNRy, and

rate R, the average transmit power is
P

[guy = lim =101
p—00 p
=E[T| K, R]T. (20)

This indicates that an ARQ protocol with an ARQ del&yand operating with rat#& at average SNR
v incurs anoutage-based transmit power los$ 10log,, (E [T | K,~, R]) compared with an ARQ
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with K =1 round (i.e., no retransmissions).

C. Outage Analysis

In the following subsection we investigate, using simwlas, both the outage probability and
the outage-based transmit power loss for some MIMO-ISI AR@figurations. This will serve as
a theoretical foundation for the performance evaluatiortusbo packet combiners which we will
introduce in the next subsection. Let us consider a MIMOdRiannel withZ, = 2 taps and equally
distributed power, i.eg? = 0% = % We use Monte Carlo simulations to evaluate the outage pililya
(A18) of the considered ARQ system. We chod@se- 256 channel use. At each rourid a Ny x Nr
MIMO-ISI channel H{" and H!" is generated, and the mutual achievable rate afteounds is
computed using (17). If the target rakeis not reached anél < K, the system moves on to the next
roundk + 1. The ARQ process is stopped and another is started, eiticaube of system outage (i.e.,
the achievable rate aftét rounds is belowR) or non-outage (i.e., the achievable rate is greater than
R after roundk < K).

In Fig.[2. a, we plot the outage probability as a function & hRQ delay K for the two path
MIMO-ISI channel with two transmit and two receive antenridg = Np = 2), and a target rate
R = 2. The ARQ diversity gain, due to the short-term static chawlyaamic, clearly appears when
K = 2. For instance, a gain of approximatelgB is achieved ab = 1073 outage compared with the
case ofK =1 (i.e., no ARQ). Whenk = 3, the outage probability performance is similar to that of
K = 2. Fig.[2. b, shows the outage curves fér = 4 and Ny = 2 with a target rateR = 4. We notice
that as in the previous configuratioR, = 2 and K = 3 have the same outage performance, while the
overall diversity gain is more important than that corresginog to N = Np = 2 (i.e., outage curve
slopes are steeper than those of the first configuration)e Mwit the stacking procedurie (9) relative
to the optimal MAP-based turbo combiner creat€€; virtual receive antennas aftér rounds, but
not all these virtual antennas will translate into a recealigersity, because the target ralehas to
be maintained as it can be seen from the expression of thevathé information rate if_(16). This
justifies the outage performance saturation after 2. This issue was recently addressed in [24] for
flat fading MIMO ARQ channels, and it was demonstrated that diversity gain does not linearly

increase with increase of the ARQ del&y.

“In [24, Theorem 2], the authors demonstrated that for the cdsa short-term static flat fading MIMO ARQ channel, the opti
diversity gain isd” (r., K) = K f (%) 0 < re < min{Nr, Nr}, wherer. is the multiplexing gain and is the piecewise linear
function connecting the point&, (Nr — z) (Ng — z)) for x = 0,..., min { Nz, Nr}.
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In Fig.[3, we present the outage-based transmit power logkhdéoconsidered MIMO configurations.
We observe that in the region of low SNR, the outage-basesl i®ssignificant for bothK =
and K = 3. When the outage probability is below 102 (the region corresponding to FER values
typically required in practical systems), the transmit powoss is below).25dB. This indicates that
in the corresponding SNR region, blocks are mainly erree-fduring the first transmission, and only
a small number of frames require additional rounds.

Motivated by these theoretical results, in the next sectvendesign a class of reduced complexity
MMSE-based turbo combiners.

V. Low COMPLEXITY MMSE-BASED TURBO PACKET COMBINING

It is obvious that the complexity of the MAP turbo combinirgchnique presented in Subsection
[MI-Alis exponential in the number of transmit antennas ahdmel use. In this section, we introduce
two low-complexity turbo packet combining techniques gsihe MMSE criterion, and analyze their

computational cost and memory requirements.
A. Signal-Level Turbo Combining

Let us recall the MAP turbo combiner block communication elo@Q) with a block lengths =
k1 + ke +1 < T, wherex; andk, are the lengths of the forward and backward filters, respagti
The corresponding Ngx x Np (k + L — 1) sliding-window (around channel usg¢ communication

model afterk rounds is similar to[(10), and is given as,

y® =H s, +n®, (21)
where T . T
k K
A |:yz+/117 ’ 7y7,+f£17 ’ 7ygi)n27 T 7y1(—)52i| S (CkNR ) (22)
T HnT BT T .
gz(k) é |: H"‘fl’ Z+)H1’ T nl(—)fm’ T 7n§—)ﬁ2] € CkNR ) (23)
§i é |:S7::'I*€17 e 7s7:|——l£2—L+1:| ! S SNT(H+L_1)7 (24)

andH® € CkVroxNr(stL-1) ig defined similarly to[(Z1).

To compute, at thexth iteration extrinsic informatiom¢ about bitb,, ; ;, using signals received

m,t,i,n
during roundd, - - - , k, we jointly (over all rounds) cancel soft ISl in a parallelérference cancellation
(PIC) fashion. This yields a soft I1SI-free signal vecgdf‘ € CFNrr expressed as,

=i|(t,

y» Ly E(k)—ﬂ(t,n)v (25)

=i|(t,n) =
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wheres; .y is the conditional average of symbol vectgrwith zero at the(x, Nz + ¢)th position,

Si\(t,n) = K [§z ‘ (b?n’,t’,i’,n : (t/7i/) % (t71)} . (26)

7”)

The components of'*)  are then combined using an unconditional MMSE filter to prsdine scalar

Zil(t,n)

input gt,m for the soft demapper. Applying the matrix inversion lemm&][similarly to [37, eq. 6],

we can write the output of the unconditional MMSE filter as,

k -1
where
Aglk) — E(k)ang(k)lf n UzIk,’NRH c CkNRnXkNRR’ (28)
By = Lyo1 © B, € CNrisHmxNr (bl (29)
2, 2 diag {67, Fxpn ) (30)
-

eté 07 70717 07 70 GCNT(HJ’_L_D) (31)

—— ——

k1 Np+t—1 (H2+L)NT —t

_ -1

W= (14 (1-52,) e/ HO AL HYe,) (32)

anda;, is the uncondltlonal varlance at iteratianof symbols{sm} 0 ' transmitted over antenna

ZE |55 = Btiml* | oppin im =1, M], (33)
gtvivné [Stl‘(bmtzn: :177M} (34)

is the conditional average of symbgl; at iterationn.
Combining the soft PICL(25) and unconditional MMSE filteri@) steps, and after some matrix

manipulations, we can write the soft demapper Wﬁtffjﬁ;l as,

t,i,n

ngg and ngg are the forward and backward filters corresponding to am@terat thenth iteration,

FE’Q = (02 + (1 — 6§n) etTAg“)T(k)et)_l etTAg“), (36)
B = Fi")r®), (37)

AP, 2", andY®are given as
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—_——1y —1
AP =Ty orp1) — YO (XYH 4 o221 (38)
2" =Y L HB ym
ZEO) = ONp(ntL-1)x1,

E®)
a (40)

YO = 0Nyt Lo 1)x Np(stL-1)-

Yk — k-1 4 pk

H™" and XZ(’“) are the block Toeplitz matrix and signal output of the slidimindow communication

model at roundk, respectively, and are given as,

He o,
H® £ 7 (41)
k) .. (k)
Hy Hp o Npkx Np(k+L—1)
T 71T
ng) 2 [yl(i)m’ c. 7y§ﬁ)’{2} c CNRH. (42)
y® =H®s, +n, (43)
T
ggk) 4 [nfi);7 RN 7n,(li);} c CNRH. (44)

Recursions[(39) and_(40) are easily obtained by invoking é® the general structure (11). Details

about the derivation of_(35) are omitted because of spacialion. Assuming the conditional soft
demapper input is Gaussian, négt(’j)n | st,i> ~N (aﬁ?,éﬁf;’z), extrinsic informationqbfr[fzf’;n can be

computed as,
2

+ Zm’;ﬁm SO;} (S>¢gn/,t,i,n}

1
ex - 2
D exp { 20"

{0, — ol
elSig] seSL
m,t,gi,n = l0g ) *) 2 ) (45)
Z €Xp {_ (1k)2 gt,i,n — QS + Zm’;ﬁm Spr_n}(s)qsgn’,t,i,n}
seSY, 2t
where
o) =Bl
k)2 k k (46)
5 = (1-af) )

andSt = {s € S| ¢;}(s) = b}. The signal-level combining algorithm is summarized in [&db
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Note that the forward-backward filtering structurel(35)ethger with recursions (39) and (40) present
the core part of the proposed algorithm, and allow a reduoatpatational complexity and an optimized
implementation. Indeed, equations](39) dnd (40) allow wateach ARQ round all signals and channel
matrices corresponding to previous rourids 1, - - - , 1 without being required to be explicitly stored
in the receiver. This is performed in a recursive fashiomgisnodified versions of the sliding window

input and matrix ( i.e.,Ii(’“)HXZ(_’“) and H®"H®) | respectively) at round.
B. Symbol-Level Turbo Combining

In this combining scheme, we propose to perform equalinasieparately for each rourid based
on the communication model_(43). Then, soft combining isdtmted at the level of unconditional
MMSE filter outputs: The output at iteratiom of round k£ is combined with the outputs obtained at
the last iteration of previous rounds— 1,---,1. As in the previous subsection, Iéﬁ’j’n denote the

filter outputH at iterationn of roundk, and< o 3“) ~ N< e o) ) The soft demapper, which

tn?
[Symb]

has a vector |npUt in this case, Computes extrinsic |nf00’na§m tin as,
k k)~ [ (k) k _ a
Z {__ (Etz n — S& 12,73) Ag,rz <€t in S g,r?) + Z ’;ﬁm 1(8) m’,t,i,n}
elSymb] SESm
¢m,t,i,n = IOg (k) (k H (k)71 (k) ( )
Z €xp {__ (51& in dt,n) At,n <€t in t ) + Zm ;ém ;11(‘9) ?n/,t,i,n}
seSy,
where " » ) (47)
Etzné[t(,i?N7'”7 t(zN7§t2n] E(Ckv (48)
af) & o, a6 et (49)

and Aﬁ’jf is the covariance matrix o(él?n | st,i) which can be approximated as (assuming residual
ISI plus noise terms at different rounds are independent),

AP ~ diag {St(}}f, ST ik } (50)
The algorithm is summarized in Takle II.

C. Complexity Analysis

In this subsection, we focus on the analysis of the commrtaticost of forward and backward
filters as well as the memory requirements for the proposgdrithms. The other steps are similar
and have the same complexity for both algorithms. We alswiggeocomparisons with the conventional
LLR-level combining technique.

5The forward and backward filters can be easily derived udiegeqjuations in the previous subsection and assuiiagl.
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In the case of signal-level turbo combining, the computatibforward and backward filters involves,
at each round and iteratiom, one inversion of aVr (k + L — 1) x Nr (k + L — 1) matrix (i.e., matrix
Y® + 5251 in eq. [38)) for computing\”, and whose cost i& (N3x3) (assumings > L, and

neglecting the cost of obtaining; ! = I.,,_; ® £, sinceZ, is diagonal). This indicates that the

computational complexity of the signal-level combinindheme is less sensitive tb. The number

of rounds only influences the number of additions requiredofataining vectors{gﬁk)} and
0<i<T—-1
matrix Y*) | according to[(39) and (#0), respectively. The cost of theeps is
ANagq = N2 (k4 L —1)* + NgsT (51)

for each roundk > 1. Note that the number of operations required for obtairki§)” H* and
ﬂ(’f)HXZ@ in not considered in((51) since symbol-level combining alsmlves the same operations.
Therefore, the computational cost of forward and backwétetdiis almost the same for both combining
algorithms. Note that the significant reduction in the cawjy of the signal-level combining scheme
(with respect to the dimensionality of the sliding-windovedel (21) used by the algorithm) is due to
recursion [(4D) which consists of writin®"H® as the suny*_ H™ " H®.

Memory requirements for the two proposed schemes are deednby the update steps Tables
[ 1.1 and[l. 1.3. For the signal-level combining technique, ¥y (x + L — 1) X Ny (k+ L —1)
complex matrix is required to accumulate channel matrid&€3” H*®) according to[{40) (and therefore
generatingY (*)), in addition to aN; (x + L — 1) x T complex matrix that serves to accumulate signal

T-1

vectors{ggk)}_ , using [39). Note that these two recursions, ie.] (39) &), @void the storage of
all signals an:j_channel matrices as in MAP turbo combininghk case of symbol-level combining,
only Ny complex matrices of siz& x 7" and two K x Ny complex matrices are required to store
filter outputs and their corresponding parameters, i.en®) gains and residual ISI plus thermal
noise variances. Therefore, signal-level combining nexpuslightly more memory than its symbol-
level counterpart, because only two or three ARQ rounds arssidered (according to the outage
analysis in Subsectidn II[{C) and in generats> L.

Finally, note that in the case of conventional LLR-level doning, soft equalization is separately
performed for each ARQ round exactly as in symbol-level cioinly, while extrinsic LLRs are added
together before decoding. This translates iZe)M/T'N real additions at each round, and a real vector
of size Ny MT to combine extrinsic values. Therefore, the three combirstrategies have similar

implementation requirements. They slightly differ in thenmber of additions and storage memory.
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V. NUMERICAL RESULTS

In this section, we provide simulated BLER and throughpufgsemance for the proposed turbo
packet combining techniques presented in Secfioh IV. GCensig some representative MIMO
configurations, our main focus is to demonstrate that theasilgvel turbo combining approach has
better ISI cancellation capability and diversity gain tilaa symbol-level approach. We also show that

both techniques provide better performance than conveaitiol R-level combining.

A. Simulation Settings

In all simulations, we use an ST-BICM scheme composed M-atate%-rate convolutional code
with polynomial generator§l33g, 1715). The length of the code frame 1800 bits including tail bits.
We consider either quadrature phase shift keying (QPSKpestate quadrature amplitude modulation
(QAM) depending on the target raie of the ST-BICM code. The MIMO-ISI channel has the same
profile as in Subsectidn II[{C, i.e., two equal power tapstiveéspect to the outage analysis in Section
I we consider a ARQ delays = 2. We verified, with simulations, that for the considered STR
code, the improvement in BLER performance is only increrlewhen K’ > 2. Note that in [38], only
a four-state code is used, and performance results aretedpaith a maximum number of rounds
K = 3. Simulations are carried out as in Subsecfion 1lI-C, i.be transmission of an information
block is stopped and the system moves on to the next block whelCK message is received or the
decoding outcome is erroneous after roukid= 2.

Note that the benefits of an ARQ mechanism appear in the regitow to moderate SNR, where
multiple transmissions are required to help correct packebneously received after the first round. For
high SNR values, ARQ may not be needed because most packetsragct after the first transmission.
Therefore, we focus our analysis on the SNR region where BkEIRes, after the first round, are
betweenl and 10~. In this region, an ARQ protocol is essential to have rekabbmmunication.
Our main goal is to analyze the ISI cancellation capabilitgl ahe achieved diversity order for the
proposed turbo combining schemes. We, therefore, evathat8LER performance per ARQ round.
We also evaluate the throughput improvement offered by tbegsed schemes. The SNR appearing
in all figures is per symbol per receive antenna. For bothreelse we consider five turbo iterations
for decoding an information block at each transmission. \M@gare the resulting performance with
the outage probability and the MFB. Note that for the purposéir comparison, the computation

of the outage performance does not take into account thedrstiertion as in[(16). The MFB curves
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are obtained for each transmission assuming perfect IStetlation and maximum ratio combining

(MRC) of all time, space, multipath, and delay diversityriraes.

B. Analysis

First we consider an ST-BICM code witN; = 2 and QPSK signaling. This corresponds to a rate
R = 2. The number of receive antennasiNg, = 2, and the filter length isc = 9 (k; = Ky = 4) for
all combiners. Figl 14 compares the BLER performance for thead-level, symbol-level, and LLR-
level combining with the MFB and the outage probability. Famth signal and symbol-level turbo
combining, the performance improvement after the secon@@ A8und is very significant compared
with LLR-level combining. The signal-level combining sche is shown to achieve the MFB while the
symbol-level scheme presents approximately a gapd& compared with the MFB. This means that
signal-level combining has higher ISI cancellation cafsighihan symbol-level combining. This result
is due to the fact that in signal-level combining, each AR@niais considered as a set of virtusl
receive antennas. This allows the ARQ delay diversity to fiieiently exploited. On the other hand,
both proposed schemes are shown to achieve the asymptmtie sf the outage probability.

Now, we turn to ST-BICM codes with rat® = 4. Firstly, we consider a configuration similar to
that of the previous case but using 16-QAM modulation. Therfiength is kept equal te = 9. The
BLER performance is reported in Fig. 5. In this scenario, slgmal-level scheme clearly outperforms
both the LLR-level and the symbol-level schemes. Indeegl gép between the latter and the MFB is
about2.25dB. Both proposed techniques asymptotically achieve thersity gain of the MIMO ARQ
channel. In Fig[6, we examine a ST-BICM code with- = 4, QPSK signaling, andVy = 2. Note
that this type of “unbalanced” configuration, i.e., morengnait than receive antennas, is suitable for
the forward link. The filter length is increased to= 13 (k; = ke = 6) for all schemes. The signal-
level combining technique is shown to achieve BLER perforceaclose to the MFB (the gap is less
than0.5dB), while both the LLR-level and the symbol-level techregithave a degraded probability of
error (the gap between the symbol-level and the MFB is moae 8aB at 2 x 102BLER). It is also
important to note that signal-level combining manifestlit in almost achieving the diversity gain
while it is shown that symbol-level combining fails to do ddis is mainly due to the fact that, at
the second ARQ round, the signal-level scheme construdts & virtual MIMO-ISI channel for ISI
cancellation and symbol detection, while the MIMO configiona remains unbalanced in the case of

symbol-level combining. In Fid.]17, we compare the throughparformance of the three algorithm for
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the 4 x 2 configuration. It is shown that signal-level combining odfdigher throughput. Also, note
that while the MFB achieves the maximum throughputtbit/s/Hz, the proposed techniques saturate
around2bit/s/Hz because most of the packets received in the first AR@d are erroneous.

Finally, note that in practical systems, channel estinmajwesents the bottle-neck that causes
performance loss. In [38], we evaluated the BLER perforradoca low-rate ST-BICM code (typically,
Nr = N = 2, and R = 2) with imprecise channel estimates and using signal-lewdda packet
combining. We have shown that when MMSE channel estimatsoperformed in a turbo fashion
together with turbo packet combining (i.e., channel isaiteely re-estimated at each ARQ round
using both pilot symbols and soft LLRs), the performancss lissless thar).5dB when K = 2, and
does not exceeddB when the ARQ delay is increased £ = 3. Also, we have shown that even for
the case of short-term static dynamic, turbo channel efibmaan offer attractive BLER performance
without requiring the re-transmission of the pilot sequesice channel estimation in subsequent

ARQ rounds can rely only on soft LLRs.

VI. CONCLUSION

In this paper, we considered the design of efficient turbdk@iacombining schemes for MIMO
ARQ protocols operating over frequency selective chanrglst of all, we derived the structure of
the optimal MAP packet combiner that exploits all the diitggs available in the MIMO-ISI ARQ
channel to perform transmission combining. Inspired by],[247], we then investigated the outage
probability and the outage-based power loss for Chase-mpé¢O ARQ protocols operating over
ISI channels. Then, we introduced two MMSE-based turbo ¢ommdp schemes that exploit the delay
diversity to perform transmission combining. The sigrealdl scheme considers an ARQ round as
a set of virtual receive antennas and performs packet congbiointly with ISI cancellation. The
symbol-level scheme separately equalizes multiple tréssaons, while combining is performed at
the level of filter outputs. We showed that both combiningesels have computational complexities
similar to that of the conventional LLR-level combiningnglly, we presented simulation results that
demonstrated that signal-level combining provides b&tdfR and throughput performance than that

of symbol-level and LLR-level combining.
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0. [Initialization

T-1

Initialize Y(© and {ZEO)} With O, (t1—1) @nd Vectord ., (.+r—1)x1, respectively.

=0

1. Combining at round k

11
1.2

13

Update{gl(.k)}

T-1
~and Y™ according to[(39) and (40).

For n=1,---,N

12.1.
122
1.2.3.

1.2.4.
End 1.2.

Compute: conditional symbol averages and unconditionaanaes using[(34) and (B3).
Compute:Aﬁf) using [38).

For t=1,---,Np

1231 Compute:Fgf“,Z, B*) agkg and5§f22 using [36), [(3F), and(46).

t,n

1.23.2. Foreachi=0,---,T — 1, compute the soft demapper mpgjﬁ)n according to[(35).

1.2.3.3. For eachm =1,---, M, compute extrinsic informatiomfffi]m using [45).
End1.2.3.
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11. For n=1,---,N

T-1 ) .
, &, ando, with empty vectors fot =1,---, Np.

1.1.1. Compute: conditional symbol averages and unconditionahraes using[{34) and(B3).

112. For t=1,---,Np

1.1.2.1. Compute: forward and backward filters{*) andSt(_”jf2 as in Subsectioh TV-A.

't

11.22. Foreachi=0,---,T — 1, compute the filter outptﬁt(_ki?n.
e[SyTnb]

11.23. Foreachm =1,---,M, compute extrinsic informatidlzbm_’tyi_’n using [4T).
123. End1.1.2

12. Endl.1
v VN -1 @ w2
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Fig. 4. BLER performance comparison fofr = Nr = 2, CC(133s,171s), QPSK,K = 2 rounds, andL = 2 taps.
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Fig. 6. BLER performance comparison fofr = 4, Nr = 2, CC(133s,171s), QPSK, K = 2 rounds, andL = 2 taps.
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