
A Convolutional Attentional Neural Network for
Sentiment Classification

Jiachen Du1,2, Lin Gui1, Yulan He3, Ruifeng Xu1(�)
1 School of Computer Science and Technology

Shenzhen Graduate School, Harbin Institute of Technology, Shenzhen, China
2 Department of Computing, the Hong Kong Polytechnic University, Hong Kong
3 School of Engineering and Applied Science, Aston University, United Kingdom

dujiachen@stmail.hitsz.edu.cn, guilin.nlp@gmail.com, y.he9@aston.ac.uk, xuruifeng@hit.edu.cn

Abstract—Neural network models with attention mechanism
have shown their efficiencies on various tasks. However, there is
little research work on attention mechanism for text classification
and existing attention model for text classification lacks of
cognitive intuition and mathematical explanation. In this paper,
we propose a new architecture of neural network based on the
attention model for text classification. In particular, we show that
the convolutional neural network (CNN) is a reasonable model
for extracting attentions from text sequences in mathematics. We
then propose a novel attention model base on CNN and introduce
a new network architecture which combines recurrent neural
network with our CNN-based attention model. Experimental
results on five datasets show that our proposed models can
accurately capture the salient parts of sentences to improve the
performance of text classification.

I. INTRODUCTION

In recent years, there is no doubt that deep learning has

ushered in amazing technological advances on natural lan-

guage processing(NLP) researches. Much of the work with

deep learning involves learning word vector representations

through natural language models [1], [2], [3] and composition

over word vectors for various tasks like text classification [4],

machine translation [5], document summarization [6] and so

on.

In this paper, we focus on the text classification problem.

Traditional approaches to text classification firstly represent

text sequences with sparse features, such as n-grams, topic-

based representation [7] and kernel methods [8]. Recently

deep-learning models have shown their big success in text

classification, such as convolutional neural networks [9] and

recurrent neural networks based on long short-term memory

[10].

Applying convolutional neural network (CNN) to NLP

including text classification has drawn many interests in recent

years. It has been shown that CNNs can be directly applied

to embeddings of words [11], [12], [13]. Unlike word level

models, [14] proposed a character-level CNN for text classifi-

cation which achieved competitive results. Although CNN has

been proven efficient on text classification, it usually ignores

important long-distance sequential information which greatly

impacts the classification performance, especially in sentences

which have negation and semantic transition. Recurrent neural

network (RNN) is another important model in NLP. [15]

used gated recurrent neural network to model documents and

applied this model to sentiment classification. [16] explored

the structure of a sentence and used a tree-structured recurrent

neural network with long-short term memory (LSTM) for text

classification. The advantage of RNN is its ability to better

capture the contextual information, especially the semantics of

long texts. However RNN model cannot pay attention to the

salient parts of text. This limitation reduces the effectiveness

of RNN when applied to text classification.
Recently, based on the aforementioned architectures, a new

direction of neural networks has emerged. It learns to focus

”attention” to specific parts of text as the simulation of

human’s attention while reading. However, the researches on

neural network with attention mechanism only show promising

results on a sequence-to-sequence (seq2seq) tasks in NLP,

including machine translation [17], caption generation [18] and

text summarization [19]. It’s not appropriate to use the same

alignment mechanism for classification. For example, [20]

applies the attention model used in seq2seq tasks to document-

level classification. The attention is modeled by a one hidden

layer perceptron with RNN hidden unit as input. Compare

with non-attention methods, the improvement is limited in the

reported result. The reason is that, in the seq2seq problem,

each word has a corresponding label, such as the word in

another language (for machine translation tasks), or a Part-

Of-Speech label (for POS tagging tasks). In text classification,

there are no target labels for each word to indicate the word

is category-relevant or not. So, there is no evidence showing

why the perceptron with one hidden layer attention is efficient

for text classification.
Motivated by the cognitive and neuroscience research, we

propose a novel attention model. The basic idea is to first use

the convolution operation to capture attention signals, each of

which stands for the local information of a word in its context;

then use RNN to model text with attention signals. A word

with higher attention weight, which carries more valuable

information, will be more important in text modeling. Our

main contributions in this paper is three-fold:

• This is the first time a convolutional neural network

model is presented to stimulate human’s reading attention

based on cognitive and neuroscience research, and a

detailed mathematical deduction of this model is given



in this work.

• Moreover, a novel attention extraction method based on

this model has been proposed that can be used in several

tasks.

• Finally, we propose a new architecture based on convolu-

tional attention extraction model, and this neural network

shows competitive results compared with state-of-the-art

models in text classification.

The rest of our paper is structured as follows, Section 2

explores a novel attention model based on convolutional neural

networks and gives detailed reduction of this model. Section 3

gives a description of the Convolutional Recurrent Attention

Network (CRAN) for text classification. Section 4 presents

some experiments to justify the effectiveness of CRAN on

text classification. Section 5 concludes the paper and outlines

the future work.

II. A CNN-BASED ATTENTION MODEL

It is commonly known that we can pay attention to only

small amount of information presented in visual scenes and

only concentrate on the information related to a specific task

at hand. Cognitive and neuroscience researches have confirmed

this hypothesis, and a lot of experiments have shown that

humans depict in brains a visual representation or ”search

template” of certain task and try to only pay attention to

the information which can match the ”task-oriented template”

[21]. psycholinguistics has proven that template-matching pro-

cess also helps us emphasize the important content while

our brain is processing texts. Although this mechanism of

attention has been thoroughly studied in neuroscience and

psychology, there is few research on how to introduce it

to computational linguistic and natural language processing.

Motivated by that, we propose a novel model introducing

the aforementioned attention mechanism to natural language

processing , especially to text classification.

Based on in-depth investigation, we found that Convolu-

tional Neural Network (CNN) is a natural model to stimulate

human being’s reading attention mechanism , since the con-

volution operation as the core component of CNN is similar

to the process of template matching. For textual data, CNN

always applies one-dimensional convolution to the concatenate

of vector representation of each words. Our first goal is to

show that one-dimension convolution of CNN is precisely

the process of calculating the similarity between snippets of

text and the ”attention searching templates”. In neural-network

based models, a text sequence of length T (padded where

necessary) is often represented as

x0:T−1 = x0 ⊕ x1 ⊕ . . .⊕ xT−1 (1)

where xt ∈ Rd (t = {0, 1, . . . , T − 1}) corresponds to the

d-dimensional vector representation of the t-th word in the

text sequence, and ⊕ is the vector concatenation operator.

Convolution operation applies a filter w = w0⊕w1⊕. . .⊕wl−1

to a window of l words in the original sequence to get a

convolutional similarity ct, where each column of the filter

wt ∈ Rd (t = {0, 1, . . . , l − 1}) is a vector of the same

length of word embeddings. The convolution operation apply

the following transformation to each continuous subsequence

of length l in [x0, x1, . . . , xT−1]. Suppose the current subse-

quence is xt:t+l−1 = xt ⊕ xt+1 ⊕ . . .⊕ xt+l−1 :

ct = f (< w, xt:t+l−1 > +b)

= f

(
||w|| × ||xt:t+l−1|| × < w, xt:t+l−1 >

||w|| × ||xt:t+l−1|| + b

)
(2)

In equation 2, < ·, · > is dot product of two vectors as

< a, b >= aT b, || · || is the L2 norm of vectors. f is

the non-linear function such as hyperbolic tangent, sigmoid

and rectified linear function. Notice that w and xt:t+l−1 are

l×d-dimensional vector, assuming that each dimension has its

own distribution. According to Chebyshev Law, there exists

M , for any w and any xt:t+l−1, if l × d is large enough

(usually larger than 25), it is true that for any ε > 0,

P (|M−||w||×||xt:t+l−1||| < ε) = 1. since l×d , namely the

shape of convolution filters is always larger than 25, we can

replace ||w|| × ||xt:t+l−1|| by M in this equation, and define

a function F (x) = f(Mx) to replace the original function f ,

let b′ = b/M , we will obtain:

ct = F (cos(w, xt:t+l−1) + b′) (3)

In equation 3 we notice that F is only a compression function

that satisfies F ′(x) > 0. Then we can consider the convo-

lutional filter w be the ”search template” mentioned before

in human’s attention while reading. And ct can be treated as

the cosine similarity between the search template and the part

of text which is processed currently. b′ in equation 3 is the

threshold of this similarity. When the similarity is greater than

b′, the textual part being processed is considered task-relevant;

otherwise it is task-irrelevant.

The output of each convolutional filter is an attention signal

from the original text. In order to reduce the noise in the

attention signals, we choose multiple convolutional filters

applied to the vector representation of original text and average

the results of these filters to obtain a smooth attention signal.

Suppose the number of convolutional filters is m, these filter is

denoted by [w1, w2, . . . , wm] , and the corresponding attention

similarity is [c1, c2, . . . , cm] . After averaging the attention

similarities along the filter-axis, we will obtain the smooth

attention signal c ∈ RT of which each element represents the

importance of the corresponding word.

c =
m∑
i=1

ci (4)

The whole CNN-based attention model is shown in Figure

1.

III. CONVOLUTIONAL-RECURRENT ATTENTION NEURAL

NETWORKS

Based on the attention model we described in Section 2,

we propose a model named Convolutional-Recurrent Attention

Network (CRAN) that combines recurrent neural network

(RNN) and the convolutional attention model in Section



Fig. 1. CNN-based model of attention extraction.

2. The reason why we use RNN as a part of our model

rather than directly using the traditional CNN architecture

is that traditional CNN uses a pooling layer over the whole

sentence which results in a single vector being extracted as

the representation of the sequence. It makes CNN difficult

to capture the long-distance dependencies in sequences like

negation and transition. However RNN with long short-term

memory (LSTM) is designed for handling the long-distance

dependency problem. We speculate that combining RNN with

our proposed CNN-based attention model will give better

performance compared with using a pure CNN model, and

the experimental results which will be presented in Section 4

confirm our hypothesis.

The overall architecture of the Convolutional Attention

Neural Network (CRAN) is shown in Figure 2. It consists

of two main parts: a recurrent neural network (RNN) as the

text encoder and a convolutional neural network (CNN) as the

attention extractor. We describe the details of these two parts

in the following subsections.

A. RNN-Based Sequence Encoder

An RNN [22] is a kind of neural network that processes se-

quences of arbitrary length by recursively applying a function

to its hidden state vector ht ∈ Rd of each element in the input

sequences. The hidden state vector at time-step depends on the

input symbol xt and the hidden state vector at last time-step

ht−1 is:

ht =

{
0 t = 0

g(gt−1, xt) otherwise
(5)

A fundamental problem in traditional RNN is that gradients

propagated over many steps tend to either vanish or explode.

It makes RNN difficult to learn long-dependency correlations

in a sequence. Long short-term memory network (LSTM) was

proposed by [10] to alleviate this problem. LSTM has three

gates: an input gate it , a forget gate ft , an output gate ot

and a memory cell ct. They are all vectors in Rd. The LSTM

transition equations are:

it = σ(Wixt + Uiht−1 + Vict−1),

ft = σ(Wfxt + Ufht−1 + Vfct−1),

ot = σ(Woxt + Uoht−1 + Voct−1),

c̃t = tanh(Wcxt + Ucht−1),

ct = ft � ct−1 + it � c̃t,

ht = ot � tanh(ct)

(6)

where xt is the input at the current time step, σ is the sigmoid

function and � is the elementwise multiplication operation. In

our model, we use the hidden-state vector of each time step

as the representation of corresponding word in the sentence.

B. CNN-Based Attention Extraction

As discussed in Section 2, we use a CNN-based network

to model the attention signal in sentences. Suppose the input

text sequence is [x0, x1, . . . , xT−1], where xt ∈ Rd (t =
0, 1, . . . , T−1), m convolutional filters of length l are denoted

as [w1, w2, . . . , wm], the corresponding convolution results are

[c1, c2, . . . , cm], where ci ∈ RT (t = 1, 2, . . . ,m) represents

the attention distributed on the sequence of length T . We

average the m filters to get the stable attention signal c witch

is a vector of length T as described in Section 2.

C. Text Classification

We use the product of attention signal ct and the corre-

sponding hidden state vector of RNN ht to represent the word

t in a sequence with attention signal. The representation of

the whole sequence can be obtained by averaging the word

representations:

s =
1

T

T−1∑
t=0

ctht (7)

where s ∈ Rd is the vector representation of the text sequence

and it can be used as features for text classification:

p = softmax(Wcs+ bc) (8)

where p is the predicted label for text sequence s , Wc and bc
are parameters of the classification layer.

IV. EXPERIMENTS

In this section, we investigate the empirical performance of

our proposed CRAN on various datasets and compare it with

state-of-the-art models for text classification.

A. Datasets

We choose five different text classification datasets and test

our model on various benchmarks. We briefly summarize these

datasets as follows:

• MR: Movie reviews with one sentence per review. Clas-

sification involves binary categories of reviews (positive

and negative) 1 [23].

1http://www.cs.cornell.edu/people/pabo/movie-review-data/



Fig. 2. Architecture of convolutional attention network

Dataset Class Avg Length Vocabulary Text Size Test Size
MR 2 20 18K 10662 CV

SST-1 5 19 18K 11855 2210
SST-2 2 18 15K 9613 1821
Subj 2 21 21K 10000 CV

IMDB 2 294 392K 50000 25000
TABLE I

SUMMARY STATISTICS OF THE FIVE DATASETS.

• SST-1: An extension of MR but with train/dev/test splits

provided and fine-grinned labels (negative, somewhat

negative, neutral, somewhat positive, positive) 2 [24].

• SST-2: Same as SST-1 but with neural reviews removed

and only containing binary labels (positive and negative).

• Subj: Subjectivity dataset where task is to classify a

sentence as objective or subjective [25].

• IMDB: A document-level text classification dataset con-

taining 100,000 movie reviews with binary labels 3 [26].

The first four datasets are for sentence-level classification

and the last one is for document-level classification. We

conduct experiments on the standard test sets on SST-1,SST-2

and IMDB. For datasets without standard train/test split, we

use 10-fold cross validation instead. The summary statistics of

the datasets are listed in Table 1.

B. Model Training and Hyper-parameters

We train our proposed convolutional attention model with

two different initialization strategies:

• CRAN rand : The convolutional attention layer is ran-

domly initialized.

• CRAN pretrain : The convolutional attention layer is

pre-trained by a standard standard convolutional neural

2http://ai.stanford.edu/sentiment/
3http://ai.stanford.edu/ amaas/data/sentiment/

network which is connected to a fully-connected layer to

the final labels as a classifier.

The model can be trained in an end-to-end way by back-

propagation, where the objective function is cross-entropy of

error loss. Training is done through gradient descent with

the Adadelta update rule. In all of these experiments, the

word embeddings are initialized with the publicly available

word2vec vectors that were trained on 100 billion words

from Google News (Mikolov, Sutskever, et al., 2013) . Other

parameters are set as follows. The number of hidden units of

LSTM and convolution filters in CNN is 100 , the length of

convolution filter is 3, dropout rate is 0.5 and mini-batch size

is 16. These hyper-parameters are chosen via a grid search on

the SST-2 development set.

C. Baselines

To illustrate the performance boost of our proposed attention

model, we compare our model with some baseline methods.

Since we use RNN as component of our model, we implement

an RNN with LSTM memory unit as a baseline. We also

compare our model with LSTM with the attention model

proposed by [20].

• LSTM: LSTM for text classification in [27].

• LSTM + RNN attention attention: The attention-based

LSTM model proposed by [20]. Since most datasets used

in our experiments are for sentence-level classification,

we implement a flatten variant of this model without

aggregating the attention signals from sentences to form

the document-level attention signal.

We also compare our model with the following state-of-the-

art models:

• NBOW: The NBOW sums the word vectors within the

sentence and applies a softmax classifier.

• MV-RNN: Matrix-Vector Recursive Neural Network with

parse trees [28].

• F-Dropout: Fast Dropout from [29].

• DCNN: Convolutional Neural Network with dynamic k-

max pooling [30].

• CNN: Convolutional neural networks with max pooling

[13].

• Tree-LSTM: Tree-Structured Long Short-Term Memory

Networks [16].

• Multi-Task: Shared-layer multi-task learning model

trained on four different datasets [31].

D. Results and Analysis

The experimental results on all datasets are shown in Table

2. Firstly we notice that LSTM performs the worst among

all the models since the sequential features extracted by RNN

models is not suitable for text classification. But we find that

our proposed CRAN can combine the merits of CNN and

RNN to improve the performance. Results show that CRAN

improves the performance significantly compared with the

LSTM by 3.0% on average. For the two variations of CRAN,

we can see that CRAN rand model performs slightly better



Model MR SST-1 SST-2 Subj IMDB
CRAN rand 82.8 50.0 87.7 94.1 92.0
CRAN pretrain 82.0 48.1 86.9 94.0 92.1
LSTM 80.1 46.2 85.2 91.2 88.5
LSTM + RNN attention 82.0 48.0 86.1 93.2 90.6

NBOW 77.1 42.1 79.0 90.8 80.7
MV-RNN 79.0 44.4 82.9 - -
F-Dropout 79.1 - - 93.6 91.1
DCNN - 48.5 86.8
CNN 81.5 48.0 88.1 93.4 -

Tree-LSTM* - 50.6 86.9 - -

Multi-Task* - 49.6 87.9 94.1 91.3
TABLE II

RESULTS OF OUR PROPOSED CRAN AGAINST BASELINES. RESULTS

MARKED * ARE MODELS THAT NEED EXTERNAL TOOLS OR RESOURCES.

than CRAN pretrain model except on the IMDB dataset. This

is because CRAN pretrain uses a different architecture to pre-

train the convolutional attention layer. Both CRAN variants

perform better than the LSTM with RNN attention. This shows

that our proposed attention modelling method can capture

more accurate attention information from text.

Compared with the state-of-the-art models in text classi-

fication, CRAN gives the best performance on three out of

five datasets. Although CRAN uses a similar CNN network as

its attention extractor, CRAN improves upon CNN by 0.9%

on average. This is because combining RNN helps our model

capture the long-distance semantic dependencies in sentences

which cannot be dealt with by traditional CNNs. Tree-LSTM

outperforms our model on SST-1 by 0.6%. However it needs

an external parser to derive the tree-structure of each sentence,

and the performance listed in Table 2 is reported on the exact

parsing results of sentences labelled by annotators. It is worth

noting that our models are comparable with the recurrent

neural network with multi-task learning proposed by (Liu et

al., 2016). This model is an extremely strong baseline which

was trained jointly on four datasets (SST-1, SST-2, Subj and

IMDB).

E. Case Study

In order to validate that our model is able to select salient

parts in a text sequence, we visualize the attention layers in

Figure 3 for several sentences from the MR dataset in which

our model predicted the class labels correctly. Each line in

the figure is a heatmap of the attention signals extracted by

our model. The attention signal is normalized in the range of

[-1,1], and the actual label of each sentence is shown to the

left of each heatmap. The red color in the heatmap means a

high attention for the positive label and the blue color means

a high attention for the negative label, while the white color

means neural.

Figure 3 shows that our model can not only select words

carrying strong sentiments like repelling, annoyance, dull,
et.al., but also deal with transitions of sentiments in sentences.

For example, in the second sentence, our model assigns a high

positive attention to the first half of the sentence before the

word but, and it also finds the second half of this sentence

is highly related to the negative sentiment. Also, the negative

attention value is greater than the positive attention value in

this sentence, which makes the final predicted label to be

negative.

Fig. 3. Visualization of attention signals in sample sentences in the MR
dataset.

We also analyze the sentences from which our model failed

to extract attention signals properly. We show an attention

visualization in Figure 4 which is extracted from a sentence

in the MR dataset:

Imagine the James Woods character from video drome
making a home movie of audrey rose and showing it to the
kid from the sixth sense and youve imagined the ring.

The label of this sentence is negative, but our model predicts

its labels positive. We can see that this is a complex sentence

with some metaphors. To understand the real meaning of this

sentence, readers must have the background knowledge of

the movies mentioned in this sentence. For people who are

unfamiliar with the movies, James Woods and Sixth Sense,

they will not know these are all horror movies and hence would

have a difficulty in understanding the metaphoric meaning of

these terms.

We can obverse that, for this sentence, the attention signals

extracted by our model is somewhat randomized and do not

reflect the actual sentiment expressed in the sentence. It seems

that our model can only extract the attention signals from

the literal meanings of words. Nevertheless, understanding

complicated linguistic phenomena such as analogy, metaphor

and irony is a huge challenge commonly faced by many NLP

tasks, not just in text classification.

Fig. 4. Visualization of wrongly classified sentence in the MR dataset.



V. CONCLUSION

In this paper, we have shown that the convolutional neural

network is a reasonable model for extracting attentions from

text sequences. Based on this finding, we have proposed a

novel attention extraction model based on the convolutional

neural network. Utilizing this CNN-based attention model,

we have introduced a new neural network architecture which

combines RNN with our CNN-based attention model. We

have conducted extensive experiments on five datasets. The

experimental results show that (1) our model is capable of

extracting salient parts from sentences; (2) our model can

combine the merits of CNN and RNN to improve the sen-

tence classification performance. Finally, the visualization of

some attentions extracted by our model shows the impressive

capability of our model to process the sentiment transitions in

sentences. We have also presented an attentional visualization

result of a sentence whose class label was wrongly predicted

by our model. This shows that our model has a difficulty in

dealing with more subtle meanings embedded in sentences,

a huge challenge commonly faced by many NLP tasks. In

future works, we will mainly focus on extending our CNN-

based attention model to other tasks like text generation and

sequence to sequence learning.
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