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Through Jamming, Coding and Routing
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Abstract

There is a rich recent literature on how to assist secure aamuation between a single transmitter and receiver
at the physical layer of wireless networks through techesgguch as cooperative jamming. In this paper, we consider
how these single-hop physical layer security techniquesbeaextended to multi-hop wireless networks and show
how to augment physical layer security techniques with &iglayer network mechanisms such as coding and
routing. Specifically, we consider the secure minimum epeogting problem, in which the objective is to compute
a minimum energy path between two network nodes subjectristints on the end-to-end communication secrecy
and goodput over the path. This problem is formulated as atcained optimization of transmission power and
link selection, which is proved to be NP-hard. Neverthelegsshow that efficient algorithms exist to compute both
exact and approximate solutions for the problem. In padicuve develop an exact solution of pseudo-polynomial
complexity, as well as ap-optimal approximation of polynomial complexity. Simutat results are also provided
to show the utility of our algorithms and quantify their egyersavings compared to a combination of (standard)
security-agnostic minimum energy routing and physicagtasecurity. In the simulated scenarios, we observe that, by
jointly optimizing link selection at the network layer andaperative jamming at the physical layer, our algorithms
reduce the network energy consumption by half.

Index Terms

Wireless security, minimum energy routing, cooperativarjang.

. INTRODUCTION

Protecting the secrecy of user messages has become a magarcon modern communication networks. Due
to the propagation properties of the wireless medium, ed®Inetworks can potentially make the problem more
challenging by allowing an eavesdropper to have relatiealyy access to the transmitted message if countermeasures
are not employed. Our goal is to provide everlasting secinmithis wireless environment; that is, we will consider
methods that will prevent an eavesdropper from ever degagitnansmitted message - even if the eavesdropper has
the capability to record the signal and attempt decryptieer anany years (or decades). There are two different
classes of security techniques of interest here: cryppbgcaapproaches based on computational complexity, and
information-theoretic approaches that attempt to obtarfegt secrecy. Both have advantages and disadvantages
for the desired everlasting security in the wireless emvirent.

The traditional solution to providing security in a wiredeganvironment is the cryptographic approach: assume
that the eavesdropper will get the transmitted signal withdistortion, but the desired recipient who shares a
key with the transmitter is able to decode the message easiile the eavesdropper lacking the key must solve
a hard problem that is beyond her/his computational capabilifijs Since the eavesdropper is assumed to get
the transmitted signal without distortion, cryptograplddeesses the key challenge in the wireless environment
of thwarting an eavesdropper very near the transmitter. é¥ew such an approach faces the concern that the
eavesdropper can store the signal, and, then, with lateansé in computational capabilities or by breaking the
encryption scheme, obtain the message. The desire foragtiag security then motivates adding countermeasures
at the physical layer that inhibit even the recording of tinergpted message by the eavesdropper that combine
with cryptography to facilitate a defense-in-depth apploB].

In the information-theoretic approach to obtain perfectsey [3], the goal is to guarantee that the eavesdroppers
can never extract information from the message, regardiégheir computational capability. Wynel|[4] and
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succeeding authorsl[5],1[6] showed that perfect secrecgssiple if the channel conditions between the transmitter
and receiver were favorable relative to the channel camtktibetween the transmitter and eavesdropper. In this
so-calledwiretap channel, perfect secrecy at a positive rate with no preeshkey is possible [4]. This clearly
satisfies the requirement for everlasting secrecy, butlidgsen favorable channel conditions that are difficult (if
not impossible) to guarantee in a wireless environment.celgimformation-theoretic secrecy requires a network
design which inhibits reception at the eavesdropper whilgsrting reception at the desired recipient.

Our work supports both a cryptographic (computationalyagph or information-theoretic approach. Per above, it
is advantageous in either case to seek or create conditioas ® inconvenience reception at eavesdropper(s) while
facilitating communication of the legitimate system nadBsis has been actively considered in the literature on the
physical layer of wireless networks over the last decad#) approaches based on both opportunism [7], [8] and
active channel manipulation![9], [10] being employed. Mokthese works have arisen in the information-theoretic
community and considered small networks consisting of acggulestination, eavesdropper, and perhaps a relay
node(s) [[8]-[13]. More recently, there has been the actamsicleration of large networks with the introduction
of the secrecy graph to consider secure connectivity [I4[and a number of approaches to throughput scaling
versus security tradeoffs [17]-[19]. Hence, whereas thabeen a significant consideration of small single- and
two-hop networks and asymptotically large multi-hop nekgo there has been almost no consideration of the
practical multi-hop networks that lie between those twaexes. It is this large and important gap that this paper
fills.

Consider a network where system nodes communicate with ethen wirelessly, possibly over multiple hops,
such as in wireless mesh networks and ad hoc networks. A seivelsdroppersy to passively listen to communica-
tions among legitimate network nodes. To prevent the eawppérs from successfully capturing communications
between legitimate nodes, mechanisms to thwart such ardogetbat the physical layer of the network. Two
nodes that wish to communicate securely may need to do sonawitiple hops in order to thwart eavesdroppers
or simply because the nodes are not within the reach of eduodr.divhile we make no argument about the
optimality or practicality of any specific physical layercseity mechanism, for the sake of concreteness, we
focus oncooperative jammingwhich has received considerable attention [9]-[13]] [20]cooperative jamming,
whenever a node transmits a message, a number of cooperaties, callegammers help the node conceal its
message by transmitting a carefully chosen signal to raisdackgroundoiselevel and degrade the eavesdropping
channels. Because our general philosophy applies to ansiqgatiyayer approach, the framework can be extended
to include other forms of physical layer security. Howewme of the attractive features of cooperative jamming
that motivated us to study this technique include:

1) Opportunistic technique$][7].][8] that exploit the timarying wireless channel may suffer from excessive
delays depending on the rate of channel fluctuations. Fdicapipns that require security without an excessive
delay, active channel manipulation such as cooperativenjagy should be adopted. The price to be paid, in
this case, is the increased interference due to jamming.

2) Multi-antenna systems can also be used to jam eavesdas@e[21]. However, the use of multiple antennas
on every wireless device may not be feasible due to cost aedesi, wireless sensors). Cooperative jamming
is a distributed alternative to multi-antenna systems.

3) Node cooperation, while requiring a more complex phydimger, is incorporated in commercial wireless
technologies such as LTE. Thus, we envision that cooper@imming can be implemented in practice, as
was demonstrated in a limited form (single jammer)Linl [22].

4) Anonymous wireless communication is a challenging problCooperative jamming can potentially be uti-
lized for wireless anonymous communication, as it creat@$usion for wireless localization techniqués|[23].

In this general case, the main questions are: (1) how to ehthesintermediate nodes that form a multi-hop path
from the source node to the destination node, and (2) hownéigioe each hop at the physical layer with respect
to the security and throughput constraints of the path. iipaity, the problem we consider in this paper is how to
find aminimum cospath between a source and destination node in the netwoile giaranteeing a pre-specified
lower bound on theend-to-end secrecgnd goodputof the path. The cost of a path can be defined in terms of
various system parameters. In a wireless network, trassonipower is a critical factor affecting the throughput and
lifetime of the network. While increasing the transmissjpower results in increased link throughput, excessive
power actually results in high levels of interference, hemeducing the network throughput due to inefficient



spacial reuse. With cooperative jamming at the physicatrayansmission power is even more important due to
the additional interference caused by jamming signalsey theed to be employed. Thus, in this work, we consider
the amount of end-to-end transmission power as the cost aftawith the objective of finding secure paths that
consume the least amount of energy. In turn, such paths, biynizing interference in the network, resulthingher
throughput. Note that solutions employing power only atloeles transmitting the messages (and no cooperative
jamming) are part of the space over which the optimizatiolh mé performed; thus, if it is more efficient to not
employ cooperative jamming, such a solution will be reveéddg our algorithms.

While it might seem that physical layer security techniquas be extended to multi-hop networks by imple-
menting them on a hop-by-hop basis, in general, such extensacrifice performance or are not feasible. The
eavesdropping probability on a link is a function of the poa#ocation on that link. A hop-by-hop implementation
is unable to determine the optimal eavesdropping prolalzid consequently power allocation for each link in
order to satisfy the end-to-end constrainis.(the chicken-egg problem). Moreover, a hop-by-hop appgroaerlaid
on a shortest path routing algorithm might pay an enormounslpeto mitigate eavesdroppers on some linggy(
by routing through a node with one or more links, that, beeaafsystem geometry, are very vulnerable to nearby
eavesdroppers). A routing algorithm that is designed injusartion with physical layer security can selectively
employ links that are easier to secure when it is power-efiicio do so and, in such a way, minimize the impact
of the security constraint on end-to-end throughput.

Our main contributions can be summarized as follows:

« We formulate the secure minimum energy routing problem witkl-to-end security and goodput constraints
as a constrained optimization of transmission power at thesipal layer and link selection at the network
layer.

« We prove that the secure minimum energy routing problem ishbifel, and develop exact ameapproximate
solutions of, respectively, pseudo-polynomial and fydtglynomial time complexity for the problem.

« We show how cooperative jamming can be used to establishuaestok between two nodes in the presence
of multiple eavesdroppers or probabilistic informationoab potential eavesdropping locations by utilizing
random linear coding at the network layer.

« We provide simulation results that demonstrate the sigmfienergy savings of our algorithms compared to
the combination of security-agnostic minimum energy mgitand physical layer security.

The rest of the paper is organized as follows. Our system hsdkescribed in Sectionlll. The optimal link and
path cost are analyzed in Sectign$ IlI IV. Our routingathms are presented in Sectioh V. Simulation results
are discussed in Sectidén]VI. Section VIl presents an overeesome related work, while Sectién MIII concludes
the paper.

I[l. SYSTEM MODEL AND ASSUMPTIONS

Consider a wireless network with arbitrarily distributeddes. We assume that each node (legitimate or eaves-
dropper) is equipped with a single omni-directional angemk K -hop routell between a source and a destination in
the network is a sequence &f links connecting the source to the destinaliofe use the notatioH = (r,...,lr)
to refer to a route that is formed bl links ¢; to ¢x. A link ¢, € IT is formed between two nodeg. and Dy, on
routeII. We assume that every link, is exposed to a set of (potential) eavesdroppers denotet). .bywhenever
Sk transmits a message 10y, a set of trusted nodes, called jammers, cooperate $jtto conceal its message
from the eavesdroppers if}, by jamming Si’s signal at the eavesdroppers. The set of the jammers catimger
with S; to conceal its transmissions frofi} is denoted by7, = {J1 ey Jle\}1 where|.4| denotes the cardinality
of set.A. The set of jammers is potentially different for differemtkis. Throughout the paper, we use the notation
(Sk, Dy, &, jk) to identify link /.

In the following subsections, we describe the models cameitl in this paper for the wireless channel, eaves-
droppers, physical-layer security and end-to-end routifar notational simplicity, we may drop the link indéx
whenever there is no ambiguity.

Terms “path” and “route” are used interchangeably throughbe paper.



A. Wireless Channel Model

Consider the discrete-time equivalent model for a transimimsfrom nodeS to nodeD. Let zg be the normalized
(unit-power) symbol stream to be transmitted By and letyp be the received signal at node. We assume
that transmitterS is able to control its powePs in arbitrarily small steps, up to some maximum powe&f,.

Let np denote the receiver noise &, wherenp is assumed to be a complex Gaussian random variable with
E [|np|?] = No. The received signal ab is expressed as

yp =/ Pshspxs+np, (1)

wherehg p is the complex channel gain betweSnand D. The channel gain is modeled ag p = |hg ple?s>,
where |hg p| is the channel gain magnitude arg p is the uniform phase. We assume a non line-of-sight
environment, implying thaths p| has a Rayleigh distribution, and thBf|hs p|*] = 1/d% ,, whereds p is the
distance between nodésand D, and« is the path-loss exponent (typically betw@andé). This is the standard
narrowband fading channel model employed in the physigarléiterature [[24], [[25].

B. Adversary Model

We limit our attention to passive eavesdroppers as in priakVj9]—[13], [20]. Although there are other forms
of adversarial behavior, their consideration is beyondsit@pe of this paper.

While the literature on physical layer security often assamot only eavesdropper locations but also either perfect
(e.g, [10]) or imperfect é.g, [20]) knowledge at the transmitters and jammers of the dermphannel gains of
the eavesdropping channelse( availability of instantaneous eavesdropper channe¢ stdormation (CSl)), we
consider the more realistic scenario, in which CSI for edk@gping channels is not available. In addition, our
model requires only the knowledge pbtentialeavesdropping locations in the network, yet we show thabitides
guaranteed security by employing coding in conjunctiorhveiboperative jamming.

Specifically, we assume that each lifkis subject to potential eavesdropping from a set of locataenoted by
& = {El, - ,E|gk|}, where the probability of eavesdropping from locatiénis given byp(E;) for 0 < p(E;) < 1.

This is a considerably general model that can be used togseptre wide range of eavesdropping scenariber
example, setting alb(F;)’s to 1 for a link models multiple eavesdroppers for that link. Qtegamples include,

for example, military scenarios where the locations of epémstallations are known, or wireless networks where
a malicious user(s) has been detected. In general, for aew dink, there is only a limited region around the link
that can be exploited for eavesdropping. By dividing the@ff’e eavesdropping region to a few smaller argals [26],
one can compute the most effective eavesdropping locatitmmnweach area, and consequently, construct the set
of eavesdropping locations for that link.

C. Physical Layer Security Model

Consider a secure link formed between souscand receiverD with the help of jammersy. For the moment,
we assume that cooperative jamming is implemented at theigdiylayer to deal with &ingle eavesdroppeFE
located at dixed position. Later, in Section lll, we show how this physicajéa primitive can be used to provide
security against multiple eavesdroppers or unknown eagppihg locations.

When nodeS transmits a message, there are multiple ways in which catipejamming by system nodes can
be exploited, ranging from relatively simple noncoherecthhiques to sophisticated beamforming techniques [27].
Since theimplementationof beamforming in other contexts, with the same challendesynchronization in the
wireless environment, is advancing rapidly [[2€], [[29], wesame that the jammers cooperativélgamforma
common artificial noise signal to the receiver in such a way that their signals cancel otiearteaceiver[[30]. The
noise signak is transmitted in thewull spaceof the channel vectdnp = [hy, p, hy, D, ..., hy, p]* Where,h, p
denotes the channel gain between jamufieand destinatiorD and A™ denotes the conjugate transpose of vector
A. Thus, the signal transmitted by the jammers can be expgte@ssg = h3 2, wherehy is a vector chosen in the
null space ofhp. It follows that the total transmission power of the jammisrgiven by P; =|| h3; ||2. Assuming

2Although our model cannot be applied to every possible si®niais more general compared to the models in the litegatin physical
layer security (see _[9]=[13]. [20], and references thgrein



that the source node transmits with powey, the signals received at the destination and the eaveseirapg given
by

yp =/ Pshsprs+np,
yg = \/Pshsprs+hihiz +ng,

where,hg = [hy, g, h B,y - .- ,th,E]T represents the channel gain vector between the jammershaneates-
dropper, andip andn g denote the complex Gaussian noise at the destination amdd@apper, respectively, with
E UHDP] =K UHEP] = NO.

Although the jammers try to prevent the eavesdropper frooeessfully receiving the message, there is still some
probability that the eavesdropper actually obtains thesags due to the fact that the channel to the eavesdropper
is unknownin our model,i.e, hr and hg g are unknown. Recalling that the signal-to-interferentes{moise
ratio (SINR) at the destination is controlled via power control, 4¢t denote the minimum requiresINR at the
eavesdropper in order to violate the security constraihtie protocol (e.g. for the cryptographic case, §i&R
above which the eavesdropper can record a meaningful veo§ihe transmitted signal; in the information-theoretic
case, theSINR above which, for a given wire-tap code, the equivocatiorsdug equal the entropy of the message.)
Let SINRE denote theSINR at the eavesdropper. We have
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where the final expression is derived from Sylvester’s deit@ant theorem:

det(I,, + AB) = det(I,, + BA),

P{SINREg > v} <

(4)

for A andB beingm x n andn x m matrices, respectively, and the fact thHat = hf)Thﬁ (see [(31L)).

In the remainder of the paper, we uké (4) in equality form tmgote the eavesdropping probability for a given
jamming powerP;. While this results in a (slightly) conservative power a#ition, it is sufficient to satisfy the
security requirement of each link.

D. Routing Model

Consider aK-hop routell = (¢4,...,¢k) between a legitimate source and destination in the netwark..
denote the set of all possible routes between the sourceestihation. LeC(II) denote the cost of routd, where
the cost of a route is defined as the summation of the costsdirtks forming the route. With slight abuse of the
notation, we us€(¢;) to denote the cost of link; as well. The secure routing problem is then defined as follows

SMER: Secure Minimum Energy Routing Problem

Consider a wireless network and a set of eavesdroppershised in the network. Given a source and destination,
find a minimum energy pafli* between the source and destination subject to constraiatsd A on the end-to-end
successful eavesdropping probability and goodput on ttih pEspectively.



Let A\(IT) and \(¢;) denote, respectively, the goodput of paihand link ¢, € II. Then A(II) can be expressed

as
A(T) = min A(f)

Since goodput of a link is an increasing function of the traission power of the transmitter of that link, a
necessary condition for minimizing power over the paths given by \(¢;) = A, for all ¢, € II, i.e, all links
should just achieve the minimum goodputThus, our power allocation scheme (see Sediidn IIl) eistads links
that achieve exactly the minimum required goodputConsequently, the constraint on the end-to-end goodput is
satisfied by any path in the network, and hence does not neleel éxplicitly considered when solving SMER. As
such, SMER can be formally described by the following optiation problem:

IT* = argrﬁleig Z C(lr)
= (5)
s.t. P{eavesdropping on roufd} < m,

for some pre-specified (0 < m < 1). The constraint on the route eavesdropping probabilitth@ above
optimization problem can be expressed in terms of the eavppthg probability on individual linkg, that form
the routell, as[], c(1 —mx) > 1 — 7, wherem;, (0 < 7 < 1) denotes the successful eavesdropping probability
on link /. We use the following result to convert the above inequaliiystraint to an equality constraint in the
routing problem([(b).
Lemma 1:The cost of routdl is a monotonically increasing function ¢f, .;(1 — 7).
Proof: Consider a pattil between the source and destination nodes. Define the estsecrecy of path,
denoted byw(II), as follows:
wl) = ] w, (6)
£ €Il
wherewy, = (1 — 7).
First, we show that the link cos(¢;) is a monotonically increasing function of the the link segre;, for every
link ¢;, € TI. Let Pg“) and P}k) denote the source and jamming powers allocated to thedlinkespectively. In

Sectionll, we show that: (i)Pék) is a constant for a given link independent of the link secraoy (ii) Pﬁk) is a
function of the link secrecy and is given by
Wi

P}k) =c -

()

1—wy’

wherecy, is some constant independentwgf. Thus, for a fixed link/, the link costC(¢y) = Pék) +P§k) depends

on wy, only through the jamming poweP}k). Taking the derivative on the link cost with respectup results in

the following relation: p
1

d T T

indicating that the link cost is an increasing function of imk secrecywy.

Let C*(II) andC(II) denote the optimal cost of the pathcomputed by solving the optimization problem](14),
with equality and inequality constraints, respectivelyrtRermore, letv*(II) andw(II) denote the corresponding
end-to-end path secrecies. We present a proof of the lemsedban contradiction by assuming that the optimal
path cost with the inequality constraint is less than thdhhe equality constraint. That is, we assume that

> 0, (8)

C(II) < ¢*(1D), 9)
while,
w(II) > w*(II) - (10)
Next, by manipulating the link secrecy allocation vector, ..., wy,...,wk], We construct a new link secrecy

allocation vector that satisfies the equality constrairtilevhaving a cost smaller thati (II). To this end, consider
some arbitrary link/;,, and replacev;, by a neww; as follows

w*

W/:::U‘Wk:‘ (11)



Sincew* < w, it follows thatw, < wy. Consequently, the new cost of the lifik with link secrecyw; is less than
C(¢x), which in turn indicates that the new path cost with secrdiycation vector(ws,...,w},...,wk] is less
thanC(II). Therefore, we have

C'(I) < C(II) < C*(11), (12)

and,
w(I) > W'(I1) = w*(I1) - (13)

The proof follows by noting that this contradicts the asstiompthatC*(II) is the minimum cost of patfl with

the equality constraint. [ |
Thus, to minimize the cost of the optimal route, the inedquationstraint can be substituted by the equality

constrainf [, c;;(1—m) = 1—m. On each linky, it is desirable to keep the successful eavesdropping priiitha

7. close t00. In this case, the produg, .;(1 — m) can be approximated by the expression »_, ;7. By

substituting the approximate linearized constraint in theting problem, the following optimization problem is

obtained

I = i i
argmin > | C(fx)

s.t. Zwk:w-

In the rest of the paper, we focus on this optimization pnobl&Ve first show that the problem is, in general,
NP-hard and then develop exact and approximate algoritbnsslze it.

(14)

Ill. SECURELINK COST

The link cost is composed of two components: (1) the souraeepoand (2) the jammers’ power. LEt(¢;)
denote the cost of link, = (Sk, Dy, &, Jx) under the constraint of eavesdropping probabitity Then,C(¢y) is
given by:

c(ty) = PP + P, (15)

where Pék) and P}k) denote, respectively, the average source and jammers pmwénk /. In the following
subsections, we will compute the optimal values@f) and P}k) subject to a givernry.

A. Source Transmission Power

Assume that the (complex) fading channel coefficiegt p, is known at the sourcé), of the given link /.
Because we are trying to maintain a fixed rate (and, hence.ed figceived power), the source will attempt to
invert the channel using power control. However, for a Rigfldrequency-nonselective fading channel, as assumed
here, the expected required power for such an inversion @oiinity, and, hencéruncated channel inversiois
employed [[25, Pg. 112]. In truncated channel inversion,sitierce maintains the required link quality except for
extremely bad fades, where the link goes into outage. Whémkad in a bad fade, the source will need to wait
until the link improves before transmitting the packet aredhg will be incurred. To limit the delay, we maintain a
given outage probability per link. Then, for a given packet, we need to transmit at Fate \/(1 — p) to maintain
the desired goodpuk. Associated with that rat&® is the SINR thresholdyp = 27 — 1 required for successful
reception at the link destination [24].

Let Pb(f“) denote the average transmission powerSpf and IetPék)(|hgk,Dk|2) denote the power used for a
given packet as a function of the powers, p,|* in the fading channel betwee$}, and Dy.. Per above, below
some threshold, the source will wait for a better channel. From the Rayldimting model employed/.s, p, |?
is exponential with paramet&r/dngk; hence,r = —In(1 — p) - dg, p, and truncated channel inversion yields:

_dp da |h |2 > r
k 2 e, Di? Sk, Di| =
Pé' )(‘hSkka’2) = {thkYDkl S (16)

0, \hs,.p, > <T



Then, the average power employed on the link is given by:

1 'VD _
P = ~d, pevd
S 1— 0/, T Si,Dy, € Z
1 e
— S pp— —d
1DUs,, DT P /T z
= Yokod3, p, 17)

where k, is a constant that depends on the paramptedence, for a fixed network parametgr(which also
determinesyp), the average power consumed on a given ligko achieve the secure goodputis proportional
to dg p,-

B. Jammers’ Transmission Power

Our physical layer security primitive described in Secflican provide security only against a single eaves-
dropper at a fixed location. To achieve security in the preserf multiple eavesdroppers or uncertainty about the
location of eavesdroppers, we utilizeandom linear codir% on each link.

Consider link ¢, between transmittef;, and receiverD, with the associated set of potential eavesdropping
locations &, = {El,...,E|5k|}. TransmitterS;, performs coding oveil,| messages accumulated in its buffer
for transmission taD,. To generate a coded messagg,selects a random subset of the messages in its buffer
and adds them together (mod@e-To recover the original messages, the receiver needsliect¢t| linearly
independent coded messages. In order to transmit onlyrlyne@lependent coded messag8s,keeps track of the
coded messages it has transmitted so far.7hetdenote thei-th coded message that is being transmittedio
To securely transmitn;, S, employs the cooperative jamming primitive of Sectioh Il laeghg that there is an
eavesdropper in locatioR;. Since each coded message is hidden from at least one egpsdy location, it is
guaranteed that an eavesdropper located at loc&joffor all E; € &, will not be able to obtain any information
about the original messages.

In the following subsections, we compute the optimal jamgngower per link. The derivation for the case of
multiple eavesdroppers relies on the jamming power conapigiethe single eavesdropper case.

1) Single EavesdroppeBecause slow frequency non-selective fading is assumedha&nchannel to the eaves-
dropper is unknown, there is some probability that the edregyper will obtain the message by achieving a received
SINR greater than a threshold;. Let 7 (|hs, . p, |*) denote the probability the eavesdropper achieves SINRegrea
than thresholdyg for a given source to destination chanmgl p, (recall that the source power will fluctuate as
hs, p, fluctuates, and this will impact the interception probaypitit the eavesdropper). Because we want to avoid
placing Iimitations on the capabilities of the eavesdrappssume that the eavesdropper receiver is noiseless. Let

}k) andP (|h5k p.|?) denote the average and instantaneous transmission polweatatl to jammers i,
respectlvely Then, usin@l(4), it is obtained that

1
7Tk‘(|hsk,Dk |2) =

YEdS, B
1 + ke k (&3
PS(M(‘th (ZJ €Tk d% L.

L) P (|hs, p,[?)

Ji By

Now, to maintain a givenry, it is sufficient to maintainnk(|hgk,pk|2) = m, across alllhs, p,|>. Under this
condition, recognizing that botﬁ’é’“)(|h5k,pk|2) and P}k)(|h5k,pk|2) are proportional tdhs, p, |, we have:

(1/m = 1) P8 (|hs, b, [?)

(Jhs,p,[?) =
Sk, D, - > 18
YE dSk,Ek(ZJ €Tk d ,lEk) ( )
and, taking expectations yields )
(k) _ 1/m, — 1 (k)
P P, (19)
! VEdsk,Ek(ZJ €T d JlE ) °

30ther forms of coding, such as dividing each message to smetiunks[[32], can be equally incorporated in our algorithm



and, )
T = : (20)

Ved 1 (k)
1+$(Z]€jk 7P

Ji By

2) Multiple EavesdroppersRecall that our objective is to compute the minimum jammitgver for the link.
Let 7, (7) denote the successful eavesdropping probability on finkconditioned on having an eavesdropper at
location E;. The unconditional eavesdropping probability on link /; is then given by the approximate relation
T = Y _p.es, Pe(Ei) - mx(i), wherepy(E;) is the probability of having an eavesdropper at locatign Since
jamming power depends on the location of the eavesdroppgreptimally allocating jamming power to each
potential eavesdropping location, we can minimize thel jamming power across all eavesdropping locations for
a given link.

The minimum jamming power for link, over all eavesdropping locatior®s is given by the solution of the
following optimization problem:

(k
min 2 B

Py E €&

(21)
st > pr(E:) - m(i) = m,
E, €&
WhereP ( ) = ZJ ern P (z‘) is the jamming power conditioned on the eavesdropping iocak;, i.e., the
jamming power dunng the transmission of the coded messag®efine ¢, (i) as follows
Qbk(z) _ VE dsk,Ei @ al (22)
’Yskp dskka JV'EJ de,Ei
After substituting forr (i) using [20), we obtain the following optimization problem:
min P}k) (1)
P‘gk)( )E‘ eg
(23)

ik (E;)
s.t. = 7T -
Ez; L+ a@PP )

The optimization variables in this optimization problene @he jamming powers‘—’}k)(z'). The Lagrangian for the
link cost optimization problem is expressed as follows

L(PP),..., PP (&), v)

S P(k)()+y< 5 pk(-Ei) | _ﬂ>,

E.c& pet, 1+ ou(D)PY(0)
Using the Lagrange multipliers technique, it is obtaineak th
oL _ . o()pu(Ei) (24)
oP (i) (1+ 66 P ()2
and,
oL _ Z pr(Ei) . (25)
W 1+ aPP )
Using (24), we have
pe(Ei)  pR(Ei) (26)

1+ ¢1,(0) P (4) v (i)
By substituting in[(Z2b), it follows that

)
ze: V<Z5k o @7)
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and, therefore,

1 T
= (28)
Y Spen B
It is then obtained that =
1/ Pk El
mi) = om0, (29)
g ZEiegk ¢k(i3
and,
*) . 1 pe(E) pi(Es) 1
P = — . — — — - 30
PO=2 V8w 2\ a0 w 0

For a given link/, and eavesdropping probability,, we can use[(30) to compute the optimal jamming power
allocation for each coded message. Consequently, the average jamming power per messagelorliis given
by:

PR = S PP
‘gk‘ E;c&

2
11 pe(Ei)\ 1 L
o \&e\( 2 bk (7) ) |Ek| 2 bk (7)

E, €&

(31)

C. Discussion

1) Colluding EavesdroppersiVhile we considered the case of non-colluding eavesdragpene, our model can
be extended to handle colluding eavesdroppers by requeigat least of the coded messages be protected against
all eavesdroppers. L&, = {El, . ,E‘gk|} denote the set of colluding eavesdroppers. Assume thatn&ryj
By, messages are coded together for transmissien,B;, is the length of the coding block. Then, the probability
that a coded message is captured by all eavesdroppers is given[dy, .. 7x(i). Thus, the probability that at
least one message out of thig coded messages is not received by all eavesdroppers is lgyven

- (1 =)™ (32)

E, &
To satisfy the link eavesdropping constraint the following relation should be satisfied
By,
1= (I =) =m (33)
E, €&,
which yields
[T =) = /- (34)
E, €&

This constraint can be used in the optimization problen (@3fompute the optimal link cost for the case of
colluding eavesdroppers.
An interesting observation is that
lim 7(i) =1, forall E; € & - (35)

Bp—o0

That is, by increasing the length of the coding block, thé laost can be significantly reduced. The cost to be
paid is in terms of increased transmission delay.

2) End-to-End Coding:Rather than looking at individual links in isolation and mhperforming hop-by-hop
coding, we can perform coding on an end-to-end basis onliieasburce node. Then by repeatedly finding paths
that are secure against single eavesdropping per link, dbecs can securely communicate with the destination
through multiple paths. This approach is appropriate ifélae only a few potential eavesdropping locations in the
network. If the maximum number of eavesdropping locatioaislipk is m, then the running time of this approach
is m times that of the routing algorithm with single eavesdrogpliocation per link.
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IV. SECUREPATH COST

In this section, using the link cost formulation of the pmg section, we formulate the optimal cost ofigen
path IT subject to an end-to-end eavesdropping probabitityThe problem essentially is to divide across the
links forming IT so that the path cost is minimized.

A. Optimal Path Cost

Consider a given pathl. We find the optimal cost of patli by solving the optimization problerh (I1L4). Consider
link ¢ € I1, wherely, = (Sk, Dg, &, Ji). Definex;, andy; as follows:

and,

Yk = \ekr Z <z>k

Using the results obtained in the previous subsectlon,dhev\fmg relation holds:

2
Ty

Yr + P}k)

By substituting the above expressions in the optimal rgufitmmulation described i (14), the following optimizatio
problem is obtained for minimizing the coSt{II) of routeIl:

T =

min P(k) P(k)

Tttt (36)
$2

1. — k) =r.

y £§%<yk+1ﬁ“) T

The optimization variables in this optimization problene gmming powersP}k). The Lagrangian for the routing
optimization problem is expressed as follows

(P, ... P )
2

- ) o X () ).

k
et et Ykt P} )
Using the Lagrange multipliers technique, it is obtaineak th
oL 2
m =l (37)
aPJ (yr + PJ )
and, )
oL xy
o= (o) - (38)
el Yk T Pj
Using (37), we have ,
Te Tk (39)

Yk + Pﬁk) Vv

Z , (40)

By substituting in[(3B), it follows that

and, therefore,
- - . (42)
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After substitution in[(3B), the following relation for thgotimal eavesdropping probability, on link ¢, is obtained
_Tk .
>ten Ti

For a given routdl and end-to-end eavesdropping probabilitywe can us€(42) to divide between linkg, € II.
Having computedr;, the optimal power allocated to jammers on lifkis given by the following expression:

PP == wkzxz e (43)
£; €Il

T =

(42)

Using the above expression f@r(k), the cost of link¢;, € 11 is expressed as

€)= ((rshy) - o, — i) + (a1 3 ) (44)
£;ell

Consequently, the cost of secure rolitas given by:

e = 3 ((rsk) a8,y — ) + = ( 3 70)” (45)
Grell el

To this end, for a given routH between the source and destination, the optimal cokEt sdibject to the end-to-end
eavesdropping constraintis given by [45). The optimal cost is achieved by alIocatﬁ’ﬁ) andP}k) to each link
¢ € 11 using [17) and[{43), respectively. Such a power allocatidreme would result in minimum cost, while
guaranteeing that the eavesdropping constraint would tisfied. Thus, SMER is reduced to finding a path, among
all possible paths between the source and destination nifrainizes the optimal path cost (45). The following
proposition formally states this result.

Proposition 1: SMER with end-to-end eavesdropping and goodput constraartd \, respectively, is equivalent
to finding a path that minimizes the optimal path c66kl) as given by[(45).

B. Optimal Path Cost Structure
DefineC;(¢;) andCz(¢;) as follows:

C1(le) = (’Ysk ) - dS, D, — Yk
C2(£k _ Z T (46)

Then the optimal path cost (45) can be expressed as

=Y Cilly) + (ZC2 €k> : (47)

£, €11 £, €11

It is important to note that, while thé, (¢x)'s may assume negative values, the path cost structurie nig47
monotonous in the number of linkse,, if a pathll is a subset of a pathl, thenC(1I) < C(II). This is because
m < 1, and it can be shown the(tzéken a:k)z > . Yk- Consequently[(47) is minimized bysimple path.

V. SECUREMINIMUM ENERGY ROUTING

In this section, we investigate the secure minimum energging problem, where the cost of a path is given
by (48). We begin by establishing that it is NP-hard. Thenghploiting the structure of the optimal solution, we
employ dynamic programming to obtain a pseudo-polynoniiaé talgorithm that provides an exact solution. This
means that the problem is weakly NP-hard![33], thus fullyypomial time approximate schemes are possible.
Accordingly, we conclude the section by presenting a fulblypomial time e-approximation algorithm for the
problem, which takes an approximation parameter 0 and after running for time polynomial in the size of the
network and inl/e, it returns a path whose cost is at most+ ¢) times more than the optimal value.



13

A. Computational Complexity

We first show that our routing problem is NP-hard via a reducfrom the partition problem.

Theorem 1:Problem SMER is NP-hard.

Proof: We describe a polynomial time reduction of the Partitionbtem [33] to SMER. Given a set of integers
S ={ki, ko, ..., kn}, with 31" | k; = 2 - K, the Partition problem is to decide whether there is a suBsef S
such thaty ;¢ k; = K.

Given an instanceS = {ki,ks,...,k,} of the Partition problem, withy " , k; = 2 - K, we construct the
following network. The set of nodes is identical $ Fori =1 to n — 1, we interconnect nodg; to nodek;.
with two links, as follows: an “upper” link!*), to which we assigmfl(ﬁl(.“)) =2-K-k andcg(él(“)) =0, and a
“lower” link ng), to which we assigrdll(égw ) =0 andcg(éw)) = k;.

Lemma 2: The answer to the Partition problem is affirmatiffehe solution to SMER in the constructed network,
i.e., the minimum value ofd7)) of a path between nodds andk,, equals3 - K2.

Proof: A pathII between nodes; andk,, consists of a (possibly empty) set of “upper” linksand a (possibly
empty) set of “lower” linksW. Let S, andS,, be, correspondingly, the sets of indices of the linkgf/imnd in W,
ie,i €S, iff BE“) €U andi € S, iff KZ(.w) € W. Clearly,S,,US,, = S. The cost of the path, pddT), is given by:

can = Y a@)y+ Y arE)

‘& eu ‘€9 ew

(X el Y aum)’ u8)
V4

“&eu ew

2
=S @K k) >0+ (D 0+ Y k)
i€S. i€S., €S, i€S.
Consider first the cas® ;.5 ki > D ics ki Sinced s ki + ) cs. ki = 2- K, denote:) ;s ki = K+,
> ics, ki = K — 0, for someé > 0. Then, from [48), we have:

2
C(I) =2-K - (K +68) + (K—é) =3. K242
Consider now the casg,,.s ki < > ;cs. ki It follows similarly that
C(Il) =3- K2+ 6%

We conclude that the length of a path between nddeandk,, is at least3 - K2, and, furthermore, that value is

attainediff the setS can be partitioned into two subsefg andS,,, such thatziesu k; = Zz’esw k;, i.e, iff there

is a subsetS’ = S, of S such that) ", s k; = K, and the lemma follows. [ |
Since the Partition problem is NP-complete][33], the theofellows. [ |

B. Pseudo-Polynomial Time Exact Algorithm

First, scale the values of th&(¢)’s for any link ¢ in the network so that they are all integ@rset B denote an
upper-bound on the sum of tiflg(¢)’s on any simple path. A trivial bound is given By = (N — 1) - C5***, where
N is the number of nodes in the network agii** is the maximum value of2(¢) among all network links. In a
network with N nodes,Cy*** can be computed i®(N?) time via a brute-force search.

Our algorithm, termed DP-SMER, is listed below. DP-SMERdtes over all values ofy(¢), i.e, Ca(¢) =
1,2,..., B, and for each value afy(¢), it minimizes_ C;(¢). Upon return, the algorithm returns the cost of the
optimal path from source to destinationd along with the structur@l that contains the network nodes that form
the path.

Theorem 2:DP-SMER runs in time&(N?- B), whereN is the number of nodes in the network. Upon completion,
the algorithm returns an optimal solution to Problem SMER.

Proof: The first claim follows by noting that the computational cdexity is dominated by an iteration on all
valuesl,2,..., B, and for each such iteration, iterating on all pairs of nodes

“The value of 1” is determined by the precision at which we compatg/)’s.
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Algorithm 1 DP-SMER (sources, dest.d, network V).

[* path cost froms to itself is always0 */
for b=1— B do

Cs(b) =0
* initial path cost froms to any other node is infinite */
for all n; € N, n; # s do

for b=1— B do

Cz(b) = 0

for b=1— B do

* all node pairs can form a link and be neighbors */

for all n; € N do

for all n; € A do
/* update path cost via the neighboring nodes */
t = Cy(b) + C1(4i;)
if t < Cj(b —1—62(&]')) then
ILi (b + Ca(¢;5)) =i I* setn;’s parent ton; */
Cj(b+ Ca(¢;5)) =t [* update path cost */

/* include the ‘4" componentj.e., Co, in the path costs */
for b=1— B do

Cy(b) = Cy(b) + b?
* choose the best value for reaching the destination */
b* = arg mbin Ca(b)

return [Cy(b*), TL(b*)]

We turn to consider the second claim. First, it can be esfaddi, by induction on the values bf that, upon
completion of theb-th iteration of the main loop of the algorithm, for all nodes C;(b) is the length of a shortest
path with respect to the metric of tig (¢;;) values, among all paths between the souwand noden;, whose
length with respect to the metric of th&(¢;;) values is precisel)bﬁ Furthermore, it is easy to verify that the
values ofCN(b), computed at the next step of the algorithm, stand for thgtlenof the above shortest paths with
respect to the metric considered by Problem SMER.

Now, let IT* be an optimal solutioni.€., a path) to Problem SMER, and denote @Y its length with respect to
the metric considered by SMER. Furthermore, dehote >, . C2(¢i;). Itis easy to verify thatl* is a shortest
path with respect to the metric of thig(¢;;) values, among all paths between the sour@nd the destinatiod,
whose length with respect to the metric of tig¢;;) values is precisely*. Therefore, upon completion of the
above steps of the algorithm, we will ha@v(b*) = C*; moreover, sincél* is an optimal solution to SMER, it
must hold thatCy (b*) < Cn(b) for all values ofb. The theorem follows. n

C. Fully Polynomial Time-Approximation

As in the previous section, we scale the values ofdhg)’s for any link ¢ in the network so that they are all
integers and denote b an upper-bound on the sum of tlig(¢)’s on any simple path.

The above pseudo-polynomial solution indicates that SM&Rnly weakly NP-hard (seé_[33]), which enables
us to apply efficiente-optimal approximation schemes of polynomial time comiiiexsimilar to the case of the
widely investigated Restricted Shortest Path problem (R&g.g, [34] and references therein). The RSP problem
considers a network where each link has two metrics, sayt*ewsl “delay”, and some “bound” on the end-to-
end delay. Then, for a given source-destination pair, tlodlpm is to find a path of minimum cost among those

*We note that this shortest path may be non-simipg, include loops, due to the potentially negative value€df;;)’s; nonetheless, it
is a finite path, and, furthermore, the optimal path retudmedhe last step of DP-SMER is guaranteed to be simple, dugetonbnotonicity
property explained at the end of Sectfod IV.
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whose delay do not exceed the delay bound. This weakly Nérablem admits efficiend-optimal approximation
schemes of polynomial complexitg,g, [34].

We turn to specify our approximation scheme for Problem SMiyRa simple employment of any solution to
the RSP probledﬁ.First, a technical difficulty arises in applying RSP appmoation schemes to Problem SMER.
Recall that while link costs as given by {44) are non-negatiy(¢) can be negative for some links In RSP,
specifically in the approximation scheme bf[34], it is assdnthat link costs are non-negative. Nevertheless, we
show that the original network with possibly negative linkights can be safely transformede( without affecting
the identity of the solution) to an expanded network with smagative link weights, by employing the following
pre-processing step:

Algorithm 2 Expand_Network (source, network\/).

1) Add the source node to the expanded network.

2) For each nodes (u # s) in the original network, addV — 1 replicas denoted by(1),u(2),...,u(N — 1)
to the expanded network.

3) For each link/,, from nodes to nodew in the original network, add a link from nodeto nodeu(1) in the
expanded network with the same metrics as for the origim&l li

4) For each linké,, in the original network, where # s,u # d,v # s, and for eachh =1,..., N — 2, add a
link between node:(h) and nodev(h+ 1) in the expanded network with the same metrics as for theraigi
link.

5) For each link/ in the expanded network, add some (identical to all links)sbi> 0 to each link cost’; (¢)
so that the new link costs would be non-negative.

The following lemmas establish the relation between thetshbpaths in the original network and the shortest
paths in the expanded network.

Lemma 3:A path that is shortest w.r.t. the biased metfit (¢) + 6) among those that obey a bound on the
> Cy(¢) and have preciselg hops, is also shortest w.r.t. the unbiased metri@) among those that obey the same
bound on)_ Cy(¢) and have preciselj hops.

Proof: Suppose that this is not true. That is, there are phttendIl’, both obeying the bound op’ C2(¢)
and with» hops, in such a way thal’ is a shortest path with the bias ydtis shorter without the bias. Therefore,
Y e Ci(l) < perm C1(€), yetd e (C1(€)+0) > >~ e (C1(£)+6). However, the second inequality can be rewrit-
ten as:

Y enCill) +h-6 >3 Ci(€) + h - 6, which contradicts the first inequality. [

Lemma 4:A shortest path from sourceto noded(h) in the expanded network has preciséhhops.

Proof: The proof follows from the fact that theth hop on the shortest path fromto d(h) has to go from
some node(i — 1) to some node:(i) (see the network expansion procedure). [ |

Thus, to compute as-optimal solution to Problem SMER, for every bound ®dnCy(¢), we find the shortest
path withh = 1,..., N — 1 hops in the expanded network by repeatedly employing anoappation solution to
the RSP problem. For a given approximation vaiue 0, let » = ¢/3. Furthermore, lef. be the smallest integer
for which [(1 +n)] > B. Our algorithm, called-SMER, is listed below. In this algorithm:RSP refers to an
e-optimal approximation solution for the RSP problem.

In the -SMER algorithm, for each considered delay boyiitl + 1)!], N — 1 instances of the approximation
solution to the RSP problem, for the same bound, are run oaxpanded network: in each instanicewe consider
s to be the source and(h) to be the destination. Using Lemrha 4, it is straightforwasdverify that, in each
instanceh, the RSP approximation obtains a solution that satisfiegehaired delay bound with the restriction
that the path hapreciselyh hops (in both the expanded and the original network).

Therefore, per considered bound on th&¢) metric and per possible number of hops upNo- 1, we get an
e-optimal path with respect to the original metdg(¢) (of precisely that many hops). It follows from Lemnids 3
and [4, that, by comparing all solutions (for all considerediids on the’;(¢) metric and number of hops),
we will find a shortest-optimal path that corresponds to aoptimal solution to SMER. This is established next
through the following lemmas and theorem.

0ther solutions, of reduced computational complexity, barestablished, yet their structure is somewhat more comple
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Algorithm 3 e-SMER (errore, sources, dest.d, net. ).
N, = Expand_Network{, \)
for all £ € N, do
cost(l) = Cy(¢)
delay(f) = Co(¢)
for i=1— L do
delay_bound = [(1 4 n)"]
/* compute the approximatk-hop path */
forh=1— N—1do
[C(l,h),11(l,h)] = e-RSRe, s,d(h),N;)
/* compute the actual cost as per SMER metric */
G, h) = (C(Lh) — h-6) + [(1+ )2
* choose the best andh for reaching the destination */
(*,h*) = argnlliln C(1,h)

return [C(I*, h*), TI(I*, h*)]

Lemma 5:Let IT* be an optimal solution (path) to SMER. Denote ®{T*) andC(f[), the costs, per the SMER
metric, of the optimal solution and of the solution obtair®de-SMER, correspondingly. Then:

C(IT) < (1 +¢) - C(IT*) - (49)
Proof: Let | be the smallest integer such that

(Z@ ) (1+n)1)2- (50)

et~
Note that this implies that:

(1+7) (ZCQ ) (1+n)1>2- (51)

Let h be the number of hops dii*. By construction]II(, h) is ane-optimal approximation for RSP, for “costs”
C1(¢), “delays” Co(¢), “delay bound”[(1 4 7)!] and preciselyh hops. Moreover, by[(30), the paili* obeys this
bound. Therefore:

Yo 1+€ > Ci(O)+h-5, (52)
LeTI(l,h) Lell*
or, equivalently,
Yoo+ - (53)
L€TI(1,h) Lell*

Sincell(l, 1) obeys the “delay bound[(1 + )], we have:

(S ao) <(fam)” (54

CeTI(T,h)

Combining [51), [(5B) and (54), we have:
C(ﬂ) < C(H(i B))

ZEH Lell*

where the first transition is due to the way thats chosen. Since = £, for small values ot (precisely,c < 3),

(B8) implies:

A~

CI) < (1+¢)-C(IT*), (56)
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as required. |

Lemma 6: The computational complexity @SMER isO(A - 1 - log(B) - N%), whereO(A) is the computational
complexity of the employed approximation scheme for RSP.

Proof: Let M be the number of links in the original network. Each time weptay the RSP approximation
scheme, we would incur a computational complexitycafd), where A corresponds to a network witlV nodes
and M links.

For each value of = 1..., L, we call the RSP approximation as follows: once for a netweitk N nodes
and O(N) links (i.e., for the network that contains and all thew(1)’s), once for a network with roughl2N
nodes andV/ links (i.e., for the network that contains, in addition to the above,tlal «(2)’'s and links of the
form (u(1),v(2)), once for a network with roughl$N nodes an@®M links (i.e., for the network that contains, in
addition to the above, all the(3)’s and links of the form(u(2),v(3)), and so on up to, once (t{&V — 1)-th time)
for a network with roughly N — 1) N nodes and N — 2)M links. The aboveV — 1 instances (more precisely, all
but the first, which can be neglected due to smaller compleaijgregate to:

O(A-(2-1+3-2+---+N-(N-1)))

N-1
57
=0(A-) i(i+1)) =0(A-N%). ©7)
i=1
The proof follows by noting thal. = O(1 - log(B)). [ |

Theorem 3:e-SMER is ane-optimal approximation scheme of polynomial complexitg. particular, when
employing the approximation solution 6f [34] to the RSP peat, e-SMER runs inO(N°-(log log N+%)- %-log(B))
time.

Proof: The RSP scheme df [34] has computational complexit@()cN - M - (loglog N + 1/6)) for N nodes
and M links. Depending on the limit on the transmission power @he@ode, in worst-case we havé = O(N?),
i.e, all nodes may be neighbarsThe proof then follows from Lemmas 5 ahd 6. [ |

More efficient versions 0é-SMER should be possible, yet our goal has been to show thgtpolynomial time
e-approximation schemes (FPTAS) exist for the NP-hard gmmbSEMER.

D. Distributed Implementation

While it is not discussed in this paper, our routing algaerithcan be implemented in a distributed manner
following standard techniques of distance-vector routiNgte that the power allocation at the physical layer
is a local operation performed by the transmitting node afhelink based on the information from the routing
algorithm and topological information (collected, fortasce, through neighbor discovery before running the nguti
algorithm).

V1. SIMULATION RESULTS
A. Simulation Environment

We have implemented our routing algorithms in a customtisiihulator to study their performance in a variety
of network scenarios. We simulate a wireless network, inciviiodes are distributed uniformly at random in a
square of areé x 5 with node densityy = 3. We also place a number of eavesdroppers in the network \eitisity
op, as described later. We consider one eavesdropper peMiakkeep the number of eavesdroppers considerably
less than that of the legitimate nodes in order to be abletabksh secure routes as we put a limit on the maximum
transmission power of each node. Every node has a maximursntiasion power that is set in such a way that the
resulting network becomes connected (the absolute valdleeomaximum power does not affect the results). We
choose two nodes andd located at the lower left and the upper right corners of thievoek, respectively, and
find paths froms to d. We then compute the total amount of energy consumed on edhluping different routing
algorithms. The performance metric “energy savings” eferthe percentage difference between total energy used
by different algorithms with respect to the benchmark. Rotugation purposes, we set= 0.1, o = 1, Ny = 1,
vp = 0.8, andvyg = 0.6, unless otherwise specified. The numbers reported areneotdly averaging over0
simulation runs with different seeds.

"Note that, typically, the network is spardes, M < N?, hence the dependency @ is more like N°.
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B. Simulated Algorithms

In addition to DP-SMER and-SMER, we have also implemented a security-agnostic dlgaribased on
minimum energy routing as a benchmark to measure energyngsmdchieved by our algorithms. The bench-
mark algorithm, calledsecurity-agnostic shortest path routing (SASB)described below. Note that some of the
optimizations described in Sectiong] Il and| IV have beemiporated in SASP, making it a considerably efficient
benchmark (see Subsection VI-C).

Algorithm 4 SASP (source, dest.d, network V).

1) Find a shortest path in terms of transmission power beatweand d ignoring eavesdroppers. The standard
Dijkstra’s algorithm can be used for this purpose.

2) Use [42) to allocate an optimal eavesdropping probghititeach link of the computed path.

3) Use [(48) to allocate sufficient power to jammers on eack \uith respect to the allocated eavesdropping
probabilities in step (2).

C. Results and Discussion

Effect of Eavesdropper Location on Link Cost. For a fixed link between two nodes, the source transmission
power is also fixed as obtained ih {17). Thus, the cost of thke dlepends only on the jamming power which
is a function of the eavesdropper location as given[by (3. [E shows the cost of establishing a secure link
between sourcé (placed at the center) and destinatibnfor different eavesdropper locations and= 0.001. In

the figure, the color intensity at each point is proportiotmathe amount of energy required to establish the link
if the eavesdropper is placed at that point. Clearly, by soma@meuvering around an eavesdropper, a significant
reduction in energy cost can be achieved as the eavesdrbppemes almost ineffective in some locations. This
is the main idea behind this work.
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Fig. 1: Effect of eavesdropper location on link cost.

Effect of Optimal Secrecy Allocation on Path Cost. For a fixed path subject to an end-to-end secrecy requirement
m, the optimal eavesdropping probability assigned to eanthdf the path is given by (42), which in turn determines
the optimal jamming power allocated to each link of the patimg [43). Specifically, this is how power allocation

is performed in SASP in order to minimize power consumptiéhernatively, a simple heuristic is to divide
equally across the links. That is, if the path containsinks, then each link/;, is allocated sufficient jamming
power to satisfy the eavesdropping probability = 7 /h. In Fig.[2, we have depicted energy savings that can be
achieved “solely” by optimal secrecy allocation compareatiual allocation for a fixed path that is computed by
SASP. Interestingly, as the number of eavesdroppers isesear the signal propagation becomes more restricted,
optimal secrecy allocation becomes even more importahigaing energy savings of up % (47%) for a = 4

(o = 2) in the simulated network.
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Fig. 2: Energy savings achieved by optimal secrecy allooati

Non-uniform Eavesdropper Placement. To gain more insight about the behavior of different routidgorithms,

in this experiment, rather than randomly distributing ealreppers in the network, we strategically place them
close to the line that connects the source and destinatiteally, SMER and-SMER should avoid the shortest

path that crosses the network diagonally. This is indeedbteavior observed in the simulations as depicted in
Fig.[3 (‘'«’ denotes an eavesdropper). As expected, SASP blasts hghigh the eavesdroppers, while SMER,
0.1-SMER and1.0-SMER route around them resulting 8%, 86% and85% energy savings, respectively.
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Fig. 3: Snapshot of paths computed by different algorithms.

Uniform Eavesdropper Placement. In this experiment, eavesdroppers are placed in the netwoiformly at
random. As seen in Figl 4, our algorithms consistently atitpe SASP for a wide range of eavesdropper densities

and eavesdropping probabilities. In particular, energynggs of up t099% and98% (for a = 4) can be achieved
by SMER and0.1-SMER, respectively.

Effect of Network Size. Fig.[3 shows the energy savings achieved by different atyos in networks with varying
sizes. The “network dimension” refers to the length of o gif the square area that contains the network nodes.
As observed from the figure, the energy saving is an incrgdsinction of the network size. Interestingly, as the
network size increases, the effect of the propagation enmient diminishes in such a way that energy savings for
a = 2 anda = 4 converge to the same numbers as opposed to the previousisseAa the network size increases
so does the average length of the path (in terms of the nunibfeops) between the source and destination nodes.
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Fig. 4: Energy savings with uniform eavesdropper placement

Those paths that are longer provide more opportunities fiergy savings on each link of the path resulting in
increased overall energy savings. This effect works in faafon = 2 as well asa = 4. However, given the high

values of energy savings far = 4 (due to longer paths compared do= 2), the effect of longer paths is more
prominent fora = 2.
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Fig. 5: Effect of network size on energy savings.

Effect of Jamming Set. The cardinality of the jamming set affects the power allmratto jammers. In this

experiment, we change the number of jammers that parteijpasecure transmissions on each link and compute
the energy savings achieved by different algorithms. andBb(B), respectively, show the energy savings
achieved for non-unform and uniform placement of eavegukop Interestingly, in these scenarios, a small number

of jammers, namely, is sufficient to obtain most of the benefits of cooperativarjang, which should greatly
simplify any practical implementation.

VIl. RELATED WORK
A survey of prior work is presented in this section.

Secure Routing in Multi-hop Networks. While there are numerous works on secure routing in wiratessorks
(see,e.g, [35] and references therein), their focus is on preventiajcious attacks that disrupt the operation of
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Fig. 6: Effect of the jamming set on energy savings.

the routing protocol using application level mechanismshsas authentication and cryptography. The focus of this
paper, on the other hand, is on secure transmission of messé the most cost-effective paths in the network,
which is orthogonal to the secure routing problem considiénethe existing literature.

Wireless Physical Layer Security. The idea behind physical layer security is to exploit therabteristics of
the wireless channel such as fading to provide secure wgaetemmunications. The foundations of information
theoretic security, which is the theoretical basis for ptglslayer security, were laid by Wyner and others [4]—[6]
based on Shannon’s notion of perfect secrécy [3]. In thesidabwiretap model of Wyner, to achieve a strictly
positive secrecy rate, the legitimate user should have salwentage over the eavesdropper in terms of SNR. Later,
Maurer [7] proved that even when a legitimate user has a wohs@nel than an eavesdropper, it is possible to
have secure communication. While some physical layer ggdechniques allow for opportunistic exploitation of
the space/time/user diversity for secret communicatidis[B], others actively manipulate the wireless channel
to block eavesdroppers by employing techniques such aspteulintennas [21] and jamming_[10], [12]. While
some of these techniques have been successfully implethenfgactical systems [22], physical layer security is
focused on very special network topologiesy, single-hop networks. In this work, we have developed dtigars

to extend these techniques to multi-hop networks.

Scaling Laws in Large Secure Networks. Motivated by [36], recently, throughput scaling versususitg tradeoffs
have been investigated in the context of large wireless ovsv[13], [17]-[19]. Specifically, for cooperative
jamming when the eavesdroppers are uniformly distributeehas shown that if the number of eavesdroppers
grows sub-linearly with respect to the number of legitimabeles, a positive throughput for secure communication
is achievable[[13].

Security Based on Network Topology. When there is sufficient path diversity in a network, diffgremessages can
be routed over different parts of the network in the hope @émeavesdropper would be incapable of capturing all
messages from across the network. To exploit network diyes security, various technigues based on multi-path
routing [37], [38] and network coding [39],_[40] have beewestigated. While such techniques are suitable for
wired networks, their application in wireless networks lmklenging due to lack of path diversity at the source or
destination of a communication session. Moreover, thexreansiderable complications when splitting a flow among
several paths, in particular, at the granularity of a sirsglesion. Moreover, network topology, in wireless netwprks
is a function of power allocation at the physical-layer amdpagation environmeng.g, fading. Nevertheless, our
approach is complimentary to these techniques, by prayidirmechanism to find a minimum cost path that is
information-theoretically secure, regardless of the nekwdiversity.
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VIIl. CONCLUSION

This paper studied the problem of secure minimum energyngun wireless networks. It was shown that while
the problem is NP-hard, it admits exact pseudo-polynomidlfally polynomial timee-approximation algorithmic
solutions. Furthermore, using simulations, we showeddbatlgorithms significantly outperform security-agnosti
algorithms based on minimum energy routing. Finally, weentitat our work can be potentially extended to
incorporate other secrecy models. Such extensions aréoteftiture work.
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