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Abstract

Effects of Prolonged Media Usage and Long-term Planning on Archival Systems

by

Preeti Gupta

In archival systems, storage media are often replaced much earlier than their expected service

life in exchange for other benefits of new media, such as higher capacity, bandwidth, and I/O

operations per second, or lower costs. In an era of decreasing media density growth rates,

retiring media early by considering only short-term benefits while discarding potential long-

term cost benefits could have a negative long-term impact on an archival system’s economics.

To extend an archival system’s life, at low cost, while limiting performance degradation, we

suggest extending media lifetime past manufacturer recommendations as well as increasing

the horizon for planning and provisioning future media purchases.

We present a cost-benefit analysis of the impact of prolonged media usage and long-

term planning. Through Monte Carlo simulation, we simulate the behavior of an archival

system using tapes, hard disk drives (HDDs), solid state devices (SSDs), and Blu-ray discs.

We show that leaving older media in the archival system makes economic sense for SSDs

without significantly affecting reliability; we show cost improvements of approximately 10%

for SSDs for a low annual media density growth rate, such as 5%, which would have been a

loss of 35%, for a high annual media density rate, such as 20%. We show that, for SSDs and

hard disks, the optimal planning time of an archival system is at least as long as the media

service life. Combining prolonged media usage with an extended planning horizon reduced

costs by 15% for a system using SSDs.
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Chapter 1

Introduction

In our current “big data” environment, data is growing by almost 60% per year [23].

The community is finding new incentives, such as longitudinal studies and compliance, to

retain data indefinitely and realizing the value that can be extracted from the archived data.

However, organizations find it extremely hard to finance storing this data in an efficient

way [23], particularly due to regular expenses incurred on maintenance. Maintenance costs

include the costs of replacing failed devices, integrity checking, purchasing new media, labor,

and other data center costs. These difficulties, in addition to various uncertainties involved

with long-term financial calculations, such as unpredictable media density growth rates,

media failure, interruptions in the supply chain, and interest rate fluctuations, lead system

designers to look for short-term benefits. Real life examples of archives with extended media

retention policies or long term planning horizons are rare. This work focuses on exploring

the economic and performance impact of long-term planning and prolonged media usage.

An accurate model of storage costs is essential when planning for the long-term

survival of data. As devices, workloads, and data center conditions, shift over time, the

model must coarsely predict these changes to determine the initial and ongoing costs of

the system. In this paper, we use a Monte Carlo model to project the cost of a realistic

archival system that includes a replication and failure model and stores a fixed size data

set of 1PB. We show the effect of varying the planning horizon and prolonged media usage

on cost, bandwidth, energy consumption, and the reliability of the system. We considered

SSD, hard disk, Blu-ray, and tape to evaluate the effect of extending the planning horizon

for all media primarily used or suggested for archival purposes.
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Storage costs are approximately one third of the total system’s cost [41, 46], and

they are going to be more important in the future as the annual media density growth rate

(Kryder’s rate, or Kr) continues to decrease [31, 46]. In times of highly increasing media

density growth, it was cost-effective to replace media before the manufacturer-supplied end-

of-life, and not much thought was given to the planning duration or using media for an

extended period of time. However, as media reach their technical limits, and media density

growth slows down, or stops [31, 46], the total costs of preservation would increase further.

Given the low cost or capacity benefit new media will give, and the high value of replaced

media being discarded, frequent media replacement may not be cost-effective. There is a

need to revisit the existing approach for media retirement and selection.

Though new devices are almost always more efficient in an important dimension,

we argue that there may be some economic advantage in leaving older devices in the system.

As media is used past the point of maximal durability and planning horizons are extended,

device reliability will decrease. However, decreased system reliability may be an acceptable

trade-off for a lower total cost or greater risk tolerance in our economic model. For this

work, we expand the traditional definition of data loss beyond technical failures to include

the loss of availability that results when it is no longer economically viable for a system to

maintain the data. There have been several instances of archives closing [5,19,25], or storage

providers changing the storage pricing model in response to unforeseen conditions [62].

Storage media typically has a manufacturer-recommended service life. Consumer

disks and SSDs average five years. They can typically last longer, but they are not guar-

anteed to do so. These numbers are unsurprisingly conservative; decades after their intro-

duction, the manufacturer-suggested-service-life of hard disks, tapes, and optical disks has

remained constant. Prolonged media usage means using media beyond their manufacturer-

recommended service life.

The planning horizon represents the time across which total costs of maintaining

the archival system (including purchase, operational, and maintenance costs) are calcu-

lated [24]. Selection of the planning horizon is important, because it is the width of the

window through which the economic performance of alternatives should be considered. In

storage, a short planning horizon means considering a device’s value for a short period of

time; its leftover value is considered as residual value for the planning horizon. Consid-

ering short-term costs, or a short planning horizon, is a low risk situation, due to fewer
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Figure 1.1: Example to show the effect of the planning horizon. D is the new device, while A, B,

and C are old devices. Depending on the cost-per-byte over the planning horizon, the old device

may or may not get replaced by the new device. If the devices are SSDs, all A, B, and C would be

replaced by D for H (the decision would be different for H′ and H′′), given the high residual value a

new device would give to the system (discussed in more detail in Section 3.0.6).

uncertainties involved but could possibly lower the long-term benefits.

Not much attention has been paid to researching planning horizons in archival sys-

tems, because premature media replacement was traditionally thought to be cost-effective.

Figure 1.1 shows a minimal example of the functionality of horizon. A planning horizon

is widely used in many industries, such as manufacturing, finance, and insurance [24]. For

example, in the wealth management industry, retirees operate at sub-annual planning hori-

zons, whereas a planning horizon of five years makes sense for a younger person who is more
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likely to be looking for long-term capital gains and open to taking more risks.

Obtaining maximal value from the storage media is important for archival systems

because of various hardships they face, such as limited funds. Previously, media densities

were low, and transferring data from one device to another device did not cost much. Today,

media densities are high, transferring data from one media to another incurs heavy costs,

media density growth is slowing down, and archival media is getting popular. In such envi-

ronments, it makes sense to consider the options of long-term media usage. Our argument

is based upon the assumption that archival media will have a long service life, and that such

media can be used in archival systems for a long period of time, without much impact on

reliability. Anderson had suggested that designing archival hard disks having long service

life is technically feasible [6] but increases manufacturing cost.

Using our model, we show that it is cost-effective to use SSDs beyond their sug-

gested service life without significantly affecting reliability, power consumption, and band-

width. We observed cost improvements of up to 10% with media life extensions of up to five

years for SSDs for a low annual media density growth rate, such as 5%, which would have

been a loss of 35% for a high annual media density growth rate, such as 20%.

Extending media service life also resulted in a 10× improvement in system band-

width without increasing costs, which is highly required for active archives. Extended plan-

ning horizons were cost-effective for SSDs, saving almost 6% on total costs, which would

have resulted in 9% higher costs for a 20% annual media density growth rate. For hard

drives, we saw an almost 4% drop in total costs with extended planning horizons. Com-

bining extended media life with long-term planning helped save 15% for SSDs with a five

year service life extension. For Blu-ray and tape, we did not see significant cost benefits by

planning long-term or extending media service life.

The contributions of this work are fourfold:

• We present an argument for extending media usage and the planning horizon in archival

systems.

• We show that prolonged media usage for SSDs could help to minimize the costs while

significantly improving bandwidth, with no significant effects on the system’s reliabil-

ity.

• We show that extended usage of hard disks, Blu-ray, and tape does not help the
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archival system economically.

• We show that the optimal planning horizon for SSDs and hard disks is at least as long

as the media service life.

The rest of the document is structured as follows. In Section 2, we discuss the

background and related work. Section 3 talks about the methodology. Section 4 shows

the default parameters for archival systems, devices, and media readers and writers, and

experiments we did to support our hypothesis. Sections 5, 6, and 7 provide discussion,

future work, and conclusion, respectively.
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Chapter 2

Background and Related Work

This section provides necessary background and discusses related work.

2.0.1 Cost Modeling

A substantial amount of work has been done exploring cost models for digital

preservation. CMDP [32], Chapman [20], LIFE (Life Cycle Information for e-Literature) [59,

60], the Prestoprime Project [4], KRDS (Keeping Research Data Safe project) [13], TCP [2],

and ENSURE [63] are some of the efforts to model long-term costs. These projects primarily

focus on abstract cost models for digital preservation that do not consider storage costs or

take into account the overhead of ingestion and migration.

Li provided a cost model and hybrid storage system (HDD and SSD) to study

different workloads and evaluate their costs and performance on their storage system [35].

They did so with one SSD and one HDD device; though they said the system can be made

to use more devices. They did not consider a planning horizon or using media beyond their

service life.

2.0.2 System Failure Modeling

Schroeder et al. [48], Backblaze [9], and Pinheiro et al. [44], document annual fail-

ure rates of up to 11−16% by the sixth year of a hard disk’s life. Anderson et al. [7] showed

that the longer the hard disk is running, the higher its annual failure rate. Archival systems
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need to be rescanned frequently to replace expired/failed media, decide whether devices are

cost efficient or should be replaced with new devices, and perform data scrubbing. A study

by Seagate [7] showed that hard drives can be engineered for an extended service life with

small incremental costs.

For SSDs, since the damage is proportional to the number of reads and writes, the

service life should be longer in archival system settings [?,21]. Disk manufacturers typically

warrant enterprise hard drives for a 5-year service life [1,50,52,58]. Unlike HDDs, the failure

rate of SSDs remains fairly constant as they age [28, 33, 37], the bits on the platters persist

for much longer [61], and they can be used for an extended period of time [12,29].

A recent Facebook study [40] showed that SSDs using flash memory do not degrade

monotonically as flash wears but go through several distinct periods, depending on when

failures emerge and are detected, and the effect of read disturbance is not the predominant

source of errors in SSDs. This study was done on the use of SSDs for hot data, which lends

support to our claim that extending service life of SSDs should be cost efficient in an archival

setting. Schroeder et al. [49] showed that SSDs’ raw bit error rate grow at a much slower

rate with wear out than the commonly assumed exponential rate, and as compared to hard

drives. SSDs have much lower replacement rate in the field, however; they have a high rate

of uncorrectable errors, requiring replication for data protection.

A study by Seagate [7] showed that engineering drives for an extended service life

would impose small incremental costs but that the market would not bear those costs. Before

2010, 5-year-old drives consumed too much space and power to be economically viable, and

would thus be replaced even if their service life had not expired. Thus, the service life is

an economic rather than technical parameter. Moreover, even when designing more robust

hardware aimed at the archival market, manufacturers are hesitant to guarantee longevity.

For instance, Seagate’s ST8000AS0002 [50] is designed for extended archival but carries only

a 3-year warranty.

Hard disks and SSDs with a ten year service life are not available today, and some

even argue that it is hard, if not impossible, to extend life of hard disks and solid state devices

economically beyond five years [7, 12]. However, given the media density growth slowdown

and the effort extended in the direction of designing archival media, it is important to explore

the effect that keeping old media could have on the archival system.
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2.0.3 The Planning Horizon

In the context of archival systems, the planning horizon represents the period we

consider while choosing whether to replace an old device. The costs of supporting the

archival system are calculated only over that duration. For example, consider a device with

purchase cost p, annual operational costs of c, and a service life of y years. If the planning

horizon of the archival system is h years, and h ≤ y, the residual value of the device is

((y − h)/y) × p. If we set r as the discount rate 1 of future expenditures, the operational

cost discounted over k years for this device is c/((1 + r)k). Combining these concepts, we

can derive the cost of buying and keeping a device over the planning horizon (Equation 2.1).

p+

h−1∑
k=0

c

(1 + r)k
− (y − h)

y
× p× 1

(1 + r)(y−h)
(2.1)

For horizons greater than a device’s service life, the device’s repurchase cost needs

to be considered as well. The leftover value of a device represents the value it leaves the

system with, at the end of the planning horizon. The longer the planning horizon the

riskier it is in business calculations due to the presence of multiple uncertainties, such as

interest rate fluctuations and interruptions in supply chain. For these reasons, short planning

horizons are preferred. Our work focuses on presenting the concept of a planning horizon in

storage environments, discussing the need of extending it, implementing the methodology,

and exploring the economic and performance effects of planning horizons in addition with

prolonged media usage in a realistic environment.

1The discount rate is an economic measure of the amount of interest paid as a percentage of balance at
the end of an annual period. Including discount rate in our calculations accounts for future fluctuations in
monetary value.
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Chapter 3

Methodology and Terminology

We built a Monte Carlo model to estimate the financial trade-offs in disk purchase

and replacement in a fixed size storage system. The model tracks the money spent on

devices using the selected initial state for each run. Inputs to the model are the amount

of the data to be preserved, the duration of the preservation, the desired replication level,

the planning horizon, the extension period of device service life in the model, media and

drive characteristics, if required, annual discount rate, and the cost of power. The model

outputs statistics of the archival system built, such as the total number of devices, total cost,

bandwidth, power consumption, reliability, failed devices per year, and replaced devices. We

explored the effect of media life extension and extending the planning horizon on the cost,

energy consumption, bandwidth, and the reliability of the system.

3.0.4 System Design

The archival system maintains an inventory of all devices holding data. Device

groups of identical devices are purchased annually and added to the inventory to meet

the storage demand. Each year, the inventory is revisited to check the cost-effectiveness

of existing devices. We are considering an archival system with homogeneous media (one

media type per simulation) for this work. In the future, we plan to consider heterogeneous

systems as well.

If a device has failed, a replacement device is purchased immediately, and data is

rebuilt from other devices in the device group. Data read costs are paid for the devices being
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read for this operation and writing cost for the replacement device. In the unlikely case that

the number of overlapping failure events in a device group exceeds the replication level, the

data cannot be rebuilt and is lost, and the device group is retired. If a device has expired,

it gets replaced, and the data is transferred to new device. Reading (to get the data out)

and writing costs (to wipe the data) are paid for the expired device, and writing costs are

paid for the new device.

As device groups decrease in size from attrition, they are merged to give more

protection against device failures, and read and write costs are paid for each device involved

in this operation. If after merging the number of devices in a device group falls below the

minimum system replication level, device groups are re-arranged until the replication level

is met, and data is re-balanced amongst the devices in the device group. Writing costs are

paid for the devices updated in the operation. Consolidating data on denser devices may

cause an imbalance where throughput requirements are not met any longer, and future work

in this area should investigate the tradeoff between reliability and system bandwidth.

For all media in the model, areal density increases by a function of the annual media

density growth rate (Kryder’s rate, or Kr) each year. Disk and optical-media bandwidth

grows by the square root of Kr each year [26]. For SSDs and tapes, bandwidth grows

linearly with Kr [26]. For non-linear bandwidth improvement, our future-work would need

to consider it in our cost model. Once purchased, a device takes a specific capacity and

bandwidth. Kr is constant for one run. We did not use varying Kr to explore the effect of

different policies on individual Kr.

3.0.5 Cost Model

The capital cost of a device (CC) represents the device purchase cost. Operating

costs (OC) represent the cost of operating the device/drive, including cooling, power, and

physical space. Data refresh costs (DR) represent the cost of migrating the data, and are

calculated by the capacity, bandwidth, and power consumption at maximum throughput.

The total cost of ownership of a device (TCO) represents the capital cost plus its operating

cost over the service-life plus the cost to move data onto the device, shown in Equation 3.1.

TCO for drives represents capital costs and operational costs over the service-life. Move

out costs of a device are paid at the time of its retirement, while move in costs are paid

10



at the time of purchase. To calculate migration costs for removable media such as tapes or

optical disks, the power consumption and bandwidth of their drives is used. To calculate

read/write costs, the active power of the devices/drives, mentioned in 4.2, is used. For the

rest of the year when device/drive was not being used for reading or writing, the idle power

of the device/drive is used to calculate the operational cost.

TCO = CC +OC +DR (3.1)

The annual cost of maintaining the archival system is obtained by adding the

expenditure made on maintaining the devices and drives (purchase, operational, and data

refresh costs). Annual costs for all the years are added, after discounting them to the present,

to give the estimate of the cost of preserving the data for 100 years. This estimate could be

used for comparisons between different operational and policy decisions that could be taken

for data preservation.

3.0.6 Device Replacement and Planning Horizons

Figure 3.1: The device selection policy. The costs of following pOld and pNew are calculated using

this logic. The cost of each device is divided by the weighted average of the capacities of devices

purchased on each path to give cost-per-byte.
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Figure 3.1 shows the device selection policy. OpCost(A) represents operational

costs of a device A calculated over the planning horizon or its service life, whichever is

smaller. MigCost(A) represents the cost to migrate the data from device A. LeftOver(A)

is the leftover value of A beyond the planning horizon. Leftover value is a credit for the

archival system, since it shows the value the device can give to the system if used for the

entirety of its lifetime. AcqCost(A) is the acquisition cost of A. It includes purchase cost

and the cost to move the data onto A. If the path of getting a new device has more leftover

value, meaning it would give more value to the system, it could be cost-effective to take

the path of getting a new device over keeping the old device. A new device that has higher

up front cost, but low cost-per-byte in the long-term should replace the old device. If the

old device or the new device does not meet the horizon and needs to be repurchased, move

out/move in costs need to be paid.

For example, consider A, purchased for $100 two years ago. A has an annual

operational cost of $20, migration cost $10, and a service life of five years. Lets say the

planning horizon of the system is five years. The cost of supporting the system for the next

five years with A, option of keeping the old device pOld, would be 20× 3+ 110+ 10+ 20×
2 − 100 × 3

5 = 160 where the first 20 × 3 accounts for operational costs paid for A for its

remaining life (three years), 110 is the acquisition cost of new device B, 10 is the cost to

move data out of A, 20 × 2 is the operational cost of B over its used life (two years), and

100× 3
5 is the residual value of B. The cost of getting new device C to support the next five

years, pNew, would be 100 + 20 × 5 = 200. In this case, it was cost-effective to let A run

for the rest of its life.horizon functionality.

If the old device is found to be less cost-effective than a new device, the old device

gets replaced, and the appropriate migration costs are paid. In addition to replacement

decisions, choosing an appropriate planning horizon is important to foreseeing the long-

term impact of the media choices made at the time of purchase. The planning horizon is,

in essence, the window across which the impact of these choices is evaluated. Each year,

when evaluating if old devices justify their costs over the planning horizon H, the cost of two

paths, keeping the existing device, pOld, and getting the new device, pNew, is calculated over

the duration of the planning horizon or the old device’s leftover life, whichever is smaller.

The frequency that a system is re-evaluated will depend on pace of significant change in

device capabilities as well as the fluidity of the endowment. For our model, we assume

12



constant growth rates and evaluate the cost-effectiveness of the system annually. If the

planning horizon exceeds device life, the current most cost-effective device is purchased to

provide the coverage until the end of the planning horizon. The new device is considered

cost-effective over the old device if the cost-per-byte calculated for pNew, accounting for

acquisition, migration, operational costs, and leftover value, is lower than the cost per byte

for the old device.

3.0.7 Prolonged media usage

Drives, usually, are covered by the manufacturer for the period shorter of their

warranted service life and the period elapsed in writing the maximum data allowed [?]. We

hypothesize that using media beyond its service life may be cost-effective over the long-term

in archival systems, without compromising on performance.

We chose to test hard disk, tape, and Blu-ray characteristics against this hypoth-

esis, since they are the primary archival storage media as of today. We also tested SSD

characteristics since it had been shown that flash may be suitable for archival storage over

time while keeping the costs comparable to traditional disk archives [31]; also there is in-

creasing interest in designing flash to be used for archival purposes [21] and industry is

looking at incorporating flash in their archival storage systems [26,55].

Since the devices in our model are run past their warranted service life, failure

rates are expected to increase. However, our goal was to explore the trade-off between

survivability and reliability. The reliability of HDD, tape, and Blu-ray decrease steeply

over time, and we expected that extending the service life for these media would not be

cost-effective [27, 34, 48]. SSD have been shown to have high reliability [28, 33], and so we

expected to see significant benefits by extending their life in archival systems.
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Chapter 4

Experiments

We are simulating the cost of keeping 1PB of data in the archival system for 100

years. The period of 100 years is chosen to simulate long-term preservation. 1PB is used

to ensure that the archive is big enough that, at the end, it is not on a single drive. All

the future costs are discounted by a 3% annual discount rate to consider the inflation in the

future. Tables 4.1 and 4.2 show the settings used for the test archival system and media.

At least fifty simulations were run per configuration, at which point we found that further

experiments did not significantly alter our results. We tried up to 150 runs. The error bars

in graphs in Section 4.1 represent one standard deviation.

4.0.8 Media Characteristics

Though the model framework we propose in Section 3 can be applied to arbitrary

device characteristics, and devices will of course change over time, we seed our simulation

with current parameters for a variety of device types. There are two benefits to this. First,

it provides a framework for understanding the current storage landscape with regards to

archives. Second, and more importantly, it allows us to suggest a path for future hardware

development to better design for efficient long-term data archiving.

Default values for hard disk have been taken from the Seagate Constellation

ES.3 and SSD defaults are from the Samsung 840 Evo 1TB. Blu-ray defaults are for the

Memorex BD-R with the capacities of archival disks [22] and read with the LG UH12NS30

Super Multi Blue drive. Our example tape media is based on the IBM LTO6 Ultrium read
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with the IBM LTO Ultrium 6 Full High Tape Drive. All values are current as of early

2016.

Hard disk failure rates, in the model, follow a Weibull distribution, or “bathtub

curve” [48]. We assume a constant annual media failure rate of 0.1% for SSDs [33]. Due to

limited data on media failure rates for tape and Blu-ray, we assumed a linearly increasing

media fail rate [27,34]. Annual media fail-rates are shown in Figure 4.1.

Table 4.1: Archival system settings

Duration 100 years Storage demand 1PB

Tapes per reader 10 Blu-ray per reader 100

Kr 5% (unless specified otherwise) Replication level 2

Table 4.2: Initial media settings

Media Disk SSD Tape Blu-ray

Purchase Cost $100 $619 $42 $10

Capacity per device (TB) 4 1 6.25 0.300

Idle power (W) 7 .31 0 0

Power required when active (W) 9.45 3.5 0 0

Read bandwidth (MB/s) 186 540 0 0

Data center cost ($/month) 1.40 0.70 0.40 0.05

Cooling power (W) 10 0.5 0 0

Service life (years) 5 5 30 15

For hard disks and flash, we experimented with a five year service life. The Blu-ray

service life is set at fifteen years. The Blu-ray reader and the tape reader service life is set at

five years. Tape service life is set at thirty years. Hard disk and SSD’s power consumption

have been taken from benchmarks [56,57].

4.0.9 Data Center Costs

Data center costs, in the model, represent the costs of computer room floor space.

We are not considering networking and labor costs separately in this work, but we account

for them in the cost of computer room floor space. Power, space, and cooling cost are

considered to be constant for the entire duration of the simulation for all media. There will

be variations in the power and space costs over 100 years, in reality, and that would affect
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Figure 4.1: Annual failure rates for hard disks (Weibull distribution) increase up to 20% by the

end of their 10th year. For tape and Blu-ray, failure rates increase linearly and for SSD, we assumed

constant failure rates following the usage patterns in long-term preservation systems. Hard disk

failure rates are much higher than those for SSD, tape, and Blu-ray.

the output of the model. As we exhaust non-renewable power sources, energy will be more

expensive over time. This means that our model is a worst case: in reality, SSDs and other

lower power devices will be even more critical.

Each tape library takes approximately ten square feet of computer room space [36].

Each disk rack takes approximately seven square feet. if computer room space is billed at a

modest rate of $20 per square foot per month, and there are 500 tapes per library, one tape

thus takes approximately $0.40 per month worth of computer room space. Assuming each

disk rack hosts 100 disk drives, each disk drive costs approximately $1.40 per month [36].

There is limited data on the data center costs of Blu-ray and SSDs. Blu-ray is a low

density medium, and requires library and external readers in data center environments [18].

Keeping in mind the demands of long-term preservation, we assumed the existence of one

Blu-ray reader per 100 Blu-ray disks, and that one library can host up to 40 Blu-ray drives.

Assuming that a Blu-ray library takes ten square feet of space, the same as a tape

library, each Blu-ray disk takes approximately $0.05 per month worth of computer room

space. Due to the small size of SSDs compared to hard disks, we assumed that one SSD

takes half of a disk’s data center cost worth of computer room space, which is $0.70 per

month. We purchase one tape drive per 10 tapes. The model does not account for tape and
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Figure 4.2: Prolonged media usage helps keep costs low for both SSDs and hard disks, however,

for SSDs, the impact is more (up to 10%) for low Kryder rates, such as 5%. Notice that, extending

media usage, in the event of high Kryder rates, such as 20%, would have resulted in a cost increase,

up to 35%, due to the system having a high number of low capacity drives rather than a low number

of high capacity drives. Running hard disks beyond their service life resulted in a 7% cost savings

over the duration of the simulation due to their high failure rates. For tape and Blu-ray, we did not

notice any cost benefits by using them beyond their suggested service lives likely because most of

their expense come from readers and libraries.

Blu-ray libraries.

4.1 Results

We ran a series of experiments to test the hypotheses that extending media service

life or adjusting the planning horizon could reduce the cost of long-term archival storage.

BR represents Blu-ray in the graphs.
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4.1.1 Service Life

Prolonging media service lives leads to a system having relatively more low capacity

devices. At the same time, Kr is increasing, so late replacement brings higher capacity

devices than they would have had in case of early replacement and hence the cost goes

down. In case of slow Kr growth, such as 5%, late replacement is cost-effective, but if the

annual media density growth is high, such as 20%, early replacement would be cost-effective.

(a) (b)

Figure 4.3: Due to prolonged media usage, a high number of older devices stay longer in the

system, increasing power consumption and system bandwidth. For hard drives, high media failure

rates cause devices to be replaced earlier, but for SSDs, due to their low failure rates, a high number

of low capacity devices stay in the system for long, increasing the power consumption and supported

bandwidth. Also, as period of extension increases, old media is replaced by higher density and high

bandwidth devices than they would have if replaced early, hence even though there will be fewer

devices in the system. We see almost a 10× growth in the system bandwidth for SSDs for both 5%

and 20% annual density growth rates.

Cost

Extending media service life, as shown in Figure 4.2, helps keep the cost down

for both SSDs and hard disks. This change is more prominent for SSDs because they

are expensive, have low operational cost, high bandwidth, and low failure rates. We see

approximately a 10% cost reduction, close to $500, 000 for a system having 1PB data, for

SSDs, in the event of 5% density growth rates. For systems, storing a larger amount of data,

the savings would increase. For hard disks, the failure rate increases up to 20% by the tenth
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year of their life leading to a high number of failures, and eventually more expenditure due

to a higher number of purchases. Also, their operational costs are significant. Hence, we

noticed a 7% improvement in total costs for hard disks. For tape and Blu-ray, media failure

rates are high and media service life is high, and the dominating costs are due to drives and

libraries’ capital and operational costs. We do not see any benefit in using them beyond

their suggested service life.

Reliability

We did not see any measurable drop in reliability due to prolonged usage of media.

We maintain (8, 2) parity in the system which sufficiently counters our extrapolated annual

media failure rates with a capacity overhead of 20%. We check for failures on a monthly basis

in our system, which might be appropriate for an archival system given the large amount

of data they hold, and the financial crunch they are in. Checking failures more often would

increase costs though it might catch media failures early.

Energy Consumption and Bandwidth

Extending device service life leads to both an increased proportion of older, less

energy efficient devices in the system, as well as a constant stream of new devices as these

lower reliability devices fail. For SSDs, using media beyond its service life, for both high

Kr, such as 20% and a low Kr, such as 5%, increase the system’s energy consumption (as

shown in Figure 4.3a), because keeping a high number of old low capacity devices increases

the energy consumption. For hard disks, due to failure, old media gets replaced earlier than

the period of extension and hence does not affect the energy consumption. For tape and

Blu-ray, since all the energy consumption comes from drives and libraries, we do not see a

change in the energy consumption as media is used past their suggested service life.

As shown in Figure 4.3b, keeping a high number of old devices in the system would

affect the system’s bandwidth positively, since the old devices would get replaced by higher

density devices than they would have if they were replaced early. For SSDs, bandwidth

improves markedly in periods of rapid improvement in device manufacturing, pegged here

to Kryder’s rate. Notice that for SSDs, bandwidth grows linearly with density growth, while

for hard disks, it is the square root of the density growth [26]. Also, if disks are denser, we
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need fewer of them, so overall bandwidth is lower.

Figure 4.4: For SSDs, choosing the optimal planning horizon results in cost as much as 6% lower

for Kr=5%, which would have resulted in 9% higher costs for Kr=20%. For hard disks, the savings

are not as significant as of SSDs, but it helps save almost 4% on the total costs. For tape and Blu-

ray, the majority of the costs come from media readers, hence, we do not see the planning horizon

affecting the total cost much.

4.1.2 Lengthening Planning Horizon

We calculate the cost of supporting the archival system, comparing old devices

with their newer equivalents over the planning horizon. If the old device is found to be

less cost-effective than a new device over the planning horizon, the old device gets replaced.

A shorter planning horizon represents a low risk situation, since only short-term costs are

considered. We found that the planning horizon has a strong effect on the cost of archival

systems, especially in the time of low media density growth. This effect is significant for

systems using SSDs, due to their high CAPEX, high reliability, and low OPEX, improving

costs by as much as 6%, close to $300, 000 for 1PB, but not so much for hard disks, tapes,

and Blu-ray. Long planning horizons add uncertainty to the cost-calculations, but also lead

to better global outcomes.
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Cost

Historically, when devices improved quickly, new devices were so much cheaper to

run that it was worth buying new devices to save on operating costs. Figure 4.4 shows,

however, that over time this decision will not be cost-effective as the marginal improvement

decreases for both hard disks and SSDs, planning for any shorter than the media service life

results in higher total costs. In particular, as shown in Figure 4.5, archival systems designed

with short planning horizons had a high number of premature replacements. For tapes,

the service life is 30 years, and the purchase costs are low. Extending planning horizons

increased consideration of new tapes due to lower costs over a long period of time, and hence

the replacements.

In the archival system with short planning horizons, only short-term costs are

considered, and the long-term benefits of keeping the device are ignored. However, when

considering long-term costs, we see that using the current device for its service life and

Figure 4.5: Cumulative percentage of total devices replaced early in the system for the entire

duration of 100 years. Number of devices replaced early decrease as the planning horizon is increased

forcing devices to be used for a long time. Devices are retired, if not prematurely replaced, at the

end of their service life. In the times of low media density growth rates, early replacement results

in increased costs without getting much capacity benefit.
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buying another device later might be more cost-effective than retiring the current device

and getting the new device right away because we would get a longer archival life covered

in the first case at a low cost. For SSDs, we see an almost 6% improvement in cost, for

Kr = 5%, as shown in Figure 4.4, though in the event of high Kr extending planning

horizons would have resulted in 9% extra costs.

For the removable device types we modeled, media is cheap, and the major con-

tribution to the cost came from external factors such as the readers required to maintain

the data. We model one Blu-ray drive per 100 Blu-ray disks in the system, and the Blu-ray

drive annual fail rate is kept at 5%. As media gets denser over time, new readers would

be required for better density even if the old ones do not fail. Tape readers can typically

only support three generations of media before format obsolescence causes them to need

replacing. Although the device replacement is minimal for a long planning horizon for both

tape and Blu-ray, as shown in Figure 4.5, we do not see much change in the costs, as shown

in Figure 4.4.

(a) (b)

Figure 4.6: As devices are used for a longer period of time, the power consumption of the archival

system increases, since the system will have more devices of low capacity. This effect is greater for

hard disks, since they consume three times more power than SSDs (Devices are retired at the end

of their manufacture-recommended service life, hence the increase is most from a two to five year

horizon). For tape and Blu-ray, all power is consumed by the media library and drives. Changing

the planning horizon does not affect power consumption for them, since the drives and libraries are

not replaced early due to a short planning horizon.
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Reliability

For longer planning horizons, many devices remain in the system for the entirety

of their expected service lives, increasing the number of failures. However, as devices fail,

they are replaced with higher capacity devices, reducing the total number of devices, and

so offsetting much of the decrease in reliability. We also studied the effect of an extended

planning horizon on the data loss in the system. Extending the planning horizon does not

result in compromised reliability and increase data loss for all media.

Power Consumption and Bandwidth

Similar to extending service life, extending planning horizon leads to the system

having a higher proportion of low capacity devices. However, over the long-term, extending

the planning horizon leads to larger devices in a more stable equilibrium. Short planning

horizons are better to keep the power consumption low. Power consumption is higher in

archival systems where planning horizon is as long as the media service life, because the

system used old devices for a long time and to meet the storage demand, the system had to

buy more devices, as shown in Figure 4.6a, for hard disks and SSDs. For tape and Blu-ray,

most power is consumed by tape libraries and tape drives. Hence, we do not see much change

in the power consumption for all density growth rates and different planning horizons.

As the planning horizon increases, the system’s bandwidth would increase, as shown

in Figure 4.6b. It also depends on the time when the devices got replaced, because of increas-

ing media densities, and also on Kr because bandwidth of the media growth is dependent

on the density growth. If media gets replaced early during the preservation, it is replaced

by lower density media than it would be if it was replaced late. For hard disks and Blu-ray,

the bandwidth does not grow linearly with the density growth, and having a high number of

them yields high bandwidth. For SSDs, we saw an approximately 5× growth in bandwidth

for Kr=5%.

4.1.3 Combining Planning Horizon with Service Life Extension

As Figure 4.7 shows, combining a long planning horizon with extended service life

helps in minimizing the costs further for SSDs. It results in almost 12% fewer costs with a
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long planning horizon for a three year extension and almost 15% cost reduction with a five

year extension. Since the costs are amortized over longer periods, a short planning horizon

for media with a long life and corresponding increased residual value lowers the total cost,

because there are few purchase events. As service life increases, the optimal planning horizon

for the archival system rise correspondingly. For hard disks, prolonged media usage does not

make sense, due to their high operational costs, and high failure rates as they age. Extending

the planning horizon to consider prolonged usage of hard disks results in approximately a

2% cost savings.

Figure 4.7: Extending the planning horizon for old media, in the system, is economically effective

for SSDs. It results in almost 12% fewer costs with a long planning horizon for a three year extension

and almost 15% cost reduction with a five year extension. A short planning horizon, such as two

years, and a long planning horizon, such as ten years, both are cost-effective for media running for a

long time. Since residual value is calculated over a long-period (service life + period of extension),

the short-term media has higher residual value, and does not get replaced early. This figure was

plotted for Kr = 5%.
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Chapter 5

Discussion

Using media beyond their suggested life-time was effective for SSDs without caus-

ing any data loss, in the times of low media density growth rate, but surprisingly made

little difference for hard disks, tapes, and optical discs. For hard disks, the cost benefit of

extending the service life was countered by the rapidly increasing failure rates compared to

other media types. For SSDs, however, we observed cost-benefit, up to 10%, if we used them

for an extended period of time in the times of low Kr, such as 5%. Although, we save by

using old SSDs in the times of low Kr, it would have resulted in a loss of 35% in the times

of high Kr. Based on limits in hardware manufacturing, it is reasonable to expect that Kr

will decrease over the system lifetime.

Extending media service life by 10 and 15 years, for SSDs, resulted in another 4%

and 6% of cost-savings (beyond savings with a five year extension), respectively. Drives built

to these specifications are good candidates for cost-efficient long term archiving. According

to our results, running media beyond their manufacturer suggested service life yields more

savings for SSDs than with an optimal planning horizon. For SSDs, we observed cost-

benefits of up to 10%, and an 7% reduction in hard drive cost, by asserting that the planning

horizon may be at least as long as the device service life. The savings are due to low device

replacements, which is cost-effective in the times of low annual media density growth rates,

but would have caused high costs, up to 9%, shown in Figure 4.4, in the time of high annual

media density growth rates. Also, by extending media service life in the system, we see a

significant increase in the system bandwidth, which would be highly appreciated in active

archives.
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The sharp increase in HDD failure rates over time makes running these drives

beyond their service life less cost efficient than other devices. So, for systems using hard

disks, where using old devices is a poor option, choosing an optimal planning horizon is

important. For Blu-ray and tapes, the majority of the total costs come from expenditures

made on readers and libraries, including purchases, computer room space, and power, so

extending the planning horizon and the service life does not reduce the archival system’s

cost. We do not see a major drop in the system bandwidth or increase in power consumption

due to this extension, because using a high number of low density media would provide more

bandwidth than using a low number of high density media (we noticed an almost 10× growth

in the system bandwidth for SSDs), and that is a plus point for even enterprise storage.

Prior to 2011, due to high annual bit density growth rates, buying a high capacity

new disk at a low cost was preferred over keeping a high cost, and low capacity hard disk for

a long time, hence manufacturers had little or no interest in making such devices. Today,

when hard disk density growth rates are growing at much slower rates than in the past, it

makes sense to invest in long-lived hard disks, and to use such hard disks. Archival system

designers need to update their planning horizons, and be ready to use the media for periods

longer than the usual five year life-span. SSDs, media whose wear mostly is dependent

upon the data read/write cycles, may perform better in archival systems than in enterprise

systems.

Recent announcements of huge improvements in SSD capacities make it seem likely

that we are moving towards high capacity with low operational cost long-lived devices with

no external dependencies [15,39]. On the other hand, hard disks with Heat-assisted magnetic

recording (HAMR) are expected to arrive by 2016, but in 4TB capacity [38]. SSDs are

advancing much faster than hard disks, and the archiving community needs to be ready for

their use in data-centers to keep the data foot-print small with less costs.

In light of our results, we can say that archival systems could benefit from archival

media having a high CAPEX/OPEX ratio, high reliability, and a long service life. Though

these devices do not yet exist, there are multiple efforts in progress to bring a specialized

archival device to the market [8, 17, 30, 42, 43]. For all these media, initial investment is

high (expensive media and readers/writers), but they have high reliability, an extremely

long life, and low operational costs in comparison with traditional archiving media (hard

disk, tape, and Blu-ray). To make the best use of such media and keep the archiving costs
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low, the system designers would have to broaden their horizons, and change their policies to

account for economic realities, and limited planning capabilities. As service life increases in

specialized media, it will be critical to balance the certainty of the short-term system design

with the benefit of a longer planning horizon.
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Chapter 6

Future Work

The purpose of this thesis is to understand the effects of various decisions on

long-term costs and other factors such as bandwidth and IOPS. Identifying these trade-offs

will help everyone from individuals maintaining a personal archive to storage providers and

organizations. This chapter outlines the questions I am proposing, discusses why they are

important, and how I plan to address them.

6.1 How should media be chosen?

If we were to choose media based on only one selection criteria the selection would

be easy—but given multiple criteria, the choice between multiple media types, such as hard

disk, SSD, tape, and optical-media, becomes difficult. Also, given, archival systems have

certain set of requirements such as cost, bandwidth, reliability, power, capacity, and IOPS,

it is important to see the effect of various device characteristics on the archival system.

Device selection directly affects the total cost of the system and other factors such

as reliability, bandwidth, IOPS, and power usage. In a typical archival system, during the

initial phase of system building when the inventory is empty, devices that satisfy the storage

provider’s requirements are purchased. Going forward, the inventory may be checked for

expiry, failure, and premature replacement of all the devices present. After the checking,

if new devices are found to be more effective than existing devices, old devices may get

replaced. Also, additional devices get purchased each year to meet the increased storage
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demand. Device selection (the decision of which device to purchase) and device replacement

are both decided based on the storage provider’s set of requirements such as high bandwidth,

high IOPS, low power, low cost, high capacity, or low probability of failure, of the archival

system.

When an archival system is focused on a device selection criteria; for example,

power, that means they care about power more than other factors such as bandwidth,

IOPS. Although, given, other performance constraints, being focused on one criteria does

not mean the archival system can under perform on some other criteria. For example, if

the archival system is focused on providing low power, but by selecting a particular low

power device, if the system’s bandwidth falls below 15%, selecting that device would make

overall system’s bandwidth go down below the threshold. Although, there is another device

that provides five times better bandwidth, but consumes high power, and increases system’s

power consumption beyond 15%. Buying only these devices would not make sense either.

However, keeping a combination of both these devices could keep the system’s power at a

reasonable level while providing reasonable bandwidth. There are many sub-questions.

1. What is the effect of being capacity focused?

2. What is the effect of being cost focused?

3. What is the effect of being bandwidth focused?

4. What is the effect of being IOPS focused?

5. What is the effect of being power focused?

6. What is the effect of being low probability of failure focused?

7. What is the effect of being physical size focused?

Device selection policies would be greedy for capacity, greedy for bandwidth, greedy

for power, greedy for low probability of failure, greedy for IOPS (Input/output per second),

greedy for cost, or greedy for physical space. Thresholds will be defined for each of these

selection criteria to set the archival system’s minimum performance guarantees. Policies

will place different weights on different features, such as power, bandwidth. For example, to

check that a device is more cost-effective than some other device or not, total cost of keeping
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the old device running is compared with the total cost of getting the other device. However,

the overall system’s performance guarantees need to be met as well. The solution would

be Pareto efficient and could be a combination of devices purchased in different quantities.

In a multi-objective optimization problem, a solution is called Pareto efficient, if none of

the objectives can be improved in value any further without degrading some of the other

objective values. I will implement device selection policies in the model, and evaluate their

effect on the long-term costs and reliability of the archival system in the light of low media

density growth rates.

Other device selection policies such as greedy for power and greedy for space would

work in a similar manner. The policy described above is verifying the thresholds on several

factors, and would work based on storage provider’s requirements. Answering these questions

will explore the trade-offs of various device selection policies on long-term costs, and other

factors such as overall system’s bandwidth and IOPS.

6.2 What is the effect of asymmetric read and write costs?

Traditionally, archival systems are considered to be cold (read rarely/never) [11,

45,53,54,64], storage media used is short-lived, and read costs are not significantly different

from the write costs. As read-access patterns change and upcoming long-lived storage tech-

nologies, with high write cost but low preservation cost, appear there will be an imbalance

in read and write costs of preservation systems. The cost of reading/writing from a storage

media represent the amount spent to read/write which includes the cost of reader/writer,

power, migration costs, and labor. This question focuses on the following two aspects of

asymmetric read and write costs

6.2.1 Asymmetric read access patterns

Read access patterns of archival systems are changing [3, 14, 66]. This requires

change in the device selection policies and archival system design. It will affect costs for the

following reasons

1. For possible high read access, media can not be spun down or powered off. This will

increase power consumption and cooling costs.
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2. Economical storage media with reasonably low latency and moderate bandwidth will

be needed. So, the requested data could be found and transferred in a reasonable

amount of time. For some media, reading often is not an option if the read patterns

are random; reading often from storage media such as tape is extremely slow due to

their poor random access. Other media that provide moderate random access, such as

optical media, disks, and SSDs, have other issues; optical-media is low capacity, and

hard disks and SSDs are expensive to be considered for archives.

To answer this question, we will take data from active archival systems, such as

Facebook and Adams et al.’s study [3, 16]. We will change the model to study the effect

on the long-term costs of varying retrieval costs in the presence of various device selection

policies in the environment of heterogeneous devices. We will also analyze the effect of such

media on the system’s bandwidth, IOPS, power, and reliability.

6.2.2 Media with asymmetric read and write costs

Low service life and low reliability of traditional archival media, such as hard disks,

tapes, SSD, and optical media, are always seen as challenges in keeping data alive for a long

duration. Tapes and optical media live longer than hard disks and SSDs, but still the

expected life of these storage media is much lower than what is expected in a preservation

system. For these reasons, data scrubbing and integrity checking is suggested in archival

systems, to make sure that the media reads correctly and the data is intact [10, 47], which

adds to the long-term costs. Research happening in the area of long-lived storage media

using DNA, glass disks, and QR code bearing disks cast a light of hope in this direction.

They are long-lived and highly reliable media. However, these represent the case where

upfront costs are extremely high while preservation costs are low [30].

Traditional archival systems have not considered asymmetric read and write costs

since for traditional media the cost of writing on the media were not significantly different

from the cost of reading from the media. Although, tape and optical media require separate

writer and reader, the reader and writer cost similar. However, this imbalance is much

less than what upcoming long-term archival technologies (DNA, glass disks, and QR code-

bearing disks) would have. DNA writing costs are at $12, 400/MB while reading costs are

at $200/MB, almost 60 times more expensive [30]. The writing costs on these media are
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expected to be much higher than reading costs because: a) The data is being etched upon

the media using femtosecond laser which is expensive; b) since the costs are high, high

precision is required in writing [43, 65]. This makes for a different case than what we had

been dealing with in the past with symmetric read and write costs. When devices with such

asymmetric read and write costs come out in the market and are used for archival systems,

the long-term costs would not be planned in the same way as it is done now. We need to

study the effect of using media with asymmetric costs on the long-term preservation. The

asymmetric media could have

1. high upfront, low preservation, and low read costs

2. high upfront, high preservation, and low read costs

3. high upfront, low preservation, and high read costs

Since the writing costs on all storage-media are generally higher than the read

costs, due to the high precision required, we are experimenting with only high writing costs.

To simulate this behavior, upfront, preservation, and retrieval costs need to be handled

separately. Answering this question will give everyone who wishes to store their data for

long-term the effects of doing so with traditional media or long-lived media.

The results of these experiments will help guide system designers and implementers,

and will help researchers understand what types of devices they might want to work on.
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Chapter 7

Conclusion

It is important to note the change slow growing media density growth rates impose

on long-term storage. In times of high media density growth rates, extending media usage

would have resulted in increased costs by as much as 35%, but today to make better use

of archival media while keeping the costs of archiving low, system designers need to update

their media selection policies. We suggest prolonged usage of media and planning horizon

extension to minimize the archival system’s cost. Using SSDs beyond their service life was

cost-effective, saving almost 15% on total costs.

The relationship between the system’s planning horizon, media service life, and

cost will be important for future archival devices, which will likely have a long service life,

and high cost. The demand for archival media is increasing, and enterprises are increasing

their effort towards designing archival media [21,51]. As archival media hits the market, we

recommend that corporations adjust their planning horizon to match the extended service life

of this more robust media. This also suggests device manufacturers should design hardware

that is long lived and reliable to take advantage of archival trade-offs.
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